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Abstract—Millimeter-wave circuits in current nanometric tech-
nologies are especially sensitive to process variations, which can
seriously degrade the device behavior and reduce fabrication
yield. To tackle this issue, conservative designs and large design
margins are widely used solutions. Another approach consists
in introducing variable elements, also called tuning knobs, to
allow post-fabrication tuning. One-shot statistical calibration
techniques take advantage of advanced machine learning regres-
sion tools to propose a set of tuning knobs values that enhance
the circuit performance based on simple measurements. Training
the regression models require a huge amount of data covering
the device performances, the effect of the tuning knobs and the
simple measurements that guide the regression. In this work, we
propose an efficient method for generating such a data set that
reduces noticeably the size of the required training set for an
accurate calibration.

I. INTRODUCTION

Continuous growth for fast systems and wireless commu-
nications has led the industry to millimeter-wave (mm-wave)
frequencies. Current mm-wave integrated circuits are imple-
mented in advanced nanometric technologies for which pro-
cess variations are especially prominent. Excessive variations
may significantly degrade the circuit performance, resulting
in a reduction of the production yield. Thus, practical designs
are devised with wide design margins, which usually incurs
in large area and power overheads and lead to suboptimal
trade-off solutions. A promising solution to this issue is to
introduce calibration capabilities. This can be achieved by
introducing variable elements, or tuning knobs, within the
circuits to allow post-fabrication tuning. By controlling the
tuning knobs, underperforming devices may be calibrated to
reach better fabrication yields.

In the last few years, advanced one-shot calibration tech-
niques based on machine learning algorithms have been pro-
posed to avoid lengthy brute-force “test-and-tune” iterative
calibration procedures. These techniques are used to find the
best combination of tuning knob positions from a single set of
simplified measurements. Calibration time in the production
line is greatly reduced since the calibration is not iterative.
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This procedure relies on statistical regression tools that are
used to train models that capture the relationship between the
measurements, the tuning-knob values and the performances
of the Device Under Calibration (DUC).

The choice of low cost measurements and tuning-knobs are
obviously key elements to take into account when devising a
machine learning-based calibration strategy. However, there is
a practical aspect that may limit the implementation of these
approaches: building the machine learning regression models
requires an important amount of data, including the low-cost
measurements and DUC performances, varying tuning-knob
values, for a significant number of different devices. The
computational burden of generating these data in a simulation
environment may be prohibitive, and this issue is accentuated
when data comes from real measurements in the production
line. In this paper we address this problem and propose a
method to dramatically reduce the amount of data needed for
building the regression models.

This paper is structured as follows. Section II reviews
previous approaches for machine learning-based calibration
of RF/mm-wave circuits. Section III details the proposed
approach for the generation of training data while Section
IV validates the method on a 60 GHz Power Amplifier (PA)
case study implemented in a 55 nm CMOS technology. Finally,
Section V summarizes the main contributions of this work.

II. PREVIOUS WORK

In the last few years, different calibration strategies based
on machine learning techniques have been proposed for RF
and mm-wave circuits. One of the first machine learning
calibration techniques was introduced in [1] where a 1.9 GHz
low noise amplifier (LNA) was calibrated by tuning two bias
voltages. Calibration is based on a gradient search algorithm
guided by a machine learning model that maps the output of
an envelope detector to the circuit performances. Although it is
a sound solution, the number of iterations to converge towards
a good combination may become unfeasible for circuits with
a large number of tuning knobs. This approach is further
extended in [2] for the calibration of complete RF front-ends
using the bias and supply voltages of mixers, LNA, and PA
as tuning knobs. The search space in this case includes 7650
tuning knob combinations.
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One-shot techniques that avoid iterative optimizations were
explored in [3], [4] to calibrate a 1.57 GHz RF LNA. The
performance of the fabricated LNA is estimated by using
an embedded VCO and an output peak detector for exciting
the LNA and acquiring its response, respectively. The bias
voltages and power supply voltage are used as tuning knobs.
The calibration strategy makes use of a machine learning
model to predict the best values of the tuning knobs based
on the output of the peak detector. This machine learning
model is trained using a classic full factorial Design of
Experiments (DOE) approach. Thus, over 27000 simulations
were performed in [3] (3 tuning knobs, 3 knob positions, 1000
Monte Carlo instances), and over 49392 actual measurements
were acquired in [4] (3 tuning knobs, 7 knob positions, 144
fabricated LNA samples) for data generation.

A similar approach was employed in [5], [6], where the
one-shot calibration paradigm was applied to a 2.4 GHz PA.
The main difference lies in the use of non-intrusive dummy
circuits that are sensitive to process variations. Four tuning
knobs were proposed: 2 bias voltages and 2 supply voltages.
Machine learning models map the output of the sensors to the
optimum combination of tuning knobs. Data generation for
training the calibration model is also based on a full factorial
DOE combined with Monte Carlo simulation. The training
data set in [5] is composed of 100 Monte Carlo circuit samples
and 305 tuning knobs combinations, that is, a total of 30500
instances.

As previous works show, building calibration models based
on DOE techniques is a time-consuming task that requires a
huge number of simulations and/or measurements. The size of
the required data set increases with the complexity of the DUC
and the number of tuning knobs. In this paper we propose an
efficient alternative to DOE for the generation of this data set.

III. ONE-SHOT STATISTICAL CALIBRATION

A. Theoretical basis

Let us consider a generic one-shot statistical calibration sce-
nario for a DUC with n specifications P = [P1, P2, . . . , Pn]
and k tuning knobs TK = [T1, T2, . . . , Tk]. The main goal
of statistical calibration techniques is to find a set of l simple
measurements (i.e., signatures) S = [S1, S2, . . . , Sl] such that
a regression function f can be built as

f : [T1, . . . , Tk, S1, . . . , Sl]→ [P1, P2, . . . , Pn] . (1)

Once such a regression function has been determined, and by
measuring vector S in a fabricated sample, function f can
be used for exploring the space of TK and maximize the
performances P. The regression function f is obtained using
a supervised machine learning algorithm. This procedure is
divided into two stages: in a first stage –the training stage–
for a population of circuits (i.e., the training set) both the
performances and the signatures under different combinations
of tuning knobs are extracted. A machine learning algorithm
is then trained to regress the circuit performance from the
signatures and tuning knob states. Then in a second stage –
the calibration stage– for circuits in the production line only

the set of signatures is measured and the machine learning
model previously obtained is used for determining the best
combination of tuning knobs. The process has the advantage
of avoiding iterative calibration loops, since the regression
function allows finding the optimum calibration point in one
shot.

B. Data generation for training calibration models

In order to build an accurate calibration model, the training
set has to cover a significant variation range for both process
variations and tuning knob positions. In fact, machine learning
models do not extrapolate, so ideally the training data set
should cover the full possible variation range. At the same
time, the size of the training set has to be increased exponen-
tially with the dimensionality of the problem in order to avoid
sparse sets that would lead to inaccurate regressions.

The classical approach for generating the training data set
relies on DOE techniques for defining an appropriate set of
positions for the set of tuning knobs that covers the calibration
space. Then, the effect of these tuning knob positions in
the circuit performance is measured over a wide population
of DUC samples to account for process variations. In these
applications, the standard DOE approach is the so-called full
factorial design, that would consider all possible combinations
among a pre-defined set of positions for all the tuning knobs
in the DUC. Thus, for a device with k tuning knobs, if we
consider that each tuning knob has pi pre-defined positions,
where i = 1, . . . , k, then a total of M =

∏k
i=1 pi combi-

nations have to be considered for each circuit sample. In a
simulation environment, these circuit samples are generated
by Monte Carlo sampling and, ideally, should cover the full
process variation range of the DUC.

Fig. 1a shows a visual representation of the training data set
obtained by DOE for a generic one-shot statistical calibration
scenario. The data set contains the set of performances and
signatures for all tuning knob combinations, in the considered
Monte Carlo process variation range.

Standard DOE techniques are feasible for a reduced number
of knobs and knob positions. For example, an analog tuning
knob may be usually represented with only three values:
min, max, and typ. However, accurately capturing non-linear
knob behavior and complex knob interactions require a higher
granularity. In this paper, we propose an alternative to DOE
techniques for statistical calibration that allows to capture ac-
curately the behavior of the tuning knobs and their interactions,
while reducing the size of the training data set. Instead of
sampling a limited set of pre-defined values for the tuning
knob positions, we propose to randomly sample each knob
position. In this way, in a simulation environment, both process
and tuning knob variations may be similarly generated within
a Monte Carlo simulation, as visually represented in Fig. 1b. A
simple implementation of this technique consists in associating
a probability density function to each tuning knob position that
covers its full variation range. A uniform probability density
function would produce a uniform variation of the tuning
knobs for the samples in the training data set. Depending on
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Fig. 1. Generation of training data sets using a) Full factorial DOE and b)
random sampling.

the application scenario, the probability density function can
be also tailored to each particular tuning knob to enrich the
information in the data set. In this paper we demonstrate that
this random sampling strategy reduces significantly the size
of the training data set necessary for capturing process and
tuning knob variations.

IV. CASE STUDY

A. Two-stage 60 GHz power amplifier with tuning capabilities

A two-stage 60 GHz power amplifier has been chosen as a
case study. It has been designed in a 55 nm CMOS technology
from STMicroelectronics. Its electrical schematic is presented
in Figure 2 and its main performance figures are summarized
in Table I. Six tuning-knobs have been devised: two gate bias
voltages (VB1 and VB2) and four programable decoupling cells
used as termination loads for the stubs (CV 1, CV 2, CV 3 and
CV 4), controlled by voltages VC1, VC2, VC3 and VC4. The
design of the case study is detailed in [7]. The statistical
calibration procedure relies on a set of signatures provided by
non-intrusive process variation monitors. These sensors have
been designed following the methodology presented in [8] to
accurately capture process variations.

TABLE I
PERFORMANCES AND DESIGN PARAMETERS OF THE POWER AMPLIFIER

DC current, IDC 51.1 mA
Power supply, VDD 1.2 V
Gain (S21) 9.3 dB @ 60 GHz
Power Added Efficiency, PAE 12.9%
Output referred 1dB-Compression Point, CP1dB 7.1 dBm
Saturation output power, Psat 11.6 dBm
S11 < −20 dB
S12 < −30 dB

B. One-shot statistical calibration results

A one-shot statistical calibration strategy was used for
mapping the output of the built-in process monitors to the
optimum position of each tuning knob in order to compen-
sate performance degradations due to process variations. As
discussed before, a key point for generating the regression
function is the definition of an appropriate training data set.
In this section, we show a direct comparison between the
classical DOE sampling and the proposed random sampling
of knob positions.

The presented calibration results were obtained through
post-layout Monte Carlo simulations using the spectreRF sim-
ulator. Four different calibration scenarios were considered for

comparison purposes. The training data sets in each scenario
contain:

a) 5 000 instances of the DUC: process variations and tuning-
knobs values are generated using the proposed random
sampling strategy. Uniform probability density functions
were associated to each tuning knob covering its full
variation range.

b) 5 040 instances of the DUC: 35 Monte Carlo iterations
were performed for a set of 24 × 32 = 144 selected knobs
combinations (i.e., min and max for each varactor and min,
typ and max for the two gate bias voltages).

c) 50 400 instances of the DUC: 350 Monte Carlo iterations
were performed for a set of 144 selected knobs combina-
tions (same as in scenario b)).

d) 50 301 instances of the DUC: 69 Monte Carlo iterations
were performed for a set of 36 = 729 selected knobs
combinations (i.e., min, typ and max for the 6 tuning
knobs).

Data sets a) and b) allows a direct comparison between the
proposed data generation methodology and the DOE technique
used in previous work [3]–[6] using a similar number of
training samples. Data sets c) and d) rely as well on DOE,
but we have multiplied by 10 the number of training instances
of the PA compared to b). Data set c) should offer a better
coverage of process variations, since the number of Monte
Carlo iterations have been increased, while data set d) should
improve the coverage of the tuning knob impact on the PA
performance.

Following the statistical one-shot calibration methodology
described in section III, we have trained regression functions f
for each performance of the PA, for the four training data sets.
This regression function is used for calibrating an independent
set of 500 PA instances generated by Monte Carlo simulation.
The obtained results are compared based on a figure of merit
(FOM) defined as,

FOM =
σperformance

µerror
, (2)

where σperformance is the standard deviation of the performance
and µerror is the RMS prediction error.

Table II displays the FOM results for the four considered
scenarios. For scenarios a) and b) (i.e, 5 000 samples) and
for all the performances, the obtained FOMs are significantly
better using random sampling than with the DOE technique.
For scenarios c) and d), even with 10 times more data in
the training set, results provided by the DOE method still do
not match scenario a) that uses random sampling. Regarding
scenarios c) and d), it appears that data set c) lacks information
about the effect of the tuning knobs for large signal perfor-
mances and that data set d) lacks information about process
variations, especially for small-signal performances.

In order to show a direct comparison of the regression capa-
bilities of the trained regression function f , Fig. 3 represents
the scatterplot of the predicted versus actual values of the PA
small signal gain for the 500 instances in the independent
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Fig. 2. Transistor-level schematic of the power amplifier under calibration.
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TABLE II
COMPARISON OF PA PERFORMANCES FIGURES OF MERIT FOR DIFFERENT

TRAINING SETS

Figure of Merit

Performance
Training set

a) b) c) d)

IDC 90 59 68.5 68.3
CP1dB 8.3 2.8 3.8 5.45
PAE 7.2 2.7 3.45 4.4
Psat 6.4 2.0 3.4 4.0
S21 6.4 2.0 2.6 2.3
S11 4.6 1.2 2.5 2.45

validation set. It is clear that training the regression model
with data set a) (in green) results in a better accuracy.

For further insight, Fig. 4 shows the FOM corresponding to
the PAE calibration for scenarios a), c) and d) as a function of
the number of samples in the training set (obtained by random
sub-sampling of the data sets). It is interesting to notice the
linear behavior of the FOM calculated on set a) as the size
increases. In comparison, the FOM calculated on set c) tends to
saturate as the number of training instances increases, probably
due to the lack of information about the effect of the tuning
knobs. Similarly, data set d) shows the same behavior, but this
time probably due to a lack of process variation information. It
seems clear that the proposed random sampling methodology
offers a better coverage of the training space while reducing
the number of required simulations.

V. CONCLUSIONS

This work presented an efficient methodology for the gener-
ation of appropriate training data sets for statistical calibration
applications. The proposed technique is based on the joint
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Fig. 4. Figure of merit for the prediction of the PAE as a function of the size
of the training data set.

random sampling of both process and tuning knob position
variations. Compared to previous works based on DOE, this
method dramatically reduces the size of the required training
data set for an accurate training of statistical calibration
models. Obtained results on a tunable 2-stage 60 GHz case
study in a 55 nm technology demonstrate the feasibility of the
approach.
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