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Abstract—The management of distributed and heterogeneous
modern power networks necessitates the deployment of commu-
nication links, often characterized by limited bandwidth. This
paper presents an event detection mechanism that significantly
reduces the volume of data transmission to perform necessary
control actions, using a scalable scheme that enhances the
stability and reliability of power grids. The approach relies on
implementing a linear quadratic regulator and the execution of
a pair of Luenberger observers. The linear quadratic regula-
tor minimizes the amount of energy required to achieve the
control actions. Meanwhile, the Luenberger observers estimate
the unmeasured states from the sensed states, providing the
necessary information to trigger the event detection mechanism.
The effectiveness of the method is tested via time-domain simu-
lations on the IEEE 13-node test feeder interfaced with inverter-
based distributed generation systems and the proposed observed-
based event-triggered controller. The results demonstrate that the
presented control scheme guarantees the bounding of the system
states to a pre-specified limit while reducing the number of data
packet transmissions by 39.8%.

Index Terms—Event-triggered, linear system, observer-based
control, zeno behavior, communications, power systems.

I. INTRODUCTION

Modern power networks include distributed generation,

advanced communication, energy management technology,

and intelligent infrastructure. These recent advancements in

electric power grids contribute towards higher reliability, effi-

ciency, sustainability, among other benefits [1]. Several con-

trollable devices, geographically separated, can be available

in the power network, such as distributed generators, control-

lable loads, and protection equipment. A critical challenge is

the proper management of the bandwidth constraints of the

communication systems used for the coordinated control of

all devices deployed in modern power grids [2], [3].

Traditional control methods in power systems rely on ded-

icated communication channels to transmit measurement and

control signals. However, modern power systems are evolving

towards a more decentralized approach to control services,

which often involves the use of wireless open communication

networks that allow different devices, systems, or applications

to communicate with each other in an unrestricted way [3]–

[5]. While this approach can offer benefits such as cost-

effectiveness and flexibility, it also presents new challenges

due to the limited bandwidth of the network. These challenges

can include delays in transmission, data packet losses, and

uncertainty about the parameters being measured. In such

situations, traditional robust control schemes may not be

effective in ensuring stable and reliable performance of the

power system [6], [7].

Recent literature reveals that there are two primary methods

for reducing the number of signal transmissions in control

schemes for power grids. One approach is to maximize the

sampling interval based on a time-triggered (TT) sampled data

control scheme [7]. This is based on extending the sampling

interval to an acceptable maximum, which does not affect

the dynamic performance of the closed-loop system. Another

way is to change the data transmission triggering mechanism,

introducing an event-triggered (ET) communication scheme to

reduce the transition of the sampled data, sending it only when

a preset threshold is exceeded [8]–[11].

In recent years, various applications have been developed

with the aim of improving the communication capabilities

of control networks. In [12], a sampling interval of longer

duration is designed for isolated hybrid power systems. A

maximum admissible sampling interval for multi-area power

systems is established in [13]. In contrast, a communication

scheme based on sending periodically sampled data only when

a preset threshold is exceeded is presented in [14], reducing

the communication overhead in multi-area power systems.

In a subsequent improvement, a control architecture based

on supplementary adaptive dynamic programming theory for

frequency control in multi-area power systems is proposed in

[15]. In [16], an event-triggered observer applicable to a linear

system is presented, however, the Zeno-free behavior 1 of the

method is not analyzed.

This paper introduces an approach that significantly reduces

the data transmission in power systems. This approach is based

on an event detection mechanism that triggers data transmis-

sion only when the designer-defined limits are over-passed,

thus reducing the utilization of communication resources. This

control approach implements a linear quadratic controller in

1Zeno behavior describes the phenomenon in which an infinite number of
transmissions occur in a finite time interval. Zeno behavior happens when
the set threshold functions in the trigger conditions are equal to zero. This
phenomenon is extremely undesirable in event-triggered control which aims
to save communication resources [17].
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combination with Luenberger observers. The linear quadratic

regulator optimizes the power consumption required to achieve

the control commands and minimizes the error between the

measured system states and those desired by the operator.

Meanwhile, the Luenberger observers estimate the unmeasured

states, providing full-order information to the controller. For

observable and controllable systems, the proposed control

scheme maintains the separation principle of classical control

while allowing for the independent design of controllers and

observers. The proposed framework can significantly reduce

communication data flow while achieving almost identical

control performance to that of continuous-data communication

schemes. It also guarantees asymptotic stability by keeping the

closed-loop system states bounded. In addition, the existence

of a positive lower bound on the minimum time between events

is guaranteed, avoiding Zeno behavior.

The remaining sections of the paper are structured as

follows. The theoretical background is described in Section II.

Then, a detailed description of the proposed observer-based

event-triggered approach is presented in III. In Section IV,

the performance of a closed-loop system is evaluated through

several scenarios, which include the simulation of the IEEE

13-node test feeder integrated with distributed generation sys-

tems based on inverters, and the implementation of the event-

triggered controller using observer-based methods. Finally,

concluding remarks are pointed out in Section V.

Notations: N = {1, 2, ...} represents the set of non-negative

integers. R,Rn, and R
n×m are the sets of real numbers, n-

dimensional real vectors, and n × m real matrices, corre-

spondingly. In is n× n identity matrix. 0n×m is n×m zero

matrix. ‖.‖ denotes a general norm. λmin{P} and λmax{P}
are respectively the largest and smallest eigenvalues of a

square matrix P .

II. PROBLEM STATEMENT AND PRELIMINARIES

We start with a generic linear time-invariant (LTI) model

which can be used to represent the dynamics of several control

loops in an electrical system around an operating point [18]:

x(t) = Ax(t) +Bu(t)

y(t) = Cx(t) +Du(t),
(1)

where x(t) ∈ R
n, u(t) ∈ R

n and y(t) ∈ R
n stand for the state

vector, control input, and observation vectors of the system,

respectively. The matrices of the linear state-space model are

established by A, B, C and D ∈ R
n×m. We demonstrate the

effectiveness of the proposed algorithm on voltage control in

distribution networks, which can be modeled as an LTI system.

To derive the model, we use the popularly adopted eigensystem

realization algorithm (ERA).

A. Power System Identification using the Eigensystem Real-

ization Algorithm

The ERA is a black-box system modeling method selected

for its high accuracy and computational efficiency [19]. The

method to obtain the ERA solution can be summarized in the

following steps:

1) Collect input and output data. Exponential Chirp func-

tions are applied as a known input sequence (u), as

follows:

u(k) = α sin

(

2πfs(r
k
f − 1)

ln(rf )

)

(2)

where the duration of the signal sequence is T , the

amplitude is represented by α, rf is defined as (fe/fs)
1/T

,

and lower and upper bounds of the frequency band are fs
and fe, respectively. In this step, the outputs are sampled

at the same rate as the control input.

2) Compute the linear relationship. The Fourier transform

applied to each input/output pair provides the equivalent

impulse response from the Chirps signals. Thus, the

inverse Fourier transforms of F (u(k)) and F (y(k))
results in U(ω) and Y (ω), as follows:

y(k) = F
−1

(

Y (ω)

U(ω)

)

(3)

where k is the sample indicator.

3) Assemble a block-Hankel matrix. The data of the mea-

sured outputs are arranged in the Hankel matrix, given

by:

H(k−1) =











yk yk+1 · · · yk+N

yk+1 yk+2 · · · yk+N+1

...
...

. . .
...

yk+N yk+N+1 · · · yk+2N











(4)

where yk = CAk−1B is the impulse response of the

system.

4) Perform the singular value decomposition of H0. The sin-

gular value decomposition of the Hankel matrix H(k−1)

associated with the impulse response of the system can

be obtained by:
H0 = UΣV T (5)

where Σ is the diagonal matrix containing the singular

values of H0. U and V are the left and right singular

vectors, respectively.

5) Find the right order of the system. The system order is

determined by selecting the first singular values that rep-

resent 99% of the total energy of the system. Then, U , V
and Σ are truncated to derive a condensed representation

of the power system with reduced order.

6) Compute the system matrices. The identified model ma-

trices of the power system under study are given by:

A = Σ−
1
2UH1V

TΣ−
1
2 ; B = Σ

1
2QT

C = PΣ
1
2 ; D = y(0)

(6)

where H1 is the shifted block-Hankel matrix of H0.

Assumption 1. (A,B) is state controllable.

Fig. 1 represents the overall diagram of the proposed control

framework. Sensor data is transmitted to the controller using

a communication network. In a similar way, the control

action data flows from the controller to the actuator. For

simplicity, in this work, we do not present a detailed model



of the communication network other than accounting for the

number of packet transmissions. Analysis with an in-depth

communication network model will be taken up in our future

work.

The goal of this work lies in reducing communication net-

work use. In order to achieve this objective, two strategies are

exploited: (i) The proposed approach only transmits the system

output y(t) = Cx(t) to the controller where C ∈ R
q×n and

q < n decreases the number of the required packets, instead of

transmitting the full vector of states. In this way, it is possible

to reduce the required communication bandwidth and the

required energy for the transmission. (ii) The application of the

proposed observer-based event-triggered mechanism reduces

the sampling times, decreasing the use of the communication

channel.

B. Linear Quadratic Regulators (LQRs)

For the considered system (1), the challenge is to construct

a control law that minimizes:

J =
1

2

∫

∞

0

(

xT(t)Qx(t) + uT(t)Ru(t)
)

dt (7)

where Q ≥ 0 and R > 0 are user-defined matrices with ap-

propriate dimensions. The well-known solution to this optimal

control problem is found using the linear quadratic regulator

(LQR) approach [19], [20]. The state-feedback control to

minimize J (7) is:

u(t) = −Kx(t), (8)

where K ∈ R
m×n is given by K = R−1BTP , and P is

the unique symmetric positive-definite solution of the Riccati

equation:

ATP + PA− PBR−1BTP +Q = 0n×n. (9)

Lemma 1. If (A,B,Q1/2) is stabilizable and detectable, then

the real parts of all the eigenvalues of A − BK are strictly

negative, i.e., A−BK is a Hurwitz matrix [19].

C. Linear Full-Order Observers

Consider the linear system (1). Let x̂(t) ∈ R
n be the

estimated state of the system. A classical choice to estimate

x(t) from y(t) is by following the Luenberger observer [21]:

˙̂x(t) = Ax̂(t) +Bu(t) + L(y(t)− Cx̂(t)), (10)

where L ∈ R
n×q is the observer gain. If every eigenvalue

of A − LC has a strictly negative part, the estimation error

e(t) = x(t)− x̂(t) tends to zero when t→ 0.

Lemma 2. L can be found to assign all the eigenvalues of

A − LC to arbitrarily locations if and only if the system (1)

is state observable [22].

To find L, the solution S = ST > 0n×n of the Riccati

equation:

AS + SAT − SCTV −1CS = −W, (11)

can be obtained where V > 0q×q and W ≥ 0n×n are

determined by the designer. It is possible to prove that if

Fig. 1: Overall diagram of event-triggered observer-based

control.

(A,C) is observable and L = SCTV −1, A−LC is a Hurwitz

matrix [23].

III. PROPOSED METHOD

As depicted in Fig. 1, an observer is established after the

first point in the communication network, where the data is

transmitted from the system to the controller. The observer

aims to estimate x(t) using y(tk). We will refer to this observer

as a “remote observer”. Here, tk, k ∈ N stands for the instants

when y(t) is sent to the observer. The local observer, which is

a copy of the remote observer and is installed near the system,

is utilized to reproduce x̂(t).
Since y(t) is transmitted to the observers (local and remote)

only at tk, k ∈ N, (10) can be rewritten as follows for t ∈
[tk, tk+1):

˙̂x(t) = Ax̂(t) +Bu(tk) + LC(x(tk)− x̂(t)). (12)

Moreover, during t ∈ [tk, tk+1), u(t) = −Kx̂(tk) and hence,

the system defined (1) evolves as:

ẋ(t) = Ax(t) −BKx̂(tk)

= (A−BK)x(t) +BK(x(t)− x̂(tk))
(13)

Adding and subtracting x̂(t) to the last part of the right hand

side of (13) leads to:

ẋ(t) = (A−BK)x(t) +BKe(t) +BK(x̂(t)− x̂(tk)).

(14)

Using (12) and (13), we have:

ė(t) = (A− LC)e(t) + L(y(t)− y(tk)). (15)

Let us define X(t) =
[

xT(t) eT(t)
]T ∈ R

2n. Using (14)

and (15), the dynamic of X(t) is described as:

Ẋ(t) = ÃX(t) + ψ(t, tk), (16)

where

Ã =

[

A−BK BK
0n×n A− LC

]

∈ R
2n×2n, (17)

and

ψ(t, tk) =

[

BK(x̂(t)− x̂(tk))
L(y(t)− y(tk))

]

∈ R
2n. (18)



The problem is to find tk, k ∈ N such that (16) is asymptoti-

cally stable, i.e., x(t), e(t) → 0 when t→ ∞.

Following Lemmas 1 and 2 and under Assumption 1, A−
BK and A − LC are Hurwitz for K = R−1BTP and L =
SCTV −1. On the other hand, since Ã is a lower triangular

matrix, it is also Hurwitz. A unique solution P̃ = P̃T > 0 of

the following Lyapunov equation exists for any Q̃ = Q̃T > 0:

ÃTP̃ + P̃ Ã+ Q̃ = 02n×2n. (19)

Taking into account the Lyapunov candidate function

V (X(t)) = XT(t)P̃X(t), its derivative is:

V̇ (X(t)) = ẊT(t)P̃X(t) +XT(t)P̃ Ẋ(t). (20)

Using (16) in (20), we have:

V̇ (X(t)) = XT(t)(ÃTP̃ + P̃ Ã)X(t)

+XT(t)P̃ ψ(t, tk) + ψT(t, tk)P̃X(t).
(21)

In a time-triggered framework, V̇ (X(t)) = −XT(t)Q̃X(t)
since ψ(t, tk) = 0 for t ≥ 0. In the proposed method,

however, a weaker rate of decrease in V (X(t)) is considered

by imposing the inequality:

V̇ (X(t)) ≤ −σXT(t)Q̃X(t), (22)

where σ ∈ (0, 1] is a constant, called an event-triggered factor.

Substituting (21) in (22), we have:

(σ − 1)XT(t)Q̃X(t) + 2XT(t)P̃ ψ(t, tk) ≤ 0, (23)

that is rearranged as:

[

XT(t) ψT(t, tk)
]

Φ

[

X(t)
ψ(t, tk)

]

≤ 0, (24)

where Φ ∈ R
4n×4n is:

Φ =

[

(σ − 1)Q̃ P̃

P̃ 02n×2n

]

. (25)

Theorem 1. Assume (1) is state controllable and u(t) =
−Kx̂(tk) is applied where K = R−1BTP . Assume further

that L = SCTV −1 is selected where S is the solution of (11).

If the measured output y(t) is transmitted using the network

when (24) is violated, then x(t) and e(t) converge to zero

asymptotically.

Proof. According to (22) and due to (24), V̇ (X(t)) is always

negative. Therefore, X(t) =
[

xT(t) eT(t)
]T

is asymptoti-

cally stable.

Remark 1. From the structure of Ã in (17), it can be

concluded that the separation principle of classical control

holds.

Paying attention to (24), the triggering times are:

tk+1 = inf{t > tk
∣

∣ [XT(t) ψT(t, tk)]Φ

[

X(t)
ψ(t, tk)

]

≥ 0}
(26)

where k ∈ N, t1 = 0, and ψ(t, tk) and Φ are defined in (18)

and (25), respectively. To considerably reduce transmissions

over the network while maintaining the X(t) bound, the event-

detector mechanism (26) can be systematically equipped with

additional conditions. In other words, there is no need to

utilize the network if the state X(t) is close enough to zero.

However, this issue may lead to some errors in the estimation

and control. For instance, the condition ‖X(t)‖ > ǫ could be

added to the event-detector block with ǫ > 0 as a constant. In

this situation, (26) is replaced with:

tk+1 = inf{t > tk
∣

∣

[

XT(t) ψT(t, tk)
]

Φ

[

X(t)
ψ(t, tk)

]

≥ 0

& ‖X(t)‖ > ǫ}. (27)

If the added condition causes instability of the system,

‖X(t)‖ increases. Therefore, this condition will be relaxed and

the triggering conditions (27) and (26) will be the same. In this

situation, according to Theorem 1, ‖X(t)‖ will be decreased.

Hence, adding ‖X(t)‖ > ǫ to the event-triggered mechanism

may cause some estimation and control errors. However, the

adverse effects of these errors on the system performance can

be reduced by choosing appropriate values for ǫ. In order

to select a proper value for this parameter which leads to a

desirable compromise between the performance and usage of

the network, the designer can start with an arbitrarily small

value of ǫ. If the performance of the system is satisfactory,

larger values of ǫ can be also considered. If not, the designer

should test smaller values of these parameters until a good

compromise is achieved between communication usage and

performance.

Theorem 2. The system state and estimation error are glob-

ally uniformly and ultimately bounded.

Proof. For V (X(t)) = XT(t)P̃X(t), we have:

α1(‖X(t)‖) , λmin{P̃}‖X(t)‖2 ≤ V (X(t)) ≤ α2(‖X(t)‖)
, λmax{P̃}‖X(t)‖2.

Besides, using (22), one can conclude that V̇ (X(t)) ≤
−W3(X(t)) for ‖X(t)‖ ≥ µ = ǫ+ where W3(X(t)) =
σXT(t)Q̃X(t). As α1(‖X(t)‖) is a class K∞ function

and from Theorem 4.18 in [24], with the ultimate bound

α−1
1 (α2(µ)) =

√

λmax{P̃}/λmin{P̃}µ, X(t) is globally

uniformly bounded.

Theorem 3. There exists τ > 0 such that tk+1 − tk ≥ τ for

k ∈ N.

Proof. Paying attention to the event-triggering condition (27),

let us consider two cases:

(1) ‖X(t)‖ < ǫ for t = t+k : In this situation, a limited or even

unlimited amount of time is needed to reach ‖X(t)‖ = ǫ. If

‖X(t)‖ < ǫ for t > tk, no new event is triggered. (see case

study in Section IV).

(2) ‖X(t)‖ > ǫ for t = t+k : The rest of the proof is dedicated

to this case.



Define θ(t) = ‖ψ(t, tk)‖/‖X(t)‖, X(t) 6= 0. The following

dynamic for θ(t, tk) is obtained:

dθ(t)

dt
=

d

dt

(

(ψT(t, tk)ψ(t, tk))
1
2

(XT(t)X(t))
1
2

)

(28)

=
(ψT(t, tk)ψ(t, tk))

−
1
2ψT(t, tk)ψ̇(t, tk)(X

T(t)X(t))
1
2

XT(t)X(t)

− (XT(t)X(t))−
1
2XT(t)Ẋ(t)(ψT(t, tk)ψ(t, tk))

1
2

XT(t)X(t)

= − ψT(t, tk)ψ̇(t, tk)

‖ψ(t, tk)‖‖X(t)‖ − XT(t)Ẋ(t)

‖X(t)‖‖X(t)‖
‖ψ(t, tk)‖
‖X(t)‖

The following inequality is achieved based on (28) and

using the triangle inequality:

dθ(t)

dt
≤ ‖ψ̇(t, tk)‖

‖X(t)‖ +
‖Ẋ(t)‖
‖X(t)‖

‖ψ(t, tk)‖
‖X(t)‖ , (29)

Due to Theorem 1, X(t) is bounded and as a result, there

is a positive real number β such that ‖ψ̇(t, tk)‖ ≤ β. Since

‖X(t)‖ > ǫ, there exists γ > β/ǫ such that:

‖ψ̇(t, tk)‖
‖X(t)‖ ≤ γ. (30)

Using (16) and the triangle inequality, we have:

‖Ẋ(t)‖ ≤ ‖Ã‖‖X(t)‖+ ‖ψ(t, tk)‖ ≤ (1 + ‖Ã‖)
(

‖X(t)‖
+ ‖ψ(t, tk)‖

)

. (31)

Using inequalities (29), (30), and (31) leads to:

dθ(t)

dt
≤ γ + (1 + ‖Ã‖)

(

1 + θ(t)
)

θ(t). (32)

Since θ(t) is not negative, the following inequality is obtained

by adding α(1 + θ(t)) to the right-hand side of (32):

dθ(t)

dt
≤ γ + α(1 + θ(t))2, (33)

where α = 1+ ‖Ã‖. Now, let us take integral of (33) from tk
to t−k+1 as:

∫ θ(t−
k+1

)

θ(tk)=0

d
(

θ(t)
)

γ + α(1 + θ(t))2
≤
∫ t−

k+1

tk

dt. (34)

From (34), the following inequality is obtained as θ(tk) = 0:

√
αγ(t−k+1 − tk) ≥ tan−1

(

√

αγ−1(1 + θ(t−k+1))
)

− tan−1
(

√

αγ−1
)

.
(35)

Based on (23), at t = t−k+1, the following equality holds:

2XT(t−k+1)P̃ψ(t
−

k+1, tk) = (1− σ)XT(t−k+1)Q̃X(t−k+1).
(36)

Using (36), the Cauchy-Schwarz inequality |vTw| ≤
‖v‖‖w‖ [25], and since wTQ̃w ≥ λmin{Q̃}‖w‖2, the fol-

lowing inequality is achieved:

‖X(t−k+1)‖‖P̃‖‖ψ(t−k+1, tk)‖ ≥ XT(t−k+1)P̃ψ(t
−

k+1, tk)

≥ 1− σ

2
λmin{Q̃}‖X(t−k+1)‖2

1

2 3
4

5 6

7 8
9

10 11

12 13

Fig. 2: One-line diagram of the IEEE 13-node feeder interfaced

with inverter-based generators.

which leads to:

θ(t−k+1) =
‖ψ(t−k+1, tk)‖
‖X(t−k+1)‖

≥ (1− σ)λmin{Q̃}
2‖P̃‖

> 0. (37)

From (35) and (37), t−k+1 − tk is strictly positive for k ∈ N

since the function tan(.) is a strictly increasing function. The

proof is completed.

IV. SIMULATION RESULTS FOR AN INVERTER-BASED

DISTRIBUTION SYSTEM

The feasibility of the proposed event-trigger-based control

structure is evaluated using the 13-node IEEE test feeder,

whose single-line diagram is shown in Fig. 2. This network op-

erates at 4.16 kV, it is characterized by being short, relatively

highly loaded, with a single voltage regulator at the substation,

shunt capacitors, and unbalanced loads [19]. This network

is equipped with a distributed generation scheme based on

inverters connected to bus 13 via a step-up transformer. The

inverter assumes the role of the actuator in the control scheme,

injecting the optimal reactive power calculated by the LQR.

Voltage amplitude measurements are provided by a D-PMU

installed at node 9. Application of the ERA black-box system

identification method yields the reduced-order model with six

states shown in (38) and (39). The input-output data for model

construction is collected by simultaneous measurement of the

reactive power set-point on the inverter side and the voltage

amplitude sensed by the D-PMU at node 9. While running the

system identification algorithm, the reactive power setpoint in

the inverter-based generator deployed at node 13 is modulated

with the Chirp signal.
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Fig. 3: System states and their estimations.

A =

















−41.1 −14.5 38.8 −14.6 −11.7 −6.6
14.5 2.7 1.8 −0.3 −0.2 −0.2
−38.8 1.8 −40.5 63.6 25.4 17.4
−14.6 0.25 −63.6 −24.6 −58.3 −19.1
11.7 −0.17 25.4 58.3 −35.1 −54.9
−6.57 0.16 −17.4 −19.1 54.92 −45.4

















(38)

B =

















−0.05
0.002
−0.02
−0.01
0.008
−0.004

















, C′ =

















−2.69e−05

−7.5e−07

1.04e−05

−4.86e−06

−3.55e−06

−1.99e−06

















, D = 0 (39)

With the inputs and outputs determined by the sensors and

actuators deployed over the network, the open-loop system is

asymptotically stable, controllable and observable, making the

implementation of the proposed method feasible. The closed-

loop system was coded in MATLAB, based on the Euler

method with a sampling frequency of 1 kHz. In this work,

Q = W = I6 and R = V = 1. By using these matrices

selected by the designer and the application of the procedures

described in II-B and II-C, the LQR controller gain and the

observer gains are computed as:

K = [0.06, 0.26, 0.03, 0.02,−0.009, 0.008]

L = [−2.9e−05, 1e−04, 1.6e−05,−8e−06,−5e−06,−4.3e−06]T

The initial conditions are x(0) = [3 5 5 0 0 0]T,

x̂(0) = [2 3 2 0 0 0]T, σ = 0.95, and ǫ = 0.1.

The system state and their estimations for the closed-loop

system are depicted in Fig. 3. The presented state feedback

method, based on the optimal gain K and the Luenberger

observer, assumes that all state variables are measurable or

observable and its objective is to drive the output towards zero,

rejecting disturbances. The stability and transient response

characteristics of the closed-loop system are determined by

the characteristic values of the (A − BK) matrix. The opti-

mal choice of matrix K for the LQR controller allows the

(A − BK) matrix to be asymptotically stable, making it

possible to drive x(t) to tend to 0 when t tends to infinity. With

this state feedback, the real parts of the closed-loop poles are
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Fig. 4: Amplitudes of the (a) control signal u(t), (b) inter-

execution times, and (c) triggered events following the times

given by (27).
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Fig. 5: Periodic communication transmissions and event-

triggered communication comparison.

negative, evidencing the stability of the system. The dynamic

behavior of the observer’s error vector is determined by the

eigenvalues of the (A − LC) matrix. For this example, the

(A−LC) matrix is stable and the error (e = x− x̂) converges

to zero for any initial error vector, as shown in Fig. 3.

The computed control signal and the event instants are

depicted in Fig. 4(a) and Fig. 4(b), respectively. Meanwhile,

the evolution of the event-triggering conditions, computed in

(27), is shown in Fig. 4(c). At the beginning of the simulation,

the error between the measured output with respect to the

expected zero drives the control signal to 1. Subsequently, the

feedback control action reduces the error asymptotically to

zero within 250ms, as shown in Fig. 4(a). When the proposed

event detection system is operating, the application of the

trigger conditions reduces the number of samples by 39.8%,

as shown in Fig. 5. In those results, the rate of data exchange

is decreasing when the system is going to the steady state,

as is shown between 130ms and 170ms of the simulation in

Fig. 4(b). The trigger condition ‖X(t)‖ > ǫ becomes inactive

after 164ms, while the second condition remains active until

187ms, as shown in Fig. 4(c).

Fig. 6 shows the impact of σ on the number of communica-

tion events. The number of trigger events rises as σ increases,

following the trigger rule depicted in (23). The resulting

increase in the transmitted samples reduces the availability of
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Fig. 6: Dependence between the number of communication

events and σ selection.

the communication resources deployed. The suitable selection

of σ significantly impacts the usage efficiency of commu-

nication resources. Based on the aforementioned results, the

proposed controller is able to regulate the state variables of

the power electric system, significantly reducing the use of

communication channels.

V. CONCLUSIONS

The presented work combines two approaches to achieve

asymptotic convergence of the variables of interest, and simul-

taneously reduce the utilization of communication resources

between the controller and the sensors/actuators deployed

over the electric power systems. An optimal state-feedback

control scheme regulates the system variables, minimizing the

energy required to reach the steady-state setpoints. Luenberger

observers estimate the unmeasured states over the system

by supplying full-order information to the controller. This

framework also includes an event detection mechanism that

reduces the utilization of communication resources by up to

39.8%. The simulations of the proposed method demonstrate

that the closed-loop control framework allows for asymptoti-

cally bounding of the system states, while the trigger event

handler mechanism reduces the communication bandwidth

consumption without constraining the stability and exclud-

ing the Zeno behavior. This reveals the trade-off between

control performance and communication resource utilization

through the proper selection of parameters in the event trigger

conditions. The proposed control scheme is highly beneficial

for improving reliability, scalability, and flexibility in modern

power grids. In our future work, we will explicitly incorporate

the communication network model and co-design the control

and communication parameters to achieve efficient event-

triggered control in power systems.
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