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Abstract— In this paper, a combination of Advanced Particle 

Swarm Optimization and Neural Network are presented to 

compensate the drawbacks of both the techniques and utilize the 

strong attributes to form a hybrid system called Hybrid Advance 

Particle Swarm Optimization-Neural Network System (HAPSO-

NNS). APSO is used for the training of the neural network. In 

the initial phases of the search, PSO has swift convergence for 

global optimum, but later it suffers from slow convergence 

around the global optimum position. On the contrary, the 

gradient method attains prior to convergence around the global 

optimum point, therefore, attaining better accuracy in terms of 

convergence. This paper elucidates the usage of APSO applied 

to feedforward neural network to improve the classification 

accuracy of the network and also decreases the network training 

time. 
I. INTRODUCTION 

A neural network is considered as a set of systems where 

the neurons adjust their weights and biases according to the 

output of the network. The number of nodes in the input and 

output layer of the neural network is fixed according to the 

application however the number of nodes in the hidden layer 

are subject to variation. This variation in the number of nodes 

of the hidden layer is to get the optimum results based on hit 

and trial [1]. The learning process of neural networks where 

there is an update in the weights and biases continues until the 

change in the weights and biases are too small to make a 

significant difference [2]. The neural network has a good 

capability of faster convergence however, the neural network 

sometimes gets trapped in the local optima [3]. 

Swarm intelligence is a term inspired by the social behavior 

of the animals where they try to find the shortest path between 

their habitat and the food. In the case of a flock of birds, every 

group member gets its neighbors information and the decision 

is made using the current neighbor's experience as well as the 

previous experience [4]. Particle Swarm Optimization 

Algorithm is a smart computational technique based upon the 

methodology that is not predominantly affected by the size 

and nonlinear nature of the problem and can simply be 

converged to an optimum in most of the problems where other 

methods are unsuccessful to give an optimal solution [5]. 

With the passage of time, different algorithms have been 

proposed for optimizing the neural networks these include 

genetic algorithms, gravitational search algorithms but results 

obtained are not of high accuracy [6]. This is because by using 

these algorithms the neural network algorithm is trapped at the 

local minima and unable to get out of it. Therefore, bio-

inspired algorithms are used to train the neural network. These 

algorithms have the capability to solve nonlinear and 

multimodal equations, therefore, the training of neural 

networks using swarm intelligence resulted in better optimum 

finding capability and reduction in a number of iterations 

required for training. Several metaheuristic algorithms have 
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been proposed for training a neural network based in local 

search, population, and other search algorithms. Some bio-

inspired evolutionary algorithms have also been proposed to 

train a neural network. Most of the research done until this 

point has focused on the weights of neural connections 

between different layers. More research needs to be done on 

the neural functions that transform the input of the neural 

network to output [7]. 

Therefore, to resolve the problem of these small setbacks, 

the hybrid of particle swarm optimization and feedforward 

neural network is presented in this paper. This hybrid system 

results in better optimum finding capability and the time to 

train the data is also reduced. As a result, there is a reduction 

in the number of training cycles to get to a standard mean 

square error for the hybrid system compared to the simple 

backpropagation neural network. It is an important challenge 

in the field of biomedical engineering where the task to 

correctly classify the iris type has not yet been resolved fully. 

Therefore, to validate the performance of the system Iris 

classification problem is used. Four features of IRIS namely 

petal length, sepal length, petal width, sepal length, and sepal 

width are used.  

II. ADVANCED PARTICLE SWARM OPTIMIZATION 

PSO is a simple concept taken from nature such as a 
problem-solving capability of social animals like a swarm of 
fish or a flock of birds finding for food. This concept was first 
proposed by Jing Wang and Professor Gerardo Beni in 1989. 
This idea was further developed by Dr. Eberhart and Dr. 
Kennedy in 1995. This falls under the domain of swarm 
intelligence where the group of ants in the ant colony trying to 
find the smallest pathway between their habitat and their food. 
One point of emphasis here is that they all find the optimum 
point which is their food [8]. In this paper, the initialization 
method for APSO is similar to the standard PSO using the 
same parameters. The main modification is in the velocity 
equation, which is also the significant measure of the PSO 
algorithm. The last term that is additional in the velocity 
equation of the PSO is used to reduce the positions of the 
particles through the iterations so the velocity will be improved 
and the algorithm will be reached to the optimal solution more 
rapidly [9]. In addition, the inertia weight is also used as a 
factor to the particle location.  The velocity and position 
equations will be 

𝑣𝑖𝑑 = 𝑤𝑣𝑖𝑑 + 𝑐1𝑅1(𝑝𝑖𝑑 − 𝑥𝑖𝑑) +  𝑐2𝑅2(𝑝𝑔𝑑 − 𝑥𝑖𝑑)  +

 𝑤 (
𝑐1

𝑐2
) (𝑝𝑖𝑑 − 𝑝𝑔𝑑)                                                                               (1) 

where R1, R2 are two random numbers with uniform 
distribution in the range of [0-1], xid is the current position of 
the particle, vid is the velocity of the particle, pid  is the local 
position of the particle, pgd is the global best position of the 
particle, k is the iteration number, w is inertial weight and c1, 
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c2 are two positive acceleration constants numbers. The 
generation of random numbers makes sure that if the set of 
particles are stuck in between the local minima, these can push 
the particles out of that to a better optimum point. The new 
position of the particle can be updated using the position 
update equation    

𝑥𝑖𝑑(𝑘 + 1) =  𝑤𝑥𝑖𝑑(𝑘) + 𝑣𝑖𝑑                                                 (2) 

(2) Illustrates the position of the particle d in the ith iteration.  

The following relation is being used for inertial weight control: 

𝑤 = 𝑤𝑚𝑎𝑥 − (
𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛

𝐹𝐸
) ∗ 𝑖                                         (3) 

 In Eq (3) [10], , FE is the Function Evaluation and i is the 
current function evaluation. The value of wmax and wmin has 
been optimized to achieve the best results. Constriction factor 
has also been introduced in this paper as a modification made 
by [11]. The constriction factor is calculated as follows when 
𝜱 is set at 4.1; 

𝑐ℎ𝑖 =
2

𝛷−2+√𝛷2−4∗𝛷 
                                                          (4) 

 This constriction factor is used to modify inertial weight. 

The following control is incorporated in the inertial weight.  

𝑤 = 𝑐ℎ𝑖 ∗ (0.0005 + 𝑤 ∗ (
𝐹𝐸−(𝑖−30)

𝐹𝐸
))                                (5) 

A maximum number of function evaluation is used as the 
stopping criteria. In this paper, the value of 𝜱 is set at 4.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 1. Shows the flowchart of APSO 

III. HYBRID APSO-NEURAL NETWORK SYSTEM 

APSO is used to train the neural network and each particle’s 

position in a swarm is encoded into weights and biases for the 

current loop. The dimensions of each particle are the weights 

of the neural network. The particle moves within the D-

dimensional space searching for the global optimum. In each 

epoch, the particle searches for the global optimum reducing 

the mean square error. Each epoch updates the position and 

velocity of the particle. New particle position represents the 

new sets of weights and biases. This loop is iterative unless 

the particle with the lowest mean square error is achieved. 

This training continues unless the termination criteria for the 

lowest mean square error is reached. The same sets of weights 

and biases are then used to test the network with the test 

patterns. Figure 2 shows a feedforward neural network that 

uses PSO algorithm. 

Fig 2. PSO-FFNN learning process 

In fig.2 there is no back propagation of the error from the 

neural network. New Pbest and Gbest are set by the learning 

error produced by the feed-forward neural network. The new 

velocity is obtained by applying Pbest and Gbest to equation (1). 

The new D-dimensional velocity vector is added to the 

position of the previous iteration using equation (2) to 

produce a new particle position.  

The new particle position is used to set the new weights and 

biases for the feedforward neural network. Fig.3 shows the 

complete algorithm implementation 

 
Fig 3. Flow chart for PSO-Feed forward neural network 

 



  

The steps explain how the PSO-feedforward neural network 

system works 

1st Step. Determine the number of inputs, hidden and output 

layers of the neural network 

2nd Step. Randomly generate the particles within the D-

dimensional search space 

3rd Step. Encode the D-dimensional initial position of the 

particle into the weights and biases of neural networks  

4th Step. Initialize the parameters of PSO 

5th Step. Input the training data 

6th Step. Calculate the output of the neural network, compare 

it with the desired output and find the fitness value  

7th Step. Use the output from the fitness function to get local 

best and the global best position 

8th Step. Update the particle’s velocity and position vector 

9th Step. Check for the maximum number of iterations and 

termination criteria. If reached, go to next step else go back to 

step no 6 

10th Step. The termination criteria give the optimal weights 

and biases of the neural network.  
11th Step. Input the test data to obtain the classification 
accuracy of the hybrid PSO-Feed forward neural network.  

IV.  IRIS CLASSIFICATION 

This training data is used in the algorithm to obtain the 

optimum sets of weights and biases. This trained neural 

network with optimum weights and biases is used on the test 

data and the classification accuracy is obtained. The IRIS 

classification problem has been widely used in the field of 

biomedical engineering. The problem is to distinguish 

between the three classes of iris namely Versicolor, Setosa 

and Virginia. This classification has to be done using the four 

features of the IRIS namely petal length, sepal length, petal 

width, and sepal width. 

 

Fig 4. (A) 
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As a result, the neural network will have the structure with 4 

input neurons, 3 output neurons and the number of hidden 

neurons will be determined by the hit and trial method. This 

neural network structure can be represented as 4-S-3 where S 

represents the number of neurons in the hidden layer. This 

number of hidden layers (S) varies from 7 to 15 in this task to 

look at which number gets the highest classification accuracy. 

The graphs below represent the highest outputs achieved by 

varying the hidden number of neurons 

Fig 4 shows the convergence curves of PSO-Feed forward 

neural network based on MSE for all training samples for iris 

classification problem. (A), (B), (C), (D), (E) are convergence 

curves for S= 7, 9, 11, 13, and 15, respectively. Fig 5.  shows 

how the values of classification vary with the number of 

hidden layers of the feed-forward neural network. It shows the 

variation of the classification accuracy against the number of 

neurons in the hidden layer. The highest accuracy is achieved 

for 11 neurons. 

 

 

 
Fig 5: Hidden layer neurons vs classification rate 

 

 

Table 1 shows the values of the classification shown above by 

the individual graphs of the Feedforward neural network.  

 
TABLE 1. Classification accuracy against the number of neurons 

 

Number of neurons Classification 

accuracy (%) 

7 96.0 

9 96.67 

11 97.33 

13 95.33 

15 94.0 

V. PSO-FEEDFORWARD NEURAL NETWORK VS NEURAL 

NETWORK 

To elaborate on the performance of the hybrid APSO-

feedforward neural network comparison is made against the 

Backpropagation. The hybrid algorithm’s performance is 

better than the performance of the back propagation neural 

network. The neural network has a fixed classification 

accuracy whereas the classification accuracy of the hybrid 

algorithm varies between certain percentages. This variation 

is because the initial generation of particles affects the overall 

accuracy. Figure 6 shows the comparison of the classification 

accuracy of the back propagation neural network and the 

classification accuracy of the hybrid PSO-Feed forward 

neural network.  

Fig 6 (A) 
 

 (B) 
 

Fig 6(A) and 6(B) show that the overall classification of the 

PSO-Feedforward neural network is better than the 



  

classification accuracy of the back propagation neural 

network. The convergence of the hybrid network is also faster 

in around 25 iterations around the global optimum compared 

to the back propagation neural network where it takes around 

60 iterations to converge around the global optimum. The 

algorithm has been run for 500 iterations. 

VI. CONCLUSION 

APSO is used in training the neural network. The back-

propagation neural network that is commonly used, in this 

paper a novel approach of feeding the position of the particle 

to the feed-forward neural network is presented. The output 

of the neural network is fed to the fitness function and fitness 

values are used to update the particle’s local best and the 

global best position. This algorithm achieves the potential to 

achieve better results than the simple neural network as 

demonstrated by the classification accuracy of the neural 

network and the hybrid algorithm. It can also be seen that the 

convergence of the hybrid algorithm is faster than the back 

propagation neural network where it takes around 25 

iterations in the hybrid algorithm whereas it takes around 60 

iterations in the back propagation neural network to converge 

to the optimum point. 
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