
 

Abstract— Accurate power system state estimation is essen-

tial for power system control, optimization, and security analy-

sis. In this work, a model-free approach was proposed for power 

system static state estimation based on conditional Generative 

Adversarial Networks (GANs). Comparing with conventional 

state estimation approach, i.e., Weighted Least Square (WLS), 

any appropriate knowledge of system model is not required in 

the proposed method. Without knowing the specific model, the 

GANs can learn the inherent physics of underlying state varia-

bles purely relying on historic samples. Once the model has been 

well trained, it can generate the corresponding estimated system 

state given the system raw measurements. Particularly, the raw 

measurements are sometimes characterized by incompletion 

and corruption, which gives rise to significant challenges for 

conventional analytic methods. .The case study on IEEE 9-bus 

system validates the effectiveness of the proposed approach. 

Keywords— State estimation, generative adversarial network, 

deep learning, conditional GAN 

I. INTRODUCTION

In power systems, all the quantities (current, voltages, etc.) 
can be figured out from the minimum set of independent var-
iables that are called power system state [1]. These states 
determine the power system operating conditions. Before the 
1970s, the power system states used to be figured out by the 
load-flow calculation by using the current and voltages raw 
measurements [2]. However, there are some drawbacks in-
volved in such load-flow calculation based on state estimation 
(SE). It is unlikely to collect the measurements without 
missing and contaminating in practice, as a consequence, the 
solution of load-flow could change completely due to incor-
rect measurements. In order to solve this issue, power system 
SE was introduced by Schweppe by integrating statistical 
estimation theory and load-flow [3-5]. The estimated state is 
the most likely estimate about the power system state gener-
ated via SE [6-7]. Since the estimated state can abide meas-
urement losses, filter the measurement noise, detect bad 
measurement data [8-10] and determine the errors in net-
work-model [11-13], the estimated state is more robust and 
reliable than the raw measurements. 

SE plays an important role in modern energy management 
system, and the accurate SE is essential for power system 
control, optimization, and security analysis. Most of the ex-
isting SE approaches are based on Weighted Least Squares 
(WLS) due to its simplicity in fundamental and effectiveness 
in supervisory control and data acquisition (SCADA) system. 
In the early years, SE is performed widely based on SCADA 
measurements [14], [15], but recently, with increasing pene-
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tration of phasor measurement units (PMU) in power system,  
it allows to directly measure voltage phasor relying on its 
synchronization provided by the global positioning satellite 
(GPS) system. The sampling rate of PMU can be up to 60 
samples per second, which brings about huger amount of data 
as compared with SCADA system (5 samples/sec). As a result, 
the conventional SE methods are difficult to implement in real 
time due to the heavy computational burden. In addition, as 
the conventional methods require that the system is fully ob-
servable, they would be inapplicable in the situation of in-
complete data or unobservable buses.  

To overcome these issues, in this paper, a novel SE ap-
proach using conditional generative adversarial network 
(GAN) is proposed. GAN is the most promising framework in 
deep learning and have become a research front in the area of 
machine learning especially in computer vision because of its 
excellent performance in generating realistic images [16]. This 
inspires us to apply GAN in SE problem. The intuition of this 
process illustrating with images is that indistinct or incomplete 
images called “fake” images are given as input and then GANs 
can generate distinct and complete images called “real” im-
ages. In parallel, by feeding the raw system measurements into 
GAN, the estimated states can be directly generated. Through 
validating on IEEE 9-bus system, the proposed model proves 
to be effective in generating system states that are close to the 
true system states from the statistical perspectives.  

By comparing with conventional approaches, it has three 
main advantages applied in SE: 1) data-driven and model-free. 
Proposed method does not need any knowledge of the system 
model; 2) high speed of processing. After learning with 
training data, the proposed method can quickly generate the 
output for a given input. 3) fault tolerant. Even with missing 
and contaminated data on bus measurements, the proposed 
method can be also skillful in estimating the states. On the 
worst case that part of measurement is missing and the system 
is unobservable, proposed method can also generate the true 
system states.  To the best of our knowledge, this is the first 
work using deep learning models to power system SE pro-
cesses. 

The remainder of this paper is organized as follows: Sec-
tion II presents the problem formulation. The proposed 
method in SE using GANs model is elaborated in Section III. 
Several tests are conducted, and their results are analyzed in 
Section IV. Finally, Section V concludes the paper.  

II. PROBLEM FORMULATION

A. Conventional Power System State Estimation

Conventionally, in the SCADA system, the state variables
are the magnitude and phase of bus voltage, and the meas-
urements are real and reactive power. Thus, the measurement 
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function between the measurement and the state variables is 
nonlinear [7]. However, the measured quantities of PMU are 
voltage or current phasors, and the measurement function 
between the measurement and the state variables is linear. In 
this paper, we use only PMU measurements in our network; 
accordingly, the measurement model is linear comparing with 
nonlinear model in conventional measurements. Also, in both 
measurements and state variables, the phasors are in rectan-
gular forms. In this paper, the state variables are the phasors of 
bus voltage in the system. In SE, the general measurement 
model can be expressed as: 

y = h(x) +e                                      (1) 

where x is the vector of state variables that is bus voltage 
phasors; y is the vector of measurement obtained by PMU; h (·) 
is the vector-valued measurement function, which is linear to 
the bus voltage phasors measurement; e is measurement error 
vector that is assumed to white noise composed by zero mean 
with a covariance matrix R, which is made up of the inverse of 
the measurement error variances. 

B. State Estimation with Raw Measurement 

In a system network, there are N buses at this system and 

vector of state variables x is 1 1[ , ]T

N NV V   . For bus j, 

1, ,j N= , jV  and j  are the voltage magnitude and phase 

angel of buses respectively. The number of PMU is M and 
PMUs are deployed in the different buses to make the system 
is observable, which means that all the system buses voltage 
phasors can be measured. The buses which are installed PMUs 
can be measured directly via voltage phasors; the buses adja-
cent to PMU buses can be measured via current phasors; other 
buses can be measurement by injection measurement [17]. We 
assume one PMU is deployed at each bus, and the vector of 

raw measurement y is 1[ ]T

Ny y . Each element of y is 

, 1, ,j j jy V j N=  =  which denotes voltage phasor at bus 

that is installed PMU. 

We use raw measurement and true system state pair (y,x)  

as training example. In this model, the input is raw measure-
ment y, and the output is the true system state x . After col-

lecting a large number of  (y,x)  pairs as the training set, the 

objective is to train a generative model based on GANs by 
using this training set. When the model is well trained, the 
generated system states x̂  is our estimated system state, 
which should have the capability to describe the same power 
system operating condition as the true system state x . 

C. State Estimation with Corrupt Raw Measurement 

In power system, large errors can corrupt the PMU meas-
urements and result in corrupt raw measurements. The cause 
of these large errors can be impulsive communication noise, 
the failures of instrument, cyber-attacks, etc. In SE, it is nec-
essary to have the capability to handle this corrupt raw meas-
urement. The set of corrupt raw measurement is C, and the 
number of corrupt raw measurement is nC. The vector of 

corrupt raw measurement yC is 1[ ]
C

T

n Ny y y . The model 

should detect the corrupt raw measurement, and generated 
system state should describe the real power system operating 
condition. By training with the training set which includes 

plenty of C
(y ,x)  pairs, the SE with corrupt raw measurement 

can be applied easily. Our proposed method can generate 
estimated system state x̂  with corrupt raw measurement 
whatever the reason causes or however corrupt they are. 

D. State Estimation with Incomplete Raw Measurement 

Potential transformers (PTs) and current transformers 
(CTs) are the primary measurement equipment in substations 
that provide PMUs with the input signals and measure voltage 
and current phase values, respectively. And then, the Phasor 
Data Concentrator (PDC) gather the raw measurement data 
from PMUs by means of communication links and finally 
send them to the Control Center (CC). Thus, the situations that 
can cause losing PMU raw measurement are: impossibility of 
getting voltage or current measurements from PTs or CTs 
respectively, failure of the PDC, or failure of the local com-
munication system.  

There are two kind situations of incomplete raw meas-
urement. One of them is that the system is still observable with 
losing PMU measurement, and in this case, the conventional 
methods are able to be applied to estimate system state while 
the other is that losing too many PMU measurement causes the 
system unobservable, and conventional methods are not ap-
plicable in this situation. nL is the number of losing PMU 
measurement and yL is the vector of incomplete raw meas-

urement, expressed as 1[ ]
L

T

N ny y − . To estimate system state, 

a large number of historical L(y ,x)  pairs are added into the 

training set. The objective in SE with incomplete raw meas-
urement is to train a generative model based on GANs by 
using this training set. The generated system state x̂  should 
be close to the true system state x  in both situation of in-
complete raw measurement that the system is observable or 
not. 

III. PROPOSED METHOD 

This section introduces the theory of GANs [18], how they 
are adapted to our problem in SE and the novel framework for 
SE. First, the method of GANs is reviewed and then the ob-
jectives and also the loss functions are formulated. Then, it 
introduces how to incorporate raw PMU measurement into the 
GANs model training procedure. 

A.  Wasserstein GANs 

In this part, we focus on using GANs model to generate a 
system state regardless of raw PMU measurement which will 
be considered later in next part.  

As defined before, 1[ ]T

Nx x=x  is the true system state. 

Let the true system state examples denote as 
( )

1{ }i m

j ix = , 

1, ,j N= and the distribution of true system state is denoted 

by ( )datap x . Suppose a group of noise vector input z  with a 

known distribution ~ ( )zz p z which is sampled from (e.g., 

uniform distribution or jointly Gaussian). GANs consist of 
two deep neural networks, called the generator and the dis-

criminator. Let G express the generator written as 
( )( ; )GG z  , 

and its function is parametrized by ( )G ; Let D express the 

discriminator written as 
( )( ; )DD x  , and its function is para-



  

metrized by ( )D . In two neural networks, the generator G and 

the discriminator D, ( )G  and ( )D  are their weights, respec-

tively. And then, by training G and D simultaneously, the 
target estimated system state x̂  can be transformed from a 

sample z which is from the noise distribution ( )zp z . 

Generator: When training the generator G, the inputs are 

from the noise distribution ( )zp z , undergoing a large number 

of up sampling operations, and the output is estimated system 
state. The training procedure can be expressed as a mapping: 

( )( ; ) : ( )G

GG z z p z →                       (1) 

where ( )Gp z  is the generated distribution which is the esti-

mated system state should be sampled from and also follows 

the true system state distribution ( )datap x . 

Discriminator: The discriminator D should be trained with 
the generator simultaneously. The input of discriminator is the 

samples from either the generated distribution ( )Gp z  or the 

true system state distribution ( )datap x . After plenty of down 

sampling operations, the output is a value realp which is con-

tinuous and reflect what extent they are similar between the 

input and the true system state distribution ( )datap x . The 

training procedure of discriminator can be expressed as a 
mapping: 

( )( ; ) :D

realD x x p →                       (2) 

where x is the input from either ( )Gp z  or ( )datap x . The aim 

of the discriminator is to try to distinguish between ( )Gp z  

and ( )datap x , and also to maximize the difference between 

these two distributions. 

After defining the objectives of generator and discrimi-
nator, next step is training procedure. we train D to maximize 
its capacity of discernment between true system state distri-
bution and generated distribution from G. We simultaneously 
train G to minimize the difference between these two distri-
butions. The loss function of generator G and discriminator D 

are 
GC and 

DC respectively. They are expressed as: 

~ ( )[log(1 ( ( )))]
zG z p zC D G z= −                                              

  
~ ( ) ~ ( )[log( ( )] [log(1 ( ( )))]

data zD z p x z p zC D x D G z= − − −   (3) 

Combining these two loss functions and formulate them as 

a two-player minimax game with value function ( , )V G D : 

~ ( ) ~ ( )min max ( , ) [log( ( ))] [log(1 ( ( )))]
data zx p x z p z

G D
V G D D x D G z= + −

(4) 

where ( , )V G D  is the negative of 
DC . 

According the Kantorovich-Rubinstein duality [19], The 
Wasserstein distance (Earth-Mover distance) is the dual of the 
minimax objective in (4). x  and y  are two random variables 

and ( , )r g  is the set of all joint distributions 

( , )x y whose marginals are 
r
 and g , respectively. Then 

the Wasserstein distance between x  and y  is expressed as: 

( , )~
( , )

( , ) inf [ ]
r g

r g x yW x y
 

= −                 (5) 

The Wasserstein distance can be viewed with the “cost” of the 

optimal plan that move all the “mass” ( , )r g  from loca-

tion x  to location y in order to transform the distribution 
r
 

into the distribution g . ( , )x y  can be described as the 

quantity of the moved “mass” at one time.  

In GANs, our objective is to try to make the generated 

distribution ( ( ( ))zp D G z  close to the real distribution 

( ( ))datap D x . Thus, the Wasserstein distance between them 

can be expressed as: 

~ ( ) ~ ( )( ( ), ( ( )) sup [ ( )] [ ( ( ))]
data zx p x z p z

D

W D x D G z D x D G z= −

(6) 

When the Wasserstein distance is coverage, the optimal 
plan of moving “mass” is found. Therefore, the optimal gen-

erator G
 is also found. According to the literature of GANs, 

the JS divergence applied in original GAN [19] cannot reflect 
what extent two distribution are close when they are very 
different from each other. Hence, this characteristic result in 
that GAN is sensitive to the parameters and it may always 
generate the single pattern of estimated system state whose the 
probability is highest regardless of what is the input. However, 
Wasserstein distance in [20] can overcome this drawback and 
it can give the accurate distance between two distribution 
timely during the training procedure. Therefore, the generator 
can generate the optimal system state rather than the same one 
though the raw measurement is different. 

B. Conditional GANs 

In a general GANs model, the input is the noise vector z  

sampled from ( )zp z  where is no extra limitation for the 

generated output. GANs can be extended to a conditional 
mode with both the generator and discriminator being condi-
tioned on some extra information y [20]. In condition GANs, 

the generator output should satisfy with this condition y .  

Applying the conditional GANs in state estimation, the 
raw measurement is condition y  in this model. The gener-

ated system state not only should close to true sample of 
system state in training set, but also should close to this raw 
measurement. The conditioning procedure can be performed 
by feeding y  into both the generator and discriminator as 

additional input layer. Then the objective function of  the 
two-player minimax game with Wasserstein distance would 
be: 

~ ( ) ~ ( )min max ( , ) [ ( )] [ ( ( )]
data zx p x z p z

G D
V G D D x y D G z y= −  

(7) 

In Fig. 1, it shows the architecture of GANs that we use. 
The algorithm used in our proposed method is described in 
Algorithm 1. 

 



  

 

 

Fig. 1. The architecture of GANs that we use, including the input and output 
of the generator and discriminator, respectively. 

 

Algorithm 1 Conditional GANs with Wasserstein Distance 

for State Estimation 

Require: :  , the learning rate; c , the clipping parameter; 

m , the batch size; 
disk , the number of iterations of the 

discriminator per generator iteration. 

Require:: ( )

0

D , initial discriminator’s parameters; ( )

0

G , 

initial generator’s parameters. 

while ( )

0

G  has not converged do 

for 0, , dist k=  do 

• Sample batch of m  noise samples ( ) ( )

1{( , )}i i m

iz y =   

from noise prior distribution ( )zp z . 

• Sample batch of m  examples ( ) ( )

1{( , )}i i m

ix y =  from  

the true system state data ( )datap x  

• Update the discriminator by ascending its gradient: 

( ) ( )

( ) ( ) ( ) ( )

1

( ) ( ( )
1

[ ]D D

m
i i i i

i

Dg x y z y
m

D G
 

=

−    

( )

( ) ( ) ( )Pr ( , )D

D D DRMS op g


    +   

( ) ( )( , , )D Dclip c c  −  

end for  

• Sample batch of m  noise samples ( ) ( )

1{( , )}i i m

iz y =  

from noise prior distribution ( )zp z . 

• Update the generator by descending its gradient: 

( ) ( )

( ) ( )

1

( ( ))
1

G G

m
i i

i

D Gg z y
m 

=

 −   

( )

( ) ( ) ( )Pr ( , )G

G G GRMS op g


    −   

end while 

 

In our GANs model, generator and discriminator are both 
differentiable functions whose neural network layers consist 
of multilayer perceptron (MLP), convolution, normalization, 
mx-pooling and Rectified Linear Units (ReLU). During 
training iterations, we train them in a batch and use gradient 
ascend algorithm in discriminator’s training and gradient 
descend in generator’s training. Besides, RMSProp algorithm 
is applied in both generator and discriminator to allow the 
learning rate to be self-adjustable. In the discriminator training, 
clipping is applied to meet specific conditions and avoid gra-

dient explosion. In section IV, there are detailed GANs model 
structure and the process of training. 

IV. NUMERICAL RESULTS 

A. Data Description 

In this paper, we collect the true system state data by im-
plementing the Monte Carlo power flow calculations on IEEE 
9-bus system. To achieve distinct system states, we assume the 
load satisfies the Gaussian distribution with zero mean and 
standard deviation of 0.1. Load samples are then draw and fed 
into power flow computations to derive true system states. Fig. 
2. shows IEEE 9-bus test system topology graph. Since in this 
system, Bus 1 is slack bus and Bus 2, Bus 3 are PV bus. These 
three buses’ voltage magnitude are constant. Therefore, in our 
case study, we only implement experiment on PQ Bus 4 – 9. 

 

 

 

Fig. 2. IEEE 9-bus test system topology graph. 

 

Then, the system raw measurements are created based on 
the true system states samples. Here, we consider three situa-
tions 1) measurements are contaminated with false data;  2) 
measurements are missing at several buses; 3) measurements 
are contaminated and missing. For the first situation, the raw 
measurements are contaminated with 70% errors on a ran-
domly selected bus. Missing data examples are obtained by 
that randomly choose 3 buses from 6 PQ buses and set their 
voltage magnitude as 0 representing missing measurement.  

B. State Estimation with GANs 

Firstly, we test the model on the context of  corrupt 
measurements. The proposed model is trained by the corrupt 
raw measurement and true system state pairs. 10, 000 example 
pairs are used and 7, 000 pairs are used in the training phase 
and the remaining are used for the testing. The noise samples 
sampled from Gaussian distribution is a 100-dimentional 
vector, the batch size is 32. Then the generator input is the 
noise vector z  with the raw measurement as the condition y . 

For one batch, the shape of input is (32, 100+6), through two 
MLP layers and two de-convolutional layers and finally the 
output should be the system state and the shape is (32, 6). Our 

discriminator’s input is generated system state x̂  or true sys-

tem state x  with condition y . The structure of discriminator 

consists of two MLP layers and two convolutional layers in 
sequence. The output of discriminator is the discriminator loss 



  

(Wasserstein distance). Our program for proposed method is 
completed by Python on PyCharm IDE with NVIDIA Quadro 
P2000 GPU.  

The discriminator loss and Mean Absolute Percentage 
Error (MAPE) between generated system states and true sys-
tem states in the training process are depicted in Fig. 3 and Fig. 
4, respectively. As can be noted in Fig. 3, the Wasserstein 
distance converges fast, indicating that the distance between 

the generated distribution ( )zp z  and the true system state 

distribution ( )datap x  quickly reaches its minimal value. It can 

be also seen from the Fig. 4 that the MAPE drop quickly with 
the decrease of Wasserstein distance, meaning that the gener-
ated system states are closer to the true system states.  

 

 

Fig. 3. Discriminator loss with iterations. 

 

 

Fig. 4. MAPE with iterations. 

 

Fig. 5. shows the comparison between two probabilistic 
density function (PDF) profiles fitted by true system states 
(black solid lines) and generated system states (red dashed 
lines) via GANs on all considered buses.  As can be clearly 
seen from all buses, the generated states basically follow the 
distribution of true states, which means the proposed GAN 
model can well handle with the corrupt raw measurements in 
SE. 

 

 

Fig. 5. PDF profiles with corrupt raw measurement input. 

 

 

Fig. 6. PDF profiles with incomplete raw measurement input. 

 

 

Fig. 7. PDF profiles with both corrupt and incomplete raw measurement 
input. 

 

 



  

 

 

Fig. 8. MAPE on each bus and whole system in three situations. 

 

Followed by the same model setting and steps in the case 
of corrupt data, we perform the experiments on the remaining 
two scenarios. The obtained PDF profiles for the incomplete 
raw measurement against that of system true state is depicted 
in Fig. 6. Comparing with the result of corrupt raw measure-
ment, the distribution deviations between the generated sys-
tem state and the true system state are larger, especially at Bus 
5, Bus 7 and Bus 9. However, in this test, it is assumed that 
three measurements are randomly missing at 6 buses, resulting 
in 20 combinations in total. Except two combinations ( miss-
ing measurements occur at Bus 4, 6, 8 and Bus 5, 7, 9), the rest 
18 combinations represent the unobservable situations.  Nev-
ertheless, the proposed GAN-based model can still give the 
most likely state distribution in these unobservable situations, 
even though with deviations in certain buses, while the con-
ventional methods fail to be applied to this case at all. 

By considering corrupted and incomplete raw measure-
ment simultaneously (one measurement is missing and one 
measurement is corrupted), the derived PDF profiles against 
that of true states are given in Fig. 7. In this case, as the un-
observable bus number is curtailed, the results are slightly 
better than that of situation 2.   

Fig. 8. shows the MAPE at each bus in three situations. 
The result is consistent with the previous comparative results 
of statistical distribution in Fig. 5-7. Largest MAPE occurs in 
situation 2, where bus 5 and 7 give the worst MAPE among all 
buses, which confirms the observations in Fig. 6.  

V. CONCLUSION 

In this paper, a model-free SE framework is proposed by 
considering the raw system measurements are contaminated 
with false data and deficiency. The model is based on condi-
tional GAN, where Wasserstein distance is applied to improve 
its performance. Through testing on IEEE 9-bus system,  the 
proposed GAN model is demonstrated to well mimic the sta-
tistical properties of true system states. The experiments on 
larger system and real system operation data will be conducted 
in future work. 
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