
Show Why the Answer is Correct! Towards Explainable AI
using Compositional Temporal Attention

Nihar Bendre, Kevin Desai and Peyman Najafirad

Abstract— Visual Question Answering (VQA) models have
achieved significant success in recent times. Despite the success
of VQA models, they are mostly black-box models providing
no reasoning about the predicted answer, thus raising questions
for their applicability in safety-critical such as autonomous
systems and cyber-security. Current state of the art fail to
better complex questions and thus are unable to exploit com-
positionality. To minimize the black-box effect of these models
and also to make them better exploit compositionality, we
propose a Dynamic Neural Network (DMN), which can un-
derstand a particular question and then dynamically assemble
various relatively shallow deep learning modules from a pool
of modules to form a network. We incorporate compositional
temporal attention to these deep learning based modules to
increase compositionality exploitation. This results in achieving
better understanding of complex questions and also provides
reasoning as to why the module predicts a particular answer.
Experimental analysis on the two benchmark datasets, VQA2.0
and CLEVR, depicts that our model outperforms the previous
approaches for Visual Question Answering task as well as
provides better reasoning, thus making it reliable for mission
critical applications like safety and security.

I. INTRODUCTION

Visual Question Answering (VQA) [1], [2] is a domain un-
der the Computer Vision-Artificial Intelligence (AI) domain
which is gathering a lot of attention from the research com-
munity. The end-goal is to make more human-like systems
that can conduct conversations and can hold knowledge of
previously asked questions and their respective answers [3],
[4]. VQA combines image-text analysis techniques where
the model is tasked with predicting an answer to a textual
question based on a particular image [5], [6].

Even though deep learning based VQA models have made
impressive progress towards solving the VQA challenge, they
are still notorious in being a black-box system where they
provide no reasoning behind the prediction [7], [8]. This
black-box approach raises the issue of trust and dependency
which makes it not suitable for mission critical applications
such as security, surveillance, and self-driving cars [9], [10].
Traditional VQA models also fail to exploit the composition-
ality in an image which can help answer complex questions,
e.g., ”There is a person to the right of a person wearing
white jacket, is he doing the same activity as of the rest of
the group?” (as shown in Figure 1) [11]. For a VQA system
to thrive, it needs the ability to exploit the compositionality
to its maximum. Recent state-of-the-art VQA models have
shown their ability to exploit compositionality and also their
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Fig. 1: Inference example of our proposed model, Dynamic Modu-
lar Network (DMN). Our model is able to use compositional tempo-
ral attention on the question and generate a policy implementation
to optimally and dynamically assemble modules to correctly predict
the answer for the asked question. The highlights in the question
indicate the compositional attention for policy implementation to
dynamically assemble the modular network which consists of find,
locate, compare modules

ability to provide reasoning behind their predictions [12]–
[14]. This ability makes the model answer questions with
some level of abstraction or questions which are not straight
forward. Still, the compositionality exploitation is not to
its maximum capacity due to the rigid structure of VQA
networks.

To some extent, this rigidity is addressed by the use of
modular architecture proposed as Neural Module Network
(NMN) [7], [12]. NMN’s approach is based on using dif-
ferent modules dedicated for various sub-tasks and then
combining them towards solving the textual question, where
they use a Reinforcement Learning (RL) based policy-
gradient approach to determine the layout of the modular
network. NMNs also use an external traditional linguistic
parser to process the input question which it has its own
limitations, e.g., their performance drops when working on
vision-text tasks like VQA [15]–[17]. At the same time, the
existing modular approach is limited to a fixed subject-object
relationship in images for which they do not need a parser.
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To further reduce the NMNs rigidity and also to better un-
derstand the image-text relationship, we propose a Dynamic
Modular Network (DMN) which is capable of dynamically
assembling modules based on the natural language based
textual input question. The key difference between the NMN
approach and ours is the designing of the policy implemen-
tation module. Our approach includes a Recurrent Neural
Network (RNN) based Long-Short Term Memory (LSTM)
coupled with attention mechanism to parse the question to
determine the modular network layout. Also, instead of using
a traditional linguistic parser to process the input question,
where we have a LSTM network to determine the optimal
policy for assembling the modules. These assembled modules
are then applied to the input images in order to predict the
answer to the particular question asked. Our model is able
to successfully understand the textual question into various
linguistic sub-structures. Based on these sub-structures, our
approach is able to dynamically compose a modular network
from a pool of different compact modules dedicated for a
specific task. The different types of modules we use are:
compare, find, less than/greater than, relocate, describe, and,
or, count, filter.

Figure 1 illustrates an example of an image and the
corresponding question to which our model is able to reason
and correctly predict the answer. The attention mechanism
coupled with the different task dependent modules is able
to provide adequate reasoning towards the prediction of the
answer. This overcomes the issue of trust and dependency
in different applications. Also, the prediction accuracy is not
affected by the complexity of the question. Our proposed
model is able to overcome these shortcomings and exper-
imental analysis on two benchmark datasets (CLEVR and
VQA2.0) shows that our model outperforms all the existing
techniques in the safety and security domain.

Our Contributions to this paper are as follows:
• We propose a modular VQA which can answer ques-

tions related to security and safety applications.
• Our proposed model is able to better exploit the com-

positionality in images resulting in better prediction of
answers for the asked questions.

II. RELATED WORK

In the related work section, we focus on two aspects:
visual question answering and; modular networks.

A. Visual Question Answering

The end result of VQA [18], [19] is to predict answers to
an natural language based textual input question taking into
consideration the compositionality in the joint image-text
relationship. The performance of these models is measured
against the capacity of these networks to correctly predict
the answer with proper reasoning thus eliminating the tradi-
tional black-box approach. In recent times, there has been a
considerable increase in the number of datasets available to
train models for VQA [3] like the DAQUAR dataset [18],
COCOQA dataset [20], [21], CLEVR dataset [15], VQA
and VQA2.0 datasets [22], [23], etc. The DAQUAR dataset

has relatively few samples of indoor scenes thus restricting
its usage towards a generic VQA model. The COCOQA
dataset contains automatically generated question-answer
pairs from images along their respective descriptions from
the MSCOCO dataset. The CLEVR dataset contains images
of objects of different shape, size, color and occlusion. Com-
pared to other datasets CLEVR dataset focuses on questions
which tend exploit the compositionality in images and also
the reasoning ability. The VQA and VQA2.0 datasets contain
a relatively large number image-question pairs which are
crowd sourced and have a larger distribution when it comes
to variety in images. CLEVR, VQA and VQA2.0 datasets
present the greatest challenges and reasoning ability for the
standard VQA approaches. A recent work by Goyal et.
al [23] shows that there is a performance improvement in
VQA just by memorizing the statistics related to question-
answer pairs, but the downside to this approach is the limited
reasoning ability due to the memorization. Jabri et. al [24]
proposed a bag-of-words approach towards textual represen-
tations, however their approach yielded comparatively poor
results for more sophisticated questions due to the fact that
their approach had a limited exploitation of compositionality.

B. Modular Network

Neural Modular Networks (NMNs) [25] architecture is the
inspiration behind our approach, which consists of shallow
task-specific recursive neural networks modules which can be
assembled together dynamically. In a generic NMN model,
the model is connected with a layout policy which provides
an architectural template for dynamically structuring the
modules together for computation. The training for these
modules can be performed jointly for various scenarios to
exploit the compositionality. Current work on NMNs revolve
around the processing of the textual data by performing
linguistic analysis to generate the layout policy [7]. Primitive
work in NMNs was based on a fixed rule-based approach for
linguistic analysis to generate the layout policy. Advance-
ments to these works involved the use of ‘Dynamic Neural
Module Networks’ (D-NMNs) where the layout policy was
generated by learning to re-rank and rearrange the neural
modules based on their priority. The work done by Hu et. al
in [12] builds on top of the D-NMNs where their approach
learns to optimize the stack of neural modules instead of
just re-arranging, thus eliminating the need of an external
parser during testing. Hu et.al in [26] propose the use of
‘compositional modular network’ architecture where they use
a parameterized resemble approach, but the scope of their
approach is limited due to the fixed generation of layout
policies.

Our work is built on top of the work done by [12],
where we use soft attention mechanism and self-attention
mechanism along with a LSTM network to determine the
layout policy to design the structure of the modular network
which is fine-tuned towards the application of security and
safety.



Fig. 2: High-level illustration of the proposed modular network. In our approach, we use soft attention mechanism and self-attention
mechanism along with the layout policy to dynamically assemble the structure of the modular network which can better exploit
compositionality and also provide reasoning behind the predicted answer.

III. METHODOLOGY

Figure 2 illustrates the high-level architecture of the pro-
posed modular network which is capable of dynamically
assembling various shallow deep learning based modules
based on the layout policy. The layout policy is not dependent
on a traditional language parser. Instead, it is based on
a model which can predict the distribution over a much
larger layout space for all possible layout options. The
input question is encoded to its deep representation using
a language encoder, which is a LSTM model. The attention
mechanism extracts a series of attentive actions from the
representation, which along with the policy implementation
output is passed on to the network builder block. The policy
implementation block uses this deep representation to predict
the structure of the modules. Based on these two inputs,
the network builder block dynamically assembles the fitting
structure of the modules to form a neural network. The input
image is forward-passed through this dynamically assembled
network to correctly predict the answer for the asked textual
question.

A. Attention Mechanism

Our proposed model consists of small individual deep
learning modules which are dynamically assembled using the
policy implementation based on the input question asked.
To help better exploit the compositionality, we propose to
use attention mechanism over the input question. Attention
mechanism, like the name suggests, is used to highlight

important words in the question. For example, in refer-
ence to the question asked in Figure 2, it would be an
advantage if attention is brought to words such as umbrella
and people. Attention mechanism takes zero or more inputs
(x0, x1, x2, ...xn) in the form of tensors (t1, t2, t3, ...tm) to
perform a distinct computation to output a resultant tensor
(y). The overall functioning of attention mechanism can be
given by:

y = f(t1, t2, t3, ..., tn|ximg, vtxt, θ) (1)

where, ximgis the image feature vector, vtxt is the variable
length vector vector of the input question, and θ is parameters
of the model.

In our approach, the tensors (t1, t2, t3, ...tm) are the atten-
tion maps obtained over the image features generated from
the convolution operation. The resultant tensor (y) is either
an attention map or the predicted answer, depending on the
type of deep learning module used for a particular task.

Table I indicates the different types of modules used, the
attention inputs to them, their output (attention map or pre-
dicted answer), and the features against which the attention
mechanism is applied on. The find is applicable in scenarios
where the need is to find/localize any object or human.
The compare, greater than, less than, equal to modules
are applicable in scenarios where the need is to perform a
comparison between two entities. The describe module is
used in scenarios where the need is to extract additional
complex details. The modules count and exists are used when



Module Attention Output Extracted Features
find - Attention ximg , vtxt
compare t1, t2 Prediction ximg , vtxt
describe t Prediction ximg , vtxt
exist t Prediction -
equal to t Prediction -
and t1, t2 Attention -
filter t Attention ximg , vtxt
relocate t Attention ximg , vtxt
or t1, t2 Attention -
greater than t1, t2 Prediction -
less than t1, t2 Prediction -
is present t Prediction -
count t Prediction -

TABLE I: Tables illustrating the different modules that are avail-
able for dynamically assembling to predict the answer for the
particular question asked.

we need to determine if a particular entity exists and if yes,
then the count module performs a quantitative analysis. The
relocate module is used to exploit the compositionality by
transforming the input attention feature maps into a modified
feature map. The filter, or, and modules are helpful to clarify
the policy implementation.

B. Policy Implementation

The overall objective of the policy implementation block is
to predict a custom fit structure of modules from the available
pool of modules for the question asked. For example, to a
question (q =) ‘What animal is the person playing with ?’,
the policy implementation block will output an probability
distribution P (pi|q) that can best answer the question. Here,
pi corresponds to the optimal policy implementation based
on which a neural network is dynamically assembled from
the pool of available modules. Previous approaches [7], [25]
use an external parser to determine the policy layout, thus
making it restricted to the scope of the parser. In comparison,
our approach can search over a broader policy distribution
(almost all possible policy implementation outcomes) to
come up with the most suitable policy (pi). Similar to the
work done in [12], we use Reverse Polish Notation [27] to
represent the policy sequence in a linear format by mapping
them to a syntax tree one at a time. The motivation behind
transforming the modules into a linear fashion is to look at
it as a sequence-to-sequence problem starting from the input
question (q) and down to the assembling of the modules.

Recurrent Neural Networks (RNN) have shown to achieve
state-of-the-art approach in solving sequence-to-sequence
problems [28]. Thus, we use a modified version of RNN
called Long-Short Term Memory (LSTM) towards the train-
ing of the policy implementation block. The language en-
coder block consists of a LSTM network which performs a
word-wise encoding of the input question to a variable-length
vector (v). The length of the vector is equal to the number
of words in the input question. This vector is then decoded
using a LSTM which is composed of similar structure as
that of the encoding LSTM, with the difference being in the
use of different parameters. While encoding, we a apply soft
attention mechanism (Section III-A) over the vector and the

input question and during the decoding process we use the
attention weights generated by the attention mechanism to
predict the structure of the optimal policy implementation.

C. Modular Network

The goal of the modular network block is to dynamically
assemble during training depending upon the input question
asked. This is achieved by optimizing the loss during the
policy implementation (Section III-B). The optimal policy for
assembling the modular network is determined by simultane-
ously optimizing (reducing the loss) the network parameters
and the policy implementation. The overall loss function
during training is given by:

Lθ = EP (pi|q;θ)[L̂(θ, p; q, i] (2)

where, i is the input image, q is the question asked, p is the
policy implementation and P is the probability distribution.
During back propagation, the Lθ is optimized by using
policy gradient method commonly used in reinforcement
learning and using the Monte-Carlo method the gradient is
determined.

IV. EXPERIMENTS

To determine our model’s performance and its ability
to exploit compositionality and provide reasoning we test
our model on two publicly available large scale benchmark
datasets: VQA2.0 and CLEVR.

A. Experimental Results

We use Adam Optimizer [32] and back-propagation to
train our model end-to-end. The training was performed on
two Nvidia Titan 1080ti GPUs. To obtain the image features
from CLEVR dataset we use a (pretrained on ImageNet)
VGG-19 model [33] whereas for the VQA2.0 dataset we
use ResNet-152 model [34] which is also pretrained on
ImageNet.

VQA2.0 dataset contains a relatively large number image-
question pairs which are crowd sourced and have a larger
distribution when it comes to variety in images. Having such
a wide distribution of images-questions helps in making the
model more robust especially for the safety and security
applications. For training, we stick to the original training-
testing split provided where we use 443,800 questions based
on 82,800 images for training, 214,400 questions based on
40,500 questions for validation/testing. Table III highlights
the performance of our model on the VQA2.0 dataset by
comparing our approach to the previously state-of-the-art
techniques which use a similar concept of modular networks.

The CLEVR dataset contains images of objects of different
shape, size, color and occlusion. CLEVR dataset consists of
853,400 questions based on 100,000 images. Compared to
other datasets CLEVR dataset focuses on questions which
tend exploit the compositionality in images and also the
reasoning ability. for example, ‘There is a small gray block;
are there any spheres to the left of it’ [15]. The questions
tend to have a longer length as well which makes its under-
standing by the LSTM more challenging [35] and requires



Fig. 3: Examples of prediction performed using our model. We can see that the module dynamically assembles the required modules to
form the network to predict the correct answer for the question asked. We also provide the ground truth for comparison.

Model Overall Acc (%) Exist Acc (%) Count Acc (%) Yes/No Acc (%) Compare Acc (%)
CNN+BoW [29] 48.4 59.5 38.9 59.0 47.0
CNN+LSTM [3] 52.3 44.1 45.1 56.0 38.0
CNN+LSTM+MCB [30] 51.4 64.3 44.2 58.0 49.0
CNN+LSTM+SA [31] 69.6 78.4 50.1 79.8 51.6
Neural Module Network [7] 73.2 81.2 55.7 83.5 55.7
End-to-End Neural Module Network [12] 83.9 86.0 61.9 85.5 60.9
Baseline I - DMN w/o Attention w/ LSTM 76.7 57.0 46.5 68.1 47.3
Baseline II - DMN w/ Attention w/o LSTM 78.1 67.2 53.6 77.1 49.7
Dynamic Modular Network (DMN) 86.9 87.4 66.0 88.9 67.2

TABLE II: Experimental Analysis of our model, Dynamic Neural Network (DMN) on the VQA2.0 dataset and comparison of our model
to the previous approaches. The lower half of the table highlights the ablation study of our model, where Baseline I is the model where
we do not use attention mechanism and Baseline II is a model where we use the traditional language parser instead of our approach for
policy implementation.

Model Acc (%)
CNN+LSTM+MCB [30] 64.7
D-NMN [25] 57.9
Neural Module Network (NMN) [7] 57.3
End-to-End NMN [12] 64.2
Baseline I - DMN w/o Attention w/ LSTM 51.4
Baseline II - DMN w/ Attention w/o LSTM 53.9
Dynamic Modular Network (DMN) 66.8

TABLE III: Experimental Analysis of our model, Dynamic Neural
Network (DMN) on the VQA2.0 dataset and comparison of our
model to the previous approaches. The lower half of the table
highlights the ablation study of our model, where Baseline I is
the model where we do not use attention mechanism and Baseline
II is a model where we use the traditional language parser instead
of our approach for policy implementation.

complex understanding for inference. Table II highlights the
evaluation of our model on the CLEVR dataset by comparing
our approach to the previously state-of-the-art techniques
which use a similar concept of modular networks. We also
evaluated the model’s ability to solve a particular situation
of question, like exist, count, yes/no, compare.

B. Ablation Study

Table II and Table III highlight the ablation study of our
model on the benchmark datasets: CLEVR and VQA2.0

respectively. We used the same baseline models for testing
the model’s performance on both the datasets

Baseline I: We used the same model with the LSTM
as the parser but without the attention mechanism. The
results without the attention mechanism, neither soft nor self-
attention as (discussed in subsection III-A) show a significant
reduction in the accuracy of the model for both the datasets.

Baseline II: We replace the LSTM parser with the tra-
ditional text parser and apply apply attention mechanism
to generate the optimal policy implementation instead of
the Recurrent Neural Network based LSTM approach as
discussed in subsection III-B.

Performing a direct comparison between the results from
Baseline I and Baseline II, we can assertively say that
the attention mechanism along LSTM network for optimal
selection of policy implementation layout has a direct effect
on the exploitation of compositionality thus affecting the
overall prediction. Attention mechanism also provides helps
in better understanding of the asked question and provide
reasoning behind the predicted answer to the asked question.

C. Discussion and Future Work

Figure 4 highlights few of the cases where our proposed
model failed to predict the correct answer. The image of the



Fig. 4: We highlight few cases where our model fails to predict the correct answer. The reason behind our model’s failure is heavy
occlusion.

left shows a bunch of people cycling on a road. Our naked
eye can tell that behind the lead cyclist there is a person
sitting as well. And when asked the question ‘Is anyone
sitting behind the person with a black shirt ?’, the model
predicts wrongly. The reason behind the wrong prediction
is the occlusion of the person sitting behind which is also
the reason why there is no attention shown for the function
of describe(sitting behind). Due to the heavy occlusion, our
model is not able to distinguish it as two different people and
instead considers them as one. The image on the right depicts
that two people are sitting on top of two horses and another
person is standing next to them. In this case as well, there is
a considerable amount of occlusion between the two horses
and therefore our model cannot distinguish them resulting
in a wrong prediction to the question, ‘Is the number of
sitting people the same as the number of animals ?’ In
reference to Figure 3, where the image consists of a bunch of
fire trucks parked alongside a road and the question asked
was ‘How many red color vehicles are there in the image
?’, to which our model was able to correctly predict the
answer. This implies that, irrespective of the size of vehicle
going from big to small, our model was able to correctly
predict, thus confirming that our model was able to exploit
the compositionality in the image.

As part of future work, we want to extend our model,
where the model is able to predict an entire sentence as an
answer to the asked question and thus a step closer to solving
the conversational question answering challenge. Also we
would like to extend our model to work on videos where
it can exploit the temporal information and correctly predict
the answer.

V. CONCLUSION

In this research work, we introduce a Dynamic Modular
Network (DMN) towards solving the challenging task of
Visual Question Answering (VQA). Our model is able to
process an image and a textual question related to the image,

and predict the answer to the question. We propose the use of
a LSTM network coupled with attention mechanism to better
understand the textual question. Based on this, the policy
implementation block is able to dynamically assemble the
corresponding modules. We use attention mechanisms (soft
and self-attention) to better exploit the compositionality and
for the better understanding of the questions. As the modules
are dynamically assembled and are structurally different for
different questions, the assembling of these such modular
network provide a reasoning towards the prediction of the
answer for any given set of an image and its related ques-
tion. Experimental Analysis on the two benchmark datasets:
VQA2.0 and CLEVR highlight that our model outperforms
the previous approaches for the challenging task of Visual
Question Answering (VQA).
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