
Federated Phish Bowl: LSTM-Based Decentralized
Phishing Email Detection

Yuwei Sun, Ng Chong, and Hideya Ochiai

Abstract—With increasingly more sophisticated phishing cam-
paigns in recent years, phishing emails lure people using more
legitimate-looking personal contexts. To tackle this problem,
instead of traditional heuristics-based algorithms, more adaptive
detection systems such as natural language processing (NLP)-
powered approaches are essential to understanding phishing text
representations. Nevertheless, concerns surrounding the collec-
tion of phishing data that might cover confidential information
hinder the effectiveness of model learning. We propose a decen-
tralized phishing email detection framework called Federated
Phish Bowl (FedPB) which facilitates collaborative phishing
detection with privacy. In particular, we devise a knowledge-
sharing mechanism with federated learning (FL). Using LTSM
for phishing detection, the framework adapts by sharing a global
word embedding matrix across the clients, with each client
running its local model with Non-IID data. We collected the most
recent phishing samples to study the effectiveness of the proposed
method using different client numbers and data distributions. The
results show that FedPB can attain a competitive performance
with a centralized phishing detector, with generality to various
cases of FL retaining a prediction accuracy of 83%.

Index Terms—data privacy, federated learning, long short-term
memory, multi-party computation, phishing email detection

I. INTRODUCTION

The sharp uptick of phishing emails across the globe has
exacerbated continued risks to personal data privacy and
security in recent years. A recent report shows that phishing
attacks soar 220% during the COVID-19 peak [1]. A phishing
email usually adopts legitimate-look contexts to deceive users
and steal sensitive information such as credit card numbers,
bank accounts, and passwords. Phishing emails target a broad
range of fields with highly crafted text data based on social
engineering and users’ personal online experiences. Despite
existing detection mechanisms, phishing emails continue to
slip past organizations’ defenses. Notably, classical approaches
such as signature-based detection can not work proactively due
to ever-changing texts of phishing messages embedded with
various types of hooks.

On the other hand, recent advancements in deep learning
(DL) have made text mining of large numbers of different
types of phishing emails possible. Knowledge acquisition
and sentiment analysis based on natural language processing
(NLP) offer a practical solution to the learning representation
of text data concerning the tone, grammatical coherence,
emotion, and so forth, significantly reducing human efforts in
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feature engineering. For this reason, it is considered that phish-
ing emails’ common features can be extracted and learned by
a deep neural network (DNN), such as the long short-term
memory (LSTM) model for phishing detection.

Despite this, training a DNN model usually needs vast data
from both the phishing and legitimate categories. However,
legitimate emails containing sensitive personal information are
difficult to collect in the real world. This difficulty renders
typical centralized learning less adequate for tackling the
task. In particular, data privacy concerns can refrain people
from participating. A learned model on under-sampled training
data can result in incorrect classification when encountering
new emails unseen before. The challenge is how to learn a
phishing detection model using distributed and skewed emails.
It appears to be more reasonable to leverage a decentralized
learning architecture to improve the system’s adaptability to
new samples by sharing model updates among clients.

The main contributions of this paper are:
(1) There is a notable scarcity of publicly available phishing

data for research purposes. Moreover, many such data sets are
dated which may not reflect the more contemporary tactics
pursued by bad actors. For this reason, we investigated the
most recent phishing emails reported from different groups of
users (Section III-A).

(2) We applied a federated learning framework tailored to
automate the detection of phishing emails called Federated
Phish Bowl (FedPB) (Section IV).

(3) Extensive experiments were performed to evaluate the
effectiveness of FedPB for automated phishing detection by
varying the client number and the skewness of client training
samples (Section V).

The remainder of this paper is structured as follows. Section
2 presents the related work of phishing email detection based
on machine learning. Section 3 presents essential definitions
and assumptions. Section 4 demonstrates the technical under-
pinnings of the proposed method. Section 5 presents extensive
empirical evaluations. Section 6 concludes the paper and gives
out future directions.

II. RELATED WORK

Many methods have been proposed to safeguard email users
from phishing, including traditional inspection and ML-based
methods. In particular, traditional methods usually involve
analysis of email formats, the integrity of email senders, and
other attached meta information. This detection method is
usually based on blacklists, heuristics, and visual analytics,

ar
X

iv
:2

11
0.

06
02

5v
2 

 [
cs

.C
R

] 
 5

 J
ul

 2
02

2



TABLE I: ML Methodologies for Phishing Email Detection

WORK YEAR MODEL TOPOLOGY METHODOLOGY

Gutierrez et al. [2] 2018 Centralized Random under-sampling boost
Unnithan et al. [3] 2018 Centralized Deep neural networks
Nguyen et al. [4] 2018 Centralized LSTM with an attention mechanism
Smadi et al. [5] 2018 Centralized Reinforcement learning
Sahingoz et al. [6] 2019 Centralized Seven machine learning methods
Fang et al. [7] 2019 Centralized Recurrent convolutional neural networks
Alhogail and Alsabih [8] 2021 Centralized Graph convolutional networks
Thapa et al. [9] 2021 Decentralized Fine tuning-based methods

which are neither feasible nor adaptive to real-life ever-
changing phishing emails. On the other hand, ML-based meth-
ods offer promising solutions for large-scale knowledge ac-
quisition from email lexical contents I. For instance, Sahingoz
et al. [6] demonstrated a real-time anti-phishing system and
compared its performance with seven different ML methods.
They suggested that the random forest had the best perfor-
mance for phishing detection. Gutierrez et al. [2] presented
a random under-sampling boost (Reboots)-based method to
build a retrainable system adaptive to newly observed sam-
ples. Moreover, deep neural networks (DNNs) [10] such as
convolutional neural networks (CNNs) and recurrent neural
networks (RNNs) have been adopted to improve detection by
efficient text mining, alleviating efforts in feature engineering
of domain experts. For example, Nguyen et al. [4] proposed a
hierarchical attentive long short-term memory (LSTM)-based
detection method that models the email bodies at the word
level and the sentence level while leveraging a supervised
attention mechanism. Furthermore, Smadi et al. [5] presented
reinforcement learning-based detection to reflect changes in
newly explored behaviors, thus detecting zero-day phishing
attacks. Fang et al. [7] demonstrated the THEMIS where
emails were modeled at the email header and body and the
character and word level simultaneously. They verified its
effectiveness by evaluating an unbalanced dataset of phishing
and legitimate emails.

Though the aforementioned centralized methods provide a
solution to security analysis of email contents, data processing
on a collection of emails might violate the privacy of personal
information. It necessitates an architecture that brings the
gap between a centralized ML model and distributed training
sources. However, there are not many studies of the decentral-
ized phishing email detection. Thapa et al. [9] presented a de-
centralized method of fine-tuning pre-trained language models
for each participating client. However, the result showed that
with the continual increasing of the client number, the model
performance could greatly degrade. Moreover, the sharing of a
large language model for every learning round could increase
the communication cost regarding the model size, instead, we
employing the global word embedding for local model fine-
tuning of each client.

Fig. 1: Cleaned and standardized email samples with irrelevant
information removed by the NLP pipeline.

III. PRELIMINARIES

A. Phishing Email Analysis using Natural Language Process-
ing

We introduce a new set of phishing emails collected recently
from the Microsoft 365 anti-phishing protection [11]. Notably,
we extracted and decoded the emails that are labeled as
high-confidence phishing by anti-phishing policies. In detail,
phishing emails usually contain various types of information
such as images, URLs, attachments, main texts, and so on. We
mainly focus on the sequence data of main texts using natural
language processing (NLP) to acquire meaningful knowledge
in corpora. Moreover, we extract information from both the
header and body of the email. We extract the subject of an
email from the header and the main texts from the body, using
the beautiful soup [12] to parse the embedded HTML pages
in the email.

Furthermore, we concatenate the extracted subject and body
texts and assign weights to important words by removing irrel-
evant information such as prepositions based on the following
pipeline: (1) remove characters that are not letters such as
numbers and punctuation marks, (2) convert the characters to
lowercase, (3) extract tokens from the input string by splitting
it into small chunks of words, (4) convert words with various
tenses and plurals into their base or dictionary forms based
on lemmatization, (5) remove any stop words such as “the”,
“a”, and “is” and the words with less than two characters in
the texts, (6) combine these cleaned and standardized tokens
back into a continual string (Fig. 1).

B. Federated Learning

There are usually two topologies to process distributed
client emails based on machine learning, i.e., centralized
learning and decentralized learning. Centralized learning lever-
ages high-performance computing (HPC) to perform large-
scale training on a collection of email samples. In contrast,
decentralized learning leverages distributed model training



Fig. 2: FedPB for the decentralized phishing email detection.

on devices such as personal computers and smartphones.
Federated learning (FL) is one of the decentralized learning
approaches, which allows on-device model training without
disclosing training data and achieves a better model by sharing
trained models among clients.

Suppose that there are K clients and the parameter server
(PS) in FL. Let L(k)

t be the local model of clientk and Gt

be the global model of the PS at round t. Every round, the
PS randomly selects a small subset of Kselected clients to
perform local model training. Then, for each selected client
k ∈ Kselected, the model is trained on its local dataset
and the model update L

(k)
t − Gt is sent to the PS. After

the PS receives local updates from these clients, a model
aggregation function such as the FedAvg [13] is adopted to
update the global model based on local updates. The FedAvg
algorithm which computes the weighted averaging of local
updates can be formulated by the following Gt+1 = Gt +∑

k∈Kselected

nk

nKselected
(L

(k)
t − Gt) where nk is the number

of samples in client k’s local dataset and nKselected
is the

number of total samples of all selected clients.

IV. FEDERATED PHISH BOWL

We propose the Federated Phish Bowl (FedPB), a decen-
tralized phishing email detection system that allows adaptive
knowledge representation and transfer of common phishing
features among different clients (Fig. 2). We introduce the
two building blocks of FedPB in the following sections, i.e.,
global word embedding and phishing email detection with
bidirectional long short-term memory.

A. Feature Representation with Global Word Embedding

Before processing email contents with neural networks, it
necessitates representing the strings with numerical feature
vectors. One approach to achieve this goal is to apply an
embedding layer to learn a mapping from the input strings to
vector representations for the phishing email detection task.
However, training multiple embedding layers for different
clients in FL could degrade model performance after the model
aggregation in the PS. Moreover, though a large language
model might be adaptive enough to retain the representation
ability after the aggregation, communicating by such a large
model can greatly increase the communication cost.

On the other hand, the feature representations of phishing
emails can also be transferred from other NLP tasks. In
particular, we propose the global word embedding method
by adopting a pre-learned word embedding in the PS and
distributing the embedding to clients at the beginning of
learning. This method can improve the adaptability of model
learning and eliminate the need for each client in FL to train an
individual embedding layer. Furthermore, this strategy relies
on a word embedding called GloVe [14] for obtaining the
feature representations of different words. The GloVe model
is trained on a word-to-word co-occurrence matrix which
tabulates how frequently words co-occur with one another in a
given corpus. Notably, we employ the word embedding learned
on six billion tokens from Wikipedia 2014 and Gigaword 5,
which converts each input word to a 100-item feature vector.

B. Phishing Email Detection with Bidirectional Long Short-
Term Memory

Recurrent neural networks (RNNs) automatically extract
hidden features from the input sequence data and classify
these features in a high-dimensional space. To tackle the
phishing email detection problem, we adopt an RNNs model
called bidirectional long short-term memory (BiLSTM) [15],
which processes the input sequence from positive and negative
directions, thus improving its learning performance (Fig. 3).
LSTM cells form the BiLSTM layer, which can remember
long-term word associations leveraging the forget gate, the
input gate, and the output gate. Finally, an output of the
BiLSTM layer concatenates the computation results from the
two directions.

In particular, we employ a five-layer neural network model
consisting of three BiLSTM layers and two fully connected
layers as the local task model of clients’ model training. In
detail, the input layer of the neural networks has a total of
200 time-steps, with each step having 100 embedded features
from the result of global word embedding. Then, it is followed
by three BiLSTM layers with 100 memory units each, where
the first two layers output the state at each time step and send
the sequence to the next layer. In contrast, the last BiLSTM
layer returns the cell state for the last input time step and
sends it to the fully connected layer, where a fully connected
layer with 200 neurons is applied using as an activation
function the ReLU. Finally, the output layer has a single
neuron that predicts the type of an email, using the Sigmoid
as an activation function. In addition, legitimate emails are
assigned a label of 0, and phishing emails are assigned a label
of 1 to train the model.

Furthermore, the learning process of the FedPB is as
follows: (1) the parameter server (PS) initializes the global
model of the BiLSTM neural networks, (2) the PS sends the
global model and the global word embedding matrix to all
clients, (3) the PS randomly selects a subset of clients to
conduct local model training every round, (4) a selected client
updates its model based on features represented by the word
embedding matrix of local data, (5) the local update is sent
back to the PS to update the current global model. As such,



Fig. 3: The architecture of the learning model based on BiLSTM.

by sharing a global word embedding matrix and local model
updates, the systems can achieve a better and better classifier
for phishing email detection without the need for clients to
reveal sensitive email contents. In addition, to facilitate the
learning process, two identically structured global models can
work simultaneously on the PS, where one model is for the
training, and the other is for the inference. Then, for every
several learning rounds, the inference model will be replaced
by the training model.

V. EXPERIMENTS

A. Settings

We collected the most recent high-confidence phishing
emails quarantined by the Microsoft 365 anti-phishing protec-
tion [11], consisting of a total of 678 high-confidence phishing
emails from the last three months. Then, using the afore-
mentioned NLP-based lexical analysis and the global word
embedding, we extracted essential text information from these
phishing emails and transformed them into feature vectors.
Moreover, to regulate the input sequence, we set 200 as
the maximum feature vector length, a feature vector with a
length greater than 200 being truncated. Whereas a vector
with a length smaller than 200 was post-padded with zeros. In
addition, any feature vector with a length smaller than 10 was
removed. Finally, after removing all the under-length emails
and duplicates, a total of 594 phishing email samples were
retained for the dataset. To balance data in the dataset, we
adopted 594 random legitimate email samples from the Enron
dataset [16]. We obtained a dataset consisting of 1188 emails,
each of which was represented with a 200-item feature vector.
The dataset was separated into the training set and the test set
with a ratio of 4:1.

B. Numerical Results

1) Detecting with Different Numbers of Clients: To com-
pare the performance of the FedPB, we conducted centralized

Fig. 4: Test accuracy of the three different methods for
phishing email detection.

Fig. 5: Test accuracy of the global model when applying
different numbers of clients in the FedPB.



(a) 10 clients (b) 20 clients (c) 50 clients

Fig. 6: Performance evaluation for the different levels of data heterogeneity.

learning with the same task model, by training the model on
the entire dataset. Its performance was evaluated at the end
of each round based on the test set. The early stopping was
employed to monitor the variance in validation loss with a
patience value of 10, thus automatically stopping the training
when there appeared to be no decrease of the validation loss
over the last 10 epochs. We applied Adam,with a learning rate
of 0.0001 and a batch size of 16. Standalone learning refers to
a client training a local task model without sharing knowledge
with others. We evaluated standalone learning by training a
local task model on each client’s local dataset, respectively,
with the same hyperparameters and training setting as in
centralization learning.

We first studied a 10-client scenario with independent and
identically distributed (IID) local data in the FedPB. In this
case, the training set was evenly divided into 10 subsets with
the same number of phishing and legitimate emails. Then, for
each round, a subset of three clients was randomly selected
to conduct the local model training based on their local data.
The local model training adopted the Adam with a learning
rate of 0.0001, a batch size of 16, and an epoch of one. We
evaluated the global model’s performance using the test set
for a total of 50 rounds and compared its performance with
the other methods.

Furthermore, for each method, we performed 10 individual
experiments with different seeds. Fig. 4 illustrates the average
test accuracy over the last five rounds of training for each
method. The result shows that the FedPB can outperform stan-
dalone learning of different clients and achieve a competing
performance with centralized learning. The decrease in the
detection performance is considered due to the information
loss during the model aggregation.

With a continually increasing client number, the perfor-
mance of the system can greatly degrade due to more challeng-
ing aggregation with more local updates involved [9]. To study
the systems’ robustness to different client numbers, we applied
a client number K ∈ {10, 20, 50} respectively to train the
model. Moreover, to ensure the same amount of data was used
in each case and the only variable was the client number, we
randomly selected Kselected ∈ {3, 6, 15} clients accordingly
for each round’s model training. We performed model training
with the IID setting for a total of 50 rounds and evaluated the

global model using the test set every round. Fig. 5 illustrates
the global model’s performance at each round with 10, 20,
and 50 clients respectively.

2) Varying the Data Heterogeneity Level: In real-life ap-
plications, samples held by clients are usually skewed with
different In real-life applications, samples held by clients are
usually skewed with different distributions. Such heterogeneity
of client data can result in the slow convergence of the global
model, and the divergence of a training algorithm [17]. Let α
be the heterogeneity level of a client’s data distribution in FL.
α =| 2Pk − 1 |, where Pk denotes the probability of phishing
email samples in the clientk’s local dataset, and α takes the
absolute value of the computed result. For example, α = 1.0
indicates that all client data belong to a single label that can
be either phishing or legitimate, and α = 0.6 indicates that
80% data belong to one class and the remaining 20% data
belong to the other class. All clients share the same α by
randomly assigning different clients with either more phishing
samples or legitimate samples. We evaluated the systems’
performance when applying different data heterogeneity levels
α ∈ {0.0, 0.2, 0.6, 1.0}.

Fig. 6 illustrates the global model’s performance in the 10,
20, and 50 clients scenarios when applying different hetero-
geneity levels respectively. Consequently, the results show that
the FedPB can retain a test accuracy of 0.83 within the 50
rounds in most cases. However, when the data heterogeneity
level is 1.0 (each client has only a single class’s data) in the
50-client scenario, the model did not converge within the 50
learning rounds. In more changeling cases, we would need
additional rounds to learn the model.

VI. CONCLUSIONS

The adaptability of an ML-based phishing email detec-
tion system is largely restricted by accessible training data.
Unfortunately, recent years’ escalating privacy concerns have
rendered centralized learning less viable for handling email
contents containing personal data. In this study, we proposed
the Federated Phish Bowl (FedPB) to allow decentralized
phishing email analysis and detection by leveraging the global
word embedding and BiLSTM-based detection. We evaluated
model performance by various settings of the client numbers



and data heterogeneity levels, showing that FedPB can retain
a competing detection accuracy of 0.83 with great robustness.

Though FedPB does not require the sharing of clients’
data, it can still encounter threats such as backdoor attacks
[18], information-stealing attacks [19], and so forth. For future
work, we aim to study proper defense in FedPB against such
threats. In addition, we will look at reducing the waiting time
for the PS to receive clients’ updates via asynchronous learning
[20], [21].
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