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Abstract—Anomaly detection aims to detect data that do not
conform to regular patterns, and such data is also called outliers.
The anomalies to be detected are often tiny in proportion,
containing crucial information, and are suitable for application
scenes like intrusion detection, fraud detection, fault diagnosis,
e-commerce platforms, et al. However, in many realistic scenar-
ios, only the samples following normal behavior are observed,
while we can hardly obtain any anomaly information. To
address such problem, we propose an anomaly detection method
GALDetector which is combined of global and local information
based on observed normal samples. The proposed method can
be divided into a three-stage method. Firstly, the global similar
normal scores and the local sparsity scores of unlabeled samples
are computed separately. Secondly, potential anomaly samples
are separated from the unlabeled samples corresponding to
these two scores and corresponding weights are assigned to the
selected samples. Finally, a weighted anomaly detector is trained
by loads of samples, then the detector is utilized to identify else
anomalies. To evaluate the effectiveness of the proposed method,
we conducted experiments on three categories of real-world
datasets from diverse domains, and experimental results show
that our method achieves better performance when compared
with other state-of-the-art methods.

Index Terms—Anomaly detection, observed normals, global
and local information

I. INTRODUCTION

The purpose of anomaly detection [1] is to identify abnor-
mal patterns from the normal behaviors in a data set, and
these abnormal patterns are called anomalies or outliers. The
applications of anomaly detection are wide-ranging and in-
clude areas such as fraud detection [2], wind control systems
[3], suspicious transaction monitoring [4], fault detection
[5], et al. There are now many advanced anomaly detection
algorithms, including supervised, unsupervised, and semi-
supervised methods. However, many of these algorithms are
difficult to use in practical applications due to the scarcity of
abnormal samples in the real world. Furthermore, anomalies
often contain multiple patterns, and new patterns may emerge
continuously, making it difficult to learn from partially ob-
served anomalies.

While, in many realistic scenarios, researchers can hardly
get anomalous samples but can simply obtain a batch of
normal samples. For example, in network traffic logs [6],
network traffic attacks are rough to identify and are often
complex and changeable. In addition, anomalous attacks that
have never appeared before may occur. Nevertheless, the
logging system can utilize its built-in storage to obtain part of

normal traffic information simply. Now the critical problem is
that there is no valid solution for taking advantage of normal
sample information sensibly.

To solve the issues, this paper proposes an anomaly
detection method GALDetector which only utilizes several
observed normal samples and combines the global and lo-
cal information. The specific motivation is to extract local
anomaly information while making full use of the observed
normal samples to obtain global normal information. The
method can be divided into a three-stage task and the overall
procedure is shown in Fig. 1. In the first stage, the observed
normal samples are clustered [7] to learn different patterns
of normal samples. Then we compute the similarity of each
sample with its nearest clustering center, which is considered
as a global normal score. After that, the local sparsity scores
of the samples are calculated using a density-based integra-
tion method [8]. In the second stage, global normal score
of each sample is computed by combining these two scores,
and a threshold is set to filter out the probable anomalous
samples. Then diverse weights are assigned to all samples
according to global normal scores. In the third stage, we
build a weighted-based detection model based on weights for
training, which in turn identifies anomalies from unlabeled
sample set. Experiments on various real-world datasets will
demonstrate the effectiveness of our method.

The main contributions of our work are summarized below:
• Considering that in anomaly detection scenarios,

anomaly information is usually difficult to obtain and
often requires a lot of human and material resources.
Instead our method only uses easily available normal
data to complete the anomaly detection task, and is
comparable to current state-of-the-art algorithms.

• We propose an anomaly detection method GALDetector
based on normal samples combining both global and
local information. By calculating global normal score
and local sparsity score of each sample simultaneously,
we manage to capture the critical elements of whether
a sample is anomalous or not.

• We conduct extensive experiments on loads of bench-
mark real-world datasets and the results show that
GALDetector outperforms or matches other popular
anomaly detection methods.

The remainder of this paper is organized as follows. In
section II, we introduce related work on anomaly detection
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Fig. 1: The overall framework of GALDetector

in recent years. In section III, we demonstrate our proposed
method GALDetector step by step. In section IV, we demon-
strate the experimental setup and the corresponding results
of our proposed method compared with other state-of-the-art
methods. Then we finally conclude this paper in section V.

II. RELATED WORK

Anomaly detection task aims to identify points that does
not conform to what is normal or expected in a data set.
Anomaly detection has been employed in many different
scenarios, mainly in cyber security, industrial control, e-
commerce platforms [9], finance, et al. Loads of algorithms
have been applied to deal with this task, and they can be
classified into unsupervised, supervised, and semi-supervised
anomaly detection algorithms according to what kind and
how much label information we can utilize.

Among the developed methods, supervised anomaly detec-
tion methods assume that sufficient labeled data are available
and that these methods can derive useful information from
labeled data. Supervised-SVM [10] uses hyperplane in multi-
dimensional space to divide data points into classes. KNN
[11] calculates the average distance of k-nearest neighbors to
identify anomalies. AutoEncoder [12] is based on the use of
artificial neural networks that encode the data by compressing
it into the lower dimensions and then decode it to reconstruct
the original input.

While labeled data are not available in all scenarios, lots
of current works on anomaly detection are focused on unsu-
pervised methods. For example, LOF [13] is a typical local
density-based anomaly detection algorithm; iForest [14] is a
random forest based algorithm, which utilizes the distance
of leaf nodes from the root node in each tree to portray
the anomalous degree; PCA [15] is a typical dimension
reduction-based algorithm, it projects the samples into a
low-dimensional space and calculates the deviation in all
directions to calculate the anomaly scores. These methods
can be broadly employed since there is no need for any label
information.

However, in many application scenarios, it is burdensome
to achieve expected performance employing unsupervised
methods. Sometimes we can obtain some real labels of the
data, so semi-supervised methods are researched. In the sce-
narios where part of anomalous samples can be known in the
initial stage, while no normal sample is labeled, PU learning
[16] is explored to solve such problem, and they can be

mainly divided into three kinds. The traditional PU learning
can be regarded as a two-stage task, in the first step we select
reliable normal samples from unlabeled samples, and in the
second step we train the classifier based on known abnormal
samples and reliable normal samples. Biased learning [17]
treats the set of unlabeled samples as a set of normal samples
with noise and assigns relatively high and low regularization
parameters to known abnormal and normal samples. Class
Prior Incorporation [18] assigns weights to positive and
negative samples according to the proportion of positive and
negative samples. It then builds a logistic regression model to
fit the weighted samples. Nevertheless, anomalies cannot be
simply classified into one class, and ADOA [19] is proposed
to tackle such problem. ADOA differs from PU learning
which treats all anomalies as one conceptual center. However,
ADOA clusters anomalies into k clusters, then calculates the
degree of isolation and similarity with the nearest anomalous
clustering center simultaneously. Later ADOA constructs a
weighted multi-classification model to detect anomalies.

Moreover, in several scenarios, we can only obtain several
normal samples without any anomaly information in the
initial stage, and some methods mostly similar with unsu-
pervised or supervised methods are explored to solve such
setting. For instance, SVDD [20] uses kernel function to
map the data to a high-dimensional space, and the smallest
possible hypersphere is found to enclose the normal data.
GMM [21] models a Gaussian mixture model on normal data,
estimating parameters with maximum likelihood. Neverthe-
less, there is no mature method that can integrate global and
local information of labeled normal samples and unlabeled
samples, such method will be explored next in this paper.

III. ANOMALY DETECTOR WITH GLOBAL AND LOACAL
INFORMATION

A. Overview and Preliminaries

In this section, we introduce the proposed Anomaly
Detector With Global and Loacal Information algo-
rithm(GALDetector). Fig. 1 illustrates the overall framework
of the proposed method, which consists of three main stages,
i.e., global and local score calculation, potential anomalies
selection and weighted detector construction.

In the first stage, we will calculate both local sparsity
scores and global normal scores. For local sparsity scores,
a local density integration algorithm based on partial iden-
tification is utilized to calculate the local sparsity scores
of all unlabeled samples. And for global normal scores, a
clustering operation is used to identify multiple patterns of
normal samples and set them into different clusters, then
the global normal scores of all samples are calculated based
on these clustering centers. In the second stage, we select
potential anomalies selection and set weights to all the
samples. After the global normal scores of the samples are
calculated according to the global normal scores and the
local sparsity scores computed above, we set threshold to
select the potential anomalies from the unlabeled samples.
Then we assign corresponding weights to known normal
samples and selected potentially anomalous samples based



on the global normal scores. In the third stage, a weighted
detector construction is built based on previous weights and
the model parameters are optimized by training such samples.
Our model will be employed to identify anomalous on the
remaining unlabeled samples.

We let κ = Rd denotes the sample space and y = {0, 1}
represents label space, in which y = 0 is for normal samples
and y = 1 is for anomalous samples. The corresponding data
set we selected is D = {(x1, y1), ..., (xp, yp), xp+1, ..., xN}.
Among all given N samples, the first p samples are
known normal ones Dn = {(x1, y1), ..., (xp, yp)}, and
the leftover (N − p) samples are unlabeled ones Du =
{xp+1, xp+2, ..., xN}.

B. Global and Local Score Calculation

Local Sparsity Score(LSS). The local sparsity score of
each sample is first calculated. We adopt a certain strategy
to divide the high-dimensional attribute space into indepen-
dent subcubes with maximized sparsity variance, so as to
portray the local sparsity characteristics of the nodes. To be
specifically, we utilize a integration algorithm originated from
decision trees, and each tree is built by a partial sample of
the data set. Then each tree partitions the high-dimensional
sample space into various dense and sparse subcubes.

For each tree, we firstly normalize each coordinate to [0, 1]
and select a random sample S ∈ Ω of N points. From the
root, we pick a coordinate j ∈ [d] at each internal node,
then we select f1 < f2 < · · · < fp−1 which partition the
corresponding coordinate Ij into p intervals, and split the
current node space into p intervals. The number of partitions
p is a hyper-parameter, and utilizing p = 5 works well in
practice. Then we partition the property space by selecting
coordinates and breakpoints continuously, and the operation
stops until reaching the maximum depth or only one point
existing in a subcube. Finally the whole sample space is
divided into several subcubes and the volume of subcube C
can be represented as the product of the interval’s length on
each selected coordinate:

vol(C) =
∏

j len(Ij). (1)

Then the overall sparsity of C could be expressed as :

ρ(S,C) =
vol(C)

|C ∩ S| , (2)

in which |C ∩ S| demonstrates the number of points in the
intersection of subcube C and the selected sample set S. The
local sparsity score of point x is displayed as LSS(x), which
is the mean sparsity of subcube containing x in all trees and
we have T trees in total.

LSS(x) =
1

T

T∑
i=1

ρ(Si, Cx) =
1

T

T∑
i=1

vol(Cx)

|Cx ∩ Si|
. (3)

Our intention is to split C into sparse and dense subcubes,
so it is intuitively that we ought to maximize the variance in
the sparsity. Maximizing the variance has the advantage that
it is equivalent to a well-studied histogram problem [22] and
allows for a very efficient streaming algorithm [23]. Through

Algorithm 1 Calculation of GALScore
Input: All samples D, Normal samples Dn, Unlabeled samples Du, Number of trees
L, Number of samples N , Max degree m, Max depth h, Number of clusters n

Output: GALScoreCalculation
for each i ∈ [1, L] do

Create root node v
Let C(v) = [0, 1]d, P (v) ⊆ S be a random subset of size N.
For j ∈ [d], compute the best split into k intervals.
Pick j that maximizes variance, split C along j into Ci.
For i ∈ [k] create child vi s.t. C(vi) = Ci, P (vi) = P (v) ∩ Ci.
If depth(vi) ≤ h and |P (vi)| > 1 then Split(vi).
Else, set LSS(x) = maxi∈L

vol(Cx)

|Cx∩SL| .

end for
Cluster normal samples Dn into n clusters and σr is the r-th cluster center
for each x ∈ D do

dx = inf
for each r ∈ [1, n] do

dx,r = dist(x, σr)
dx = min(dx, dx,r)

end for
GNS(x) = e−d2x

end for
GALScore(x) = LSS(x) − µGNS(x)
Output GALScore.

such algorithm we can compute the best split along each
coordinate.

Global Normal Score(GNS). To calculate the global
normal score, we need to cluster the known normal samples
so as to learn the corresponding normal patterns. After-
wards, by measuring the gap between unlabeled samples
and normal patterns, we can obtain a representation of the
global normal fraction. For the known normal samples Dn =
{n1, n2, ..., np}, we cluster them into k clusters, and each
clustering center represents a normal pattern. Many clustering
methods are tried here, considering the effectiveness and
time complexity, we choose k-means clustering. We use the
Euclidean distance to measure, so that the distance between
two points is dist(xm, xn) =

√∑d
j=1(xmj − xnj)2. The

k-means algorithm constrains and optimizes the clustering
centers by the following equation.

E =

k∑
i=1

∑
x∈Ci

dist(x− σi), (4)

in which σi is the i-th clustering center from the previous
stage of clustering. Intuitively, the closer a sample is to
its nearest clustering center, the more probably it is to
subordinate to a normal pattern. Therefore we use the dis-
tance between the unlabeled sample and the nearest normal
clustering center to calculate the global normal score. The
specific calculation formula of global normal score is as
follows:

GNS(x) =
k

max
i=1

e−(x−σi)
2

. (5)

C. Potential Anomalies Selection and Weights Setting

Global and Local Score(GALScore). In stage two, we
combine the local sparsity score and the global normal score
after the two scores are calculated separately, so that we
can obtain the anomaly characteristics of both global and
local information of the sample points. The whole calculation
process is shown in Algorithm 1.

GALScore(x) = LSS(x)− µGNS(x), (6)



in which µ ∈ R+ is a hyperparameter to consider the
importance of the two scores together. Since the two scores
indicate a tendency towards normal and anomalous respec-
tively, therefore the calculation should take the negative sign.
In addition, we normalize the combined score GALScore to
adjust to the assignment of the weights in the following.

To facilitate the subsequent model training, we need to se-
lect several potential anomalies from the unlabeled samples.
The strategy employed here is to pick the highest scores from
the combined score by a certain percentage δ as potential
anomalous samples and δ is often selected from 5% to 10%.

Then we set corresponding weights for all observed normal
samples and potential anomalies. For normal samples, fixed
weights are assigned to them, for instance 0.5. For unlabeled
samples, the larger the GALScore is, the more likely it is to
be an anomaly. Therefore, the following strategy is used to
assign weights to the picked potential anomalous samples.

w(x) =
GALScore(x)

maxxGALScore(x)
. (7)

Thereby, the weights of potential anomalous samples are
assigned between [0,1]. As for known normal samples, the
imbalance in the number of known normal samples and
potential anomalies is taken into account, and the weights of
the known normal samples are set uniformly to ϵ ∈ [0, 1]. Our
motivation is assigning larger weights to potential anomalous
samples compared to normal samples, so as to solve the
problem of unbalanced sample distribution.

D. Weighted Detector Construction

In stage three, we build and train a weighted binary
detector construction using known normal samples and se-
lected potential anomalous samples when distinct weights are
assigned to them. The following is the objective function to
be optimized.

N∑
i

wil(yi, f(xi)) + λR(w), (8)

in which wi denotes the weight of the sample xi, R(w) is
the regularization term, and l(yi, f(xi)) is the loss term. Here
we use a commonly employed classifier XGB [24].

IV. EXPERIMENTS

In this section, we introduce the testing datasets, contrast
algorithms, evaluation criteria, experimental setup and re-
sults. All the experiments are conducted with platform of
CPU i7 3.2GHZ and 16G RAM.

A. Datasets

To evaluate our method, we conduct experiments on three
categories of datasets from different domains, containing
different percentage of anomalies, diverse data volume, and
various dimensions.

The first category is classification datasets from the UCI
[25] and openML repository [26], concluding Thyroid, Seis-
mic and Mammography. These three datasets deal with binary
classification tasks, and the percentage of less class samples is
around 5%. The second category is multi-categorical datasets,

TABLE I: Details of real-world datasets.

Data set nodes dimension #anomalies(%)

Thyroid 7200 6 534(7.42%)
Mammography 11183 6 250(2.32%)
Seismic 2584 15 170(6.5%)
Satimage-2 5803 36 71(1.2%)
Vowels 1456 12 50(3.4%)
Musk 3062 166 97(3.2%)
smtp 95156 3 30(0.03%)
http 567479 3 2211(0.4%)

including Satimage-2, Vowels and Musk. These have been
categorized into normal and abnormal classes based on
existing work [27], and the less class accounts for 1% to
4%. The third category of the datasets is smtp and http, they
are originated from the KDD Cup 1999 network intrusion
detection task and their percentages of anomalies are all
below 0.5%.

B. Contrast Algorithms and Experimental Setup

To evaluate the superiority of our method, we compare
GALDetector with several state-of-the-art anomaly detection
methods. The details of compared methods are introduced as
follows.
For the unsupervised algorithm, the methods we contrast are
shown below:

(1) Principal Component Analysis [15](PCA). This method
projects the samples into a low-dimensional space and
calculates the deviation in all directions to calculate the
anomaly scores.

(2) Isolation Forest [14](iForest). This method utilizes the
distance of leaf nodes from the root node in each tree
to portray the anomalous degree.

(3) Partial Identification Forest [8](PIDForest). This
method builds density-based forests with largest spar-
sity variance to calculate anomaly scores.

(4) Local Outlier Factor [13](LOF). This method determine
whether the point is an outlier by comparing the density
of each point with its neighbor point.

For the supervised algorithm, the methods we contrast are
displayed below:

(1) K-Nearest Neighbour [11](KNN). This method calcu-
lates the average distance of k-nearest neighbors to
identify anomalies.

(2) Supervised SVM [10](S-SVM). This method uses hy-
perplane in multi-dimensional space to divide data
points into normal and anomalous classes.

For the semi-supervised algorithms, the methods we compare
are shown below:

(1) PU learning [16](PUL). This method selects reliable
normal samples from unlabeled ones and trains a binary
classifier to detect anomalies.

(2) Class Prior Incorporation [18](CPI). This method
builds a logistic regression after setting weights to
anomalous and unlabeled samples.

(3) Anomaly Detection with Partially Observed Anomalies
[19](ADOA). This method utilizes partial observed



anomalies to learn different anomalous patterns and
then detect anomalies.

For the unsupervised, supervised and semi-supervised al-
gorithms, we adopt different experimental setups respectively.
For the unsupervised algorithm, 80% of the total sample is
taken each time to train the model and predict it, make the
recall-precision curve, and take the F1 value at the maximum
for effect evaluation. For the supervised algorithm, 80% of
the total samples are taken for training and the remaining
20% for testing. For the semi-supervised algorithms, where
PUL, ADOA, and CPI all select 80% of the total samples
as unlabeled samples and 10% of the anomalous samples as
known anomalies for training. For each algorithm and each
dataset, 10 independent experiments are conducted and the
mean value of the evaluation metrics is taken as the final
criterion.

C. Evaluation Criteria

Since the sample distribution is hugely unbalanced in
the anomaly detection task, the percentage of anomalies
is generally tiny and below 5% in most datasets. So that
evaluation criteria like accuracy is not much significant. In
this paper, we mainly use the AUC value and F1-measure as
our evaluation criteria, and the details are demonstrated as
follows:

(1) AUC value measures the area under the ROC curve.
The ROC curve plots false positive rate on x-axis and
false negative rate on y-axis.

(2) F1-measure is a joint measurement to evaluate the pre-
diction performance, which takes both the Recall and
Precision into consideration, and the valid formula is
F1 = 2×Recall×Precision

Recall+Precision . In the equation, Recall is the
percentage of correctly detected anomalies compared
with all the anomalies, and is calculated by Recall =

TP
TP+FN . And Precision is the percentage of anomalies
correctly classified as anomalies compared with the
samples which are classified as anomalies, calculated as
Precision = TP

TP+FP . By setting different thresholds
in the classifier, we can attain corresponding PR curve,
then we need to select a specific threshold to obtain
the F1-measure.

D. Experimental Results

To evaluate the performance of our proposed method, the
experiments are employed on loads of various benchmark
datasets originating from different domains. Before experi-
ments are performed, normalization is carried out for each
data set on all coordinates.

We demonstrate that GALDetector outperforms or matches
lots of state-of-the-art anomaly detection algorithms on var-
ious real-world benchmarks. The comparison of the perfor-
mance of our method with other algorithms was demonstrated
in the two tables below. Table II shows the best AUC
that can be obtained by varying the parameter settings, and
Table III displays the best F1-measure by setting different
thresholds simultaneously. As we can see from the two tables,
GALDetector is the top performing or joint top performing

TABLE II: Results of AUC value on real-world datasets. We
bold the algorithm(s) with the best AUC value.

Unsupervised Supervised Semi-supervised Our
PCA iForestPIDForest LOF KNN S-SVM ADOA PUL CPI GALDetector

Thyroid 0.673 0.816 0.888 0.737 0.753 0.522 0.886 0.9590.745 0.873
Mammo. 0.886 0.862 0.854 0.721 0.836 0.852 0.866 0.8550.919 0.863
Seismic 0.682 0.698 0.729 0.544 0.732 0.715 0.732 0.7240.621 0.736

Satimage-2 0.977 0.995 0.988 0.542 0.936 0.996 0.963 0.9530.939 0.979
Vowels 0.606 0.723 0.755 0.943 0.975 0.625 0.841 0.8970.951 0.824
Musk 1.000 1.000 1.000 0.416 0.386 0.804 1.000 1.0000.981 1.000
smtp 0.822 0.906 0.921 0.905 0.895 0.789 0.902 0.8660.847 0.932
http 0.996 0.998 0.981 0.356 0.357 0.994 0.996 0.9850.878 0.998

Overall 0.831 0.875 0.889 0.646 0.734 0.787 0.895 0.8920.860 0.901

TABLE III: Results of F1-measure on real-world datasets.
We bold the algorithm(s) with the best F1-measure.

Unsupervised Supervised Semi-supervised Our
PCA iForestPIDForest LOF S-SVM KNN ADOA PUL CPI GALDetector

Thyroid 0.224 0.349 0.387 0.298 0.392 0.541 0.421 0.8460.333 0.643
Mammo. 0.289 0.266 0.376 0.208 0.313 0.491 0.297 0.5010.579 0.473
Seismic 0.224 0.221 0.249 0.145 0.243 0.496 0.253 0.2510.188 0.554

Satimage-2 0.862 0.917 0.775 0.122 0.875 0.949 0.776 0.8380.808 0.949
Vowels 0.155 0.163 0.199 0.413 0.734 0.356 0.287 0.5120.687 0.427
Musk 0.995 0.979 1.000 0.325 0.366 0.557 1.000 0.9910.731 1.000
smtp 0.659 0.735 0.764 0.721 0.683 0.583 0.685 0.6570.586 0.825
http 0.918 0.994 0.903 0.198 0.954 0.217 0.976 0.9620.673 0.981

Overall 0.541 0.578 0.582 0.303 0.570 0.524 0.587 0.6820.573 0.732

algorithm in 4 out of the 8 datasets in terms of AUC value,
and is the top performing or jointly top performing algorithm
in 4 out of the 8 datasets in terms of F1-measure respectively.

As is shown in the experiments, our proposed method
GALDetector has more stable results on most of the datasets
instead of only achieving excellent results on several datasets
as other methods do. Compared with the state-of-the-art
unsupervised anomaly detection methods, i.e., PCA, iForest,
PIDForest and LOF, our proposed method achieves better
performance on almost all evaluation metrics for all datasets.
More specifically, GALDetector achieves gains of 7.03%,
2.59%, 1.13% and 25.51% on these four unsupervised meth-
ods in terms of overall AUC value respectively. Then in
terms of overall F1-measure, the improvements are 19.08%,
15.35%, 14.99% and 42.91% on them separately. This is
because unsupervised anomaly detection methods do not use
label information, and different methods tend to have distinct
effects on different datasets.

We also contrast our method with supervised anomaly
detection algorithms, i.e., Supervised SVM and KNN. The
experimental results show that our method outperforms super-
vised methods to some extent. More explicitly, Our method
achieves gains of 22.51% and 16.69% on these two super-
vised methods in terms of overall AUC value respectively.
And in terms of overall F1-measure, the improvements are
16.15% and 20.78% on these two methods simultaneously.
It is that we do not simply fit the samples to learn an exact
delineation criterion, however we integrate global and local
information and select several potential abnormal samples.

When contrasted with semi-supervised anomaly detection
methods, i.e., PUL, CPI and ADOA, GALDetector can get



results comparable to these three methods, and GALDetector
outperforms these methods on at least five of the eight
datasets in terms of AUC value. Different from these meth-
ods, GALDetector does not utilize any anomaly information,
instead it explores the patterns that normal samples should
conform to, which is more suitable for real-world scenarios.
Moreover, we can see significant enhancement in terms
of overall F1-measure, and the improvements are 14.46%,
4.93% and 15.84% on those three methods simultaneously.

V. CONCLUSION

In this paper, we solve the anomaly detection problem
occurred in scenarios only containing partial labeled normal
samples, this is highly different from the traditional unsuper-
vised and supervised algorithms. Moreover, we do not use
any anomaly information, which is different from the popular
semi-supervised setting where we can obtain a small amount
of labeled anomalies beforehand.

We propose a method called GALDetector, an anomaly
detection algorithm based on observed normal samples,
which concentrates on global and local information simulta-
neously. Our proposed method addresses realistic scenarios in
many domains where it is challenging to capture anomalous
samples while easier to obtain a batch of normal samples.
GALDetector starts from normal samples and takes into
account both global and local information of samples in the
spatial structure, then the corresponding weighted detector is
used for training to identify anomalies. We run experiments
on real-world datasets from different domains, and the ex-
perimental results demonstrate that our proposed method is
well adapted to the current problem scenario and has better
performance compared with existing state-of-the-art methods.
However, owing to absence of anomalous labels, we have to
manually select threshold to identify anomalies. In the future
we desire to update an adaptive threshold selection method.
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