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Abstract-Network-on-Chip (NoC) are considered the promi­
nent interconnection solution for current and future many-core 
architectures. While power is a key concern to deal with during 
architectural design, power-performance trade-off exploitation 
requires suitable analytical models to highlight the relations 
between actuators and such optimization metrics. This paper 
presents a model of the dynamic relation between the frequency 
of a NoC router and its performance, to be used for the design 
of run-time Dynamic Voltage and Frequency Scaling (DVFS) 
schemes capable of optimizing the power consumption of a 
NoC. The model has been obtained starting from both physical 
considerations on the NoC routers and identification from traffic 
data collected using a cycle-accurate simulator. Experimental 
results show that the obtained model can explain the dependence 
of a router congestion on its operating frequency allowing to use it 
as a starting point to develop power-performance optimal control 
policies. 

I. INTRODUCTION 

Many-core architectures are regarded as one of the most 
promising solution to deliver increasing processing capabilities 
to future general purpose computing systems. 

However, the shift from multi-core to many-core chips will 
impose even more stringent requirements on the interconnec­
tion architecture to provide an increasing number of cores with 
instruction and data streams to process. This is causing the 
shift from bus-based interconnection schemes to Network-on­
Chip (NoC) based ones. 

Another increasingly concerning design challenge is power 
optimization. As power dissipation in multi-core and many­
core systems is no longer almost entirely concentrated in the 
cores themselves, the contribution of other on-chip compo­
nents can no longer be considered negligible. In particular, 
Network-on-Chip can consume a significant part of the total 
chip power [1]. Therefore, techniques that can reduce the 
power consumption of NoCs, and in particular explore their 
power-performance trade-off are of particular interest. 

One promising paradigm for NoC design is the Global 
Asynchronos Local Synchronous (GALS) one [2]. Its useful­
ness stems from the fact that, as the number of transistors per 
chip keeps increasing, so does the power consumption required 
to distribute a skew-free clock throughout the chip. The GALS 
design paradigm partitions the chip in a number of frequency 
islands that are synchronous on the inside, and asynchronous at 
the boundaries. This design methodology can adapted to NoC 
quite easily, by designing tiles composed of cores, caches and 

NoC routers, and using asynchronous network links to provide 
interconnection among tiles [3]. 

As the design of GALS NoCs requires to introduce resyn­
chronizer circuits or asynchronous First-In First-Out queues 
(FIFOs) at the tile boundaries to prevent metastability [4], 
this allows tochange the frequency of tiles independently, 
and therefore employ Dynamic Frequency Scaling (DFS) and 
Dynamic Voltage and Frequency Scaling (DVFS) schemes to 
further optimize the power-performance trade-off. 

This work starts from the scenario just sketched, having as 
aim to develop dynamic models of the performance of a NoC 
router subject to frequency changes, to allow the development 
of more refined control schemes with respect to the present 
state of the art. 

A. Novel Contribution 

We developed an accurate and flexible dynamic frequency­
performance model for the NoC routers to be used for power­
performance run-time optimization exploiting frequency scal­
ing as an actuator. In particular the model allows to easily 
abstract the optimization policy design focusing on the re­
quired solution properties. More schematically, the proposal 
encompasses three different contributions: 

• Frequency to performance dependence - The presented 
model explains the relation between the frequency of 
a router and its performance level. This aspect is of 
paramount importance to abstract the model and has been 
verified on an extensive set of experiments. 

• Fine-grained run-time optimization enabler - The pro­
posed model accounts for the dynamic behavior of the 
router's performance when a frequency change occurs. 
To this extent it is possible to evaluate run-time optimiza­
tion policies that account for the behavior we observed 
between the time the frequency is changed and the time 
the level of performance really increases. 

• Flexible and extensible evaluation framework - The 
model has been evaluated considering an ad-hoc frame­
work that integrates a GALS model for the NoC de­
veloped inside a multi-core simulator. The integrated 
flow represents a great improvement to the state of the 
art, since it combines the semantic of a cycle accurate 
simulation with a complete asynchronous NoC model al­
lowing for DFS power-performance optimizations. Such a 
framework also accounts for resynchronization overhead 
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at the tile boundaries, by modeling a two way handshake 
resynchronization scheme similar to the work in [5]. 

B. Paper Structure 

The rest of the paper is organized in three sections. Section 
II is an overview of the state-of-the-art on NoC models focused 
on power-performance optimization exploiting frequency scal­
ing actuators as well as early stage simulation toolchain 
allowing to assess such methodologies. Section III presents 
the power-performance model. Results are then reported and 
discussed in Section IV, while conclusions are drawn in 
Section V. 

II. REL ATED WORKS 

This sections presents the state of the art on Network-on­
Chip power-performance trade-off, focusing on two different 
aspects related to the DVFS mechanism. First, an overview of 
different power-performance optimization methodologies will 
be discussed with particular emphasis on modeling. Then, 
some frameworks will be presented that allow for power­
performance trade-off in the on-chip networks, since they are 
required to support both NoC modeling as well as NoC power­
performance optimization. 

[6] discussed a fine-grained frequency tuning scheme for 
NoC router to optimally manage the power-performance trade­
off. In particular the methodology exploits signaling between 
routers to collect critical information to steer frequency. More­
over, the work allows for a run-time VC reconfiguration to 
aggressively save power. However, the proposed solution does 
not model the relations between routers' frequencies and real 
performance and power measures. Thus the proposed solution 
cannot be easily improved, since it represents a fixed heuristic. 

The work in [7] leverages the traffic unbalancing within a 
specific NoC topology to exploit the classical technique of 
DVFS to minimize the power consumption coupled with ad­
hoc routing algorithms. A power minimization linear program­
ming model has been proposed to find a routing that minimizes 
the power consumption while satisfying the traffic demands 
and meeting the link capacity constraint. The solutions relies 
on a mathematical formulation that must be solved at design 
time considering an average behavior for the whole system. In 
contrast, our paper presents a model of the relation between 
frequency and performance that allows to design run-time 
optimization policies. Moreover, our solution can implicitly 
account for run-time variations in requests and failures. 

Different proposals focus on the queuing theoretical frame­
work to model on-chip networks. [8] presented analytical 
model that focuses on QoS assurance. However, it assumes 
that the NoC has an underlying synchronous behavior with 
constant service time routers, thus it is not suitable for 
optimization using the well known DVFS-based actuators. 
Moreover, it assumes infinite buffers, and taking into account 
the finite nature of NoC buffers would greatly complicate the 
model. An analytical queuing theoretical approach to model 
NoCs accounting for finite buffers has been presented in [9]. 
In particular the solution exploits the classic queuing theory, 
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while the router serving time model has been derived from 
real data. However, the methodology relies on exponential 
distribution for flit arriving times that cannot in general be 
guaranteed in NoCs [8], and does not account for run-time 
frequency variations. 

The work in [10] proposes an heuristic approach focused 
on DVFS actuators to mitigate power consumption on the real 
Intel SCC multi-core. Even if this solution has been tested on 
a real multi-core, it does not provide an accurate model of the 
relation between frequency and performance thus it does not 
allow to exploit the solution for further improvements. 

In order to support such reviewed proposals, there are 
several simulation frameworks in literature focusing of power­
performance exploration. However, few of them are specifi­
cally focused to support power-performance trade-off analy­
sis in multi-core scenarios enabling DVFS support for NoC 
routers. The Polaris framework [11] allows for power and 
area design space exploration for Network-on-Chip architec­
tures without considering a detailed power estimation for 
both processors and memory hierarchy. Moreover, it does not 
implement an heterogeneous NoC model to allow for run­
time frequency changes during simulation. The work in [12] 
presents Sniper, a framework that can simulate multi-cores 
underpinned by an on-chip network interconnect. Moreover, 
the simulator supports per core DVFS. However such support 
is not present for the NoC model and there is no possibility 
to consider power-performance trade-off for NoC-based multi­
core since the Sniper integration with the McPAT power model 
[13] is not completed yet. The HANDS [14] framework sits 
on GEM5 and allows to simulate multi-core architectures 
collecting power-performance thermal and reliability estimates 
at the same time. Even if this is quite accurate it lacks a com­
plete asynchronous NoC model, thus it is not possible to test 
different DVFS schemes to trade-off power vs. performance. 

III. PROPOSED ESTIM ATION FLOW 

This section presents a model relating the performance of a 
NoC router to its operating frequency, in the form of a linear, 
time-invariant dynamic system, estimated from simulations 
performed on real (i.e., non synthetic) traffic flow. 

A. Proposed model 

The proposed model is mainly intended to be used for de­
signing fine-grained power-performance optimization schemes 
that work at the granularity of a single router, by using DFS 
to change the router frequency at run-time. The frequency to 
congestion relation was devised starting from a set of physical 
considerations to derive the model structure, complemented by 
parameter identification. As a result, the model is of the gray­
box type, with its structure and some of its parameters dictated 
by the underlying process, and the remaining parameters 
identified based on experimental data. First, we define the 
inputs and outputs of the model, then we bind them to the 
concepts of power and performance for a router. Last, we 
detail the internal structure of the router model, i.e. the state 
equations. It is worth noticing we consider a virtual channeled 
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Fig. 1: Control volume for Router 6, in the case when each 
router in the NoC has its own frequency island. The control 
volume contains all one hop neighbors of the considered 
router. It includes Ll and L2 links to count injected flits from 
cores and cache memory. 

wormhole routers, where each packet is split in flits that are 
the atomic transmission units for the NoC. In order to enhance 
the readability we define four quantities as follows: 

• power metric and actuator - We define the router fre­

quency as the proxy for power in our model, due to the 
well known formula that states the linear relation between 
frequency and power as follow: 

(1) 

where Pdyn is the dynamic power of the router, C repre­
sent the equivalent capacitance, V the applied voltage and 
f the frequency. Also, the router frequency is the control 
input that can be modified at run-time to optimize power. 
Note that we do not consider static power, since we are 
focusing on a DFS actuator. 

• performance metric - Given a router j, we define the per 
router congestion metric (Gi,j,t) as the buffer utilization 
for router i due to flits that want to go to router j at 
time t. It is worth noticing that we can define the local 

congestion of a router i as Gi,i,t that are the flits stored 
in the buffers of router i. This last definition can be used 
as a measure for local performance, as reported in [6]. 

• control volume (Ni) - it represents the virtual envelope for 
a router i that contains all its direct neighbors as reported 
in Figure l. The boundary of the control volume is 
crossed by all the router links connected to the neighbors 
of router i, as well as the links connecting router i to its 
CPU and L2 cache. 

• incoming flits InFN"t - it is the number of flits that have 
been inserted in a control volume within a specific time 
interval. 

Starting from the above definitions, one could try to use the 
local congestion Gi,i,t as the performance metric for router i, 

since a low congestion means low latency due to low conflicts 
on shared router resources. However, the utilization of the 
local congestion metric is not enough to model the frequency-

CRu,Ru,t::::O, fRu > 0 CRd,Rd,t= 0, fRd = 0 

Fig. 2: Local congestion limitations considering up- and down­
stream router pair, where the upstream one has flits for the 
downstream one that can be never sent. 

congestion relation on a specific router. Consider for example a 
two routers scenario as depicted in Figure 2. The downstream 
router (I d) has an initial state, where frequency is zero and 
all the input buffers empty, while the upstream router ('U) 
has a frequency greater than zero and flits stored at its input 
ports. As at router Id the local congestion Grd,rd,t is zero, 
each reasonable optimization policy would not increase the 
frequency to minimize power consumption. However, I u has 
both Gru,r.u,t and Gr.u,rd,t different from zero, since it has flits 
that want to go to I d. In such a case flits can never be received 
by I d, resulting in a stall situation. 

In light of this issue, we compute the congestion for a 
router i counting also the number of flits directed towards 
that router that are stored in the routers (and CPUs, memory 
controllers, etc.) one hop before, or, in other terms, the flits 
contained in the control volume and directed to i. This choice 
for the definition of congestion also has the advantage of an 
anticipated response to a sudden increase in the number of 
flits directed to a specific router to improve the performance 
of the control schemes. To this extent we define the global 
congestion for a router i at time t as: 

GCt = " GJ· i t z, � " 
JENi 

(2) 

where LjENi Gj,i,t represents the sum of the congestions on 
neighbors of the considered router i due to flits that want to 
go to router i. 

Once a suitable congestion metric has been found, the 
goal is then to derive a dynamic model of the frequency to 
congestion relation. A possible way is to start from physical 
considerations on the operation of a NoC router, and compute 
a balance of flits in the control volume of a given router. 
By following such considerations, the following model was 
obtained: 

(3) 

First of all, the complete model includes saturations not 
shown here to ease its understanding. Those saturations simply 
account for the fact that the congestion value can never become 
negative, nor increase above the sum of all buffer sizes in the 
control volume. 
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Fig. 3: Dynamic frequency-congestion model. The frequency 
is a controllable input, while the injected flits is a non 
controllable input. 

The model contains an integrator, which is easily explained 
considering that if no flits enter the control volume, and 
the frequency of the router is zero, the congestion remains 
constant. 

Also, physical considerations suggest that flits entering the 
control volume and directed towards the considered router 
cause an increase in its congestion, which explains the I nF Ni,t 

term. In the proposed model the injected flits are considered 
as a disturbance, since they cannot be controlled, while the 
router frequency is the control input. 

The frequency impact on congestion depends on several 
implementation details, i.e. the internal router structure and 
the arbiter policies, while it is reasonable to assume that a 
frequency increase decreases the congestion. Moreover, the 
impact the frequency has on the congestion is function of 
the actual traffic pattern. If we define the input orland output 
serialization, as a set of flits from a common input port 
or multiple flits that want to go to the same output port, 
respectively, the congestion due to serialization increases with 
higher traffic, where collisions are more frequent. In this 
perspective, we added an unknown parameter, ex in Equation 
(3), to describe the frequency-congestion model. 

This last step needed to complete the model is therefore the 
identification of the ex parameter based on experimental data. 
For this purpose, it can be noticed the proposed dynamic model 
belongs to the family of deterministic autoregressive models 
with exogenous input model (ARX) [l5].This allows the use 
of standard identification techniques to find the ex parameter. 
The resulting ARX model is the one depicted in Figure 3. 

B. Simulation framework 

The experimental data needed for the identification process 
was obtained starting from the GEM5 simulator [16], that is an 
event-driven simulation framework for multi-core architectures 
enabling an accurate NoC model [17]. The baseline GEM5 has 
been modified introducing three different main logical blocks. 

First, the event management system of the simulator has 
been extended to support the possibility to change the fre­
quency of NoC routers throughout the simulation, thus mim­
icking the DFS behavior. In detail, it is possible to specify 
flexible frequency islands ranging from a per router granularity 
up to a single global island for the entire multi-core. 

Then an implementation within the simulator of a two-way 
handshake protocol for resynchronization among routers has 
been introduced. The protocol is similar to the work in [5], 
and the implementation accounts for the timing overhead of 
the resynchronizer component. 

Tile Tile 

Tile Tile 

Alpha 21264 
Core 

L2 Router L2 

Fig. 4: Tile details for the simulated multi-core. 

Last, a flexible logging framework was introduced to collect 
run-time data. In particular, this allowed to extract the global 
congestion and I nF metrics, as defined above, from arbitrary 
NoC routers with traffic patterns produced by the simulated 
cores running applications taken from the MiBench [18] suite. 

IV. RESULTS 

The accuracy of the proposed model as well as its feasibility 
and usability issues are discussed in this section. Section IV, 
describes the experiments that have been performed to collect 
identification data, while Section IV-B presents the obtained 
model along with a discussion of its properties. 

The data required for identification are obtained from the 
simulator described in Section III-B. Due to the lack of space, 
we considered a representative 2D-mesh 16-core tiled architec­
ture only. Each tile is composed of an Alpha 21364 processor 
running at 2GHz, with private Ll caches and a distributed 
shared L2 cache composed of 16 banks, one connected to 
each router as depicted in Figure 4. 

A. Simulation setup 

We simulated different scenarios using several applications 
taken from the MiBench suite. 

For each simulation, one of the routers was selected as the 
target for identification. Its operating frequency was alternated 
between 2GHz and 100MHz every 500 clock cycles, so as 
to stress the frequency to congestion dependence, leaving the 
frequency of all the other routers fixed at the default value of 
2GHz. Also, the logging framework was exploited to collect 
every 5 clock cycles congestion and I nF metrics, as described 
in Section III-A. 

The model has been evaluated considering different mi­
croarchitectural parameters. In particular data collection and 
identification has been done considering 2 and 4 virtual 
channels for each virtual network in the considered multi­
core. Moreover, we checked the dependence of the model with 
respect to the router placement in the NoC. The first half of the 
experiments was performed by selecting a router at the edge 
of the NoC, router 0 in Figure l. This router is connected to 
two other NoC routers and a memory controller. In the second 
half of the experiments, router 5 was selected. This is an inner 
router connected to four other NoC routers and no memory 
controller. 

B. Model identification 

The presented model has been completed by identification 
of the ex parameter based on the full dataset obtained by 
concatenating the traces for all the tested MiBench [18]. 
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Fig. 5: Experimental data (red) and 1 step prediction (black) using the estimated model against different benchmarks for Router 
5 considering the 2D-mesh topology presented in Figure 1 and 2 VCs. 

TABLE I: Estimated alpha parameter and Final Prediction Er­
ror (FPE) for the NoC configuration with two virtual channels. 

benchmark Ro R5 
FPE a FPE a 

basicmath 0.83 0.086 2.63 0.357 
stringsearch 17.40 0.308 6.38 0.515 

bitcount 19.13 0.309 6.61 0.574 
dijkstra 4.68 0.225 3.58 0.173 
susan 15.10 0.210 5.91 0.325 
qsort 9.02 0.245 8.42 0.343 

ALL II 4.38 I 0.213 II 2.42 I 0.235 I 

TABLE II: Estimated alpha parameter and FPE for the NoC 
configuration with four virtual channels. 

benchmark Ro R5 
FPE a FPE a 

basicmath 0.82 0.086 3.04 0.335 
stringsearch 17.19 0.297 6.97 0.567 

bitcount 15.93 0.269 7.01 0.596 
dijkstra 2.20 0.100 2.71 0.160 
susan 14.28 0.206 6.13 0.334 
qsort 8.38 0.246 7.92 0.334 

ALL II 2.34 I 0.101 II 2.77 I 0.184 I 

To test the dependence of the ex parameter on the 
application-generated traffic patterns, the identification was 
repeated using traces from individual datasets. Relevant results 
are reported in Table I and in Table II for identification with 
two and four virtual channels respectively. Tables share the 
same format, the first column reports the benchmark trace 
used for model identification while the ALL row represents 
the identification result using the concatenation of all the 
tested MiBench benchmarks. The other rows report selected 
benchmarks only due to space limitations. Then, the two multi­
columns report data for router 0, i.e. RO, and router 5, i.e. R5. 
In particular each muIticolumn reports the Final Prediction 
Error (FPE) and the ex coefficient identified starting from the 
specific benchmark trace. The Final Prediction Error (FPE) 
represents a neutral measure for the accuracy of the model to 
describe data, where lower values mean better model [15]. 

Starting from data in Table I and Table II three different 

observations may be discussed. First, the physical placement 
of the router, i.e. RO corner-side or R5 central router affects 
the estimation of the ex parameter as reported in Table I and 
Table II. For example, the first line in Table I reports an 
estimated ex for basicmath trace equal to 0.086 on RO and equal 
to 0.357 on router 5. This means that a frequency increase has 
a great impact on an internal router then on a corner-side one. 
However, the identified ex parameter considering all the traces 
provides similar results for both internal and corner routers. 
For example, the ALL row in Table I reports an ex to 0.213 
and equal to 0.235 for router zero and router 5 respectively. 

Second, the behavior of the single application greatly influ­
ences the model identification, since we experienced different 
FPE values for different applications. For example, consid­
ering the same 2 VCs multi-core for router 5, i.e. results in 
multicolumn R5 of Table I, the identification using basichmath 

trace has an FPE equal to 2.63, while the FPE for stringsearch 

is 6.38. Moreover, the ex coefficients are 0.357 and 0.515, 
respectively. Thus, the applications seem to influence the 
frequency-congestion relation even if the coefficient ranges 
between 0.173 and 0.574 considering R5 in Table I. However, 
the identified model does not contains saturations yet, that 
allow for an increased accuracy prediction. 

While the variability of the ex parameter due to different 
applications is limited, there is a need for a comprehensive 
evaluation of the ability of the proposed model to track the 
experimental data. 

In this perspective, we reported another set of experiments, 
where the identified model augmented with saturations has 
been used to predict single benchmark traces as reported 
in Figure 5 for router R5 for the 2 VCs architecture. The 
model has been identified from all data collected for router 
R5. Then, we assessed how the identified model can predict 
the trace of a single application. In particular, we focus on 
the accuracy, i.e. how well the model approximates data, and 
tracking property, i.e. the ability of the predictor to follow data 
with great excursions. We also assess this property considering 
RO data traces, while prediction results are reported in Figure 
6. Figure 6b allows to assess the tracking property of the 
proposed model, since trace (red line) presents high variations 
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Fig. 6: Experimental data (red) and 1 step prediction (black) using the estimated model against different benchmarks for Router 
o considering the 2D-mesh topology presented in Figure 1 and 2 VCs. 

and the one-step predictor accurately mImICS such behavior 
with minimum delay. The same behavior is observed in Figure 
6 where the estimated predictor can follow a trace that is 
highly variable and variations are quite fast. On the other side, 
Figure 5a highlights the accuracy of the predictor consider a 
trace with a variable behavior. For example, the congestion 
dynamic is quite fast between samples 400-500, while it has a 
slower dynamic in the rest of the plot. Despite of the changing 
behavior of the trace, the predictor can reasonably follow the 
simulation data. 

V. CONCLUSIONS 

We presented a simple yet accurate dynamic analytical 
model to bind the frequency of a router to a congestion metric 
in a NoC-based multi-core developed starting from physical 
insights. Our proposal focuses on the run-time frequency track­
ing allowing to mimic real DFS equipped routers. In particular, 
the proposed analytical model represents a valid solution to 
design optimal power-performance policies to manage the 
router frequency at run-time. The possibility to exploit such 
trade-off is intrinsic in the model, since congestion represents 
a performance metric [6] while frequency is a knob to manage 
dynamic power. Experimental results show the accuracy that 
the predictor extracted from the model has with respect to 
different data traces, allowing to use such a model as reference 
to design power-performance optimization policies. Last, the 
model validation has been done considering different routers 
in the NoC, different benchmarks, frequency changes over a 
wide range and different architectural parameters, i.e. variable 
number of VCs. 
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