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Abstract—This paper studies intelligent reflecting surface (IRS)
assisted active device detection. Since the locations of the devices
are a priori unknown, optimal IRS beam alignment is not possible
and a worst-case design for a given coverage area is developed. To
this end, we propose a generalized likelihood ratio test (GLRT)
detection scheme and an IRS phase-shift design that minimizes the
worst-case probability of misdetection. In addition to the proposed
optimization-based phase-shift design, we consider two alternative
suboptimal designs based on closed-form expressions for the IRS
phase shifts. Our performance analysis establishes the superiority
of the optimization-based design, especially for large coverage
areas. Furthermore, we investigate the impact of scatterers on
the proposed line-of-sight based design using simulations.

I. INTRODUCTION

Intelligent reflecting surfaces (IRSs) have gained significant
attention due to their capability of transforming the wireless
channel into a programmable smart radio environment [1]].
An IRS comprises a large number of unit cells, which are
configured to induce specific phase shifts to an impinging elec-
tromagnetic wave. Given an optimized phase-shift design for
the unit cells, an IRS can significantly improve the performance
of the communication system [2]. However, most works in the
literature propose phase-shift designs for an active communica-
tion link and do not consider use cases where the activity and
the location of a device are a priori unknown. The detection
of active devices is needed, e.g., in Internet of Things (IoT)
networks, where sensors provide sporadic status reports, and
in the initial access stage of cellular communication systems
[31, [4]]. For such applications, since no communication link
exists prior to the successful detection of the active devices, the
phase-shift designs proposed in the literature are not applicable.
Consequently, alternative phase-shift designs are required that
provide basic connectivity over an IRS-assisted channel at any
time and regardless of the devices’ locations.

To this end, this paper studies the detection of active
devices in IRS-assisted communication systems. We assume
a given coverage area, where devices sporadically access the
base station (BS) for data transfer by transmitting known
synchronization signals, while the exact locations of the active
devices are unknown. Furthermore, we assume that the direct
link between the devices and the BS is blocked and an IRS
is deployed to achieve connectivity. In order to find suitable
phase-shift designs for the IRS, we first derive a generalized
likelihood ratio test (GLRT) detector for the synchronization
signals based on a physics-based model of the IRS-assisted
end-to-end channel. Subsequently, we propose an optimized
phase-shift design that minimizes the probability of misdetec-
tion for the devices’ worst-case locations. Moreover, we study
two heuristic analytical phase-shift designs and compare their
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Fig. 1. Schematic illustration of the considered IRS-assisted communication
setup for active device detection.

performance to that of the optimized design for various channel
conditions.

We note that phase-shift optimization has also been stud-
ied for the initial access in millimeter-wave communication
networks [3[]-[5]. However, these results sythesize the beam
pattern for a BS for specific angles whereas the IRS phase-
shift design has to create a reflection pattern that depends on
both the incident and the reflection directions. Thus, the results
for millimeter-wave communication networks are not directly
applicable to IRS-assisted systems.

Notations: tr (X), XT XH and diag(X) denote the trace,
transpose, conjuate transpose, and the vector comprising the
elements on the main diagonal of matrix X, respectively. A
positive semidefinite matrix X is characterized by X > 0 and
the identity matrix of size N x N is denoted by In. [x],
refers to the nth element of vector x. R and C denote the set
of real and complex numbers, respectively. x ~ N(a, B) and
x ~ CN (a, B) refer to normal and complex normal distributed
random vectors x with mean vector a and covariance matrix
B, respectively. The remainder of the division a/b is denoted
by a (mod b) and the largest integer less or equal to x is given

by [z].
II. SYSTEM MODEL

Fig. [T illustrates the considered communication scenario
consisting of a BS, an IRS, and a coverage area where the
devices of interest are located. The blockage prevents a direct
link between the devices and the BS. Therefore, the IRS is
deployed to reflect waves originating from the coverage area
towards the BS. The center of the IRS is the origin of two
coordinate systems. In particular, for ease of presentation,
we use a standard Cartesian coordinate system (z,y,z) to



characterize the coverage area and the IRS unit-cell locations,
and a spherical coordinate system (d, 6, ¢) to characterize the
location of the BS and the incident and reflection angles on
the IRS, see Fig. [I}

A. Coverage Area and Devices

Two parameter sets define the rectangular coverage area
in the yz-plane: the coordinates (c,cy,c.) of the center of
the area and dimensions (A,,A,) along the y and z axes.
In general, we use the coordinates (g, q,,q.) to refer to a
specific location ¢ in the coverage area, where q, = c,,
Gy € [cy—Ay/2,cy+Ay /2], and g, € [c.—A;/2,c.+A/2].
Most of the time, a device in the coverage area is inactive and
not synchronized to the BS. When new data arrives in the
transmit buffer of a device, it becomes active and attempts
to access the BS by transmitting a predefined synchronization
signal x € C° comprising S symbols. We define a constant
transmit power P, for each symbol and assume only one device
is active at a time.

B. Intelligent Reflecting Surface

The IRS is located in the zy-plane and comprises U =
U,U, unit cells, where U, (U,) is the number of unit
cells along the z-axis (y-axis). The unit-cell spacing in z-
direction (y-direction) is denoted by d, (d,). We define set
U=1{0,1,...,U — 1} and index each unit cell by u € U or
by the two-dimensional index

(mod U,) —U,/2+1 (1
uy = [u/Us] —Uy/2 +1, )

where we assume that U, and U, are even numbers. The
coordinates of the (ug,u,)th unit cell are given by vector
Cupy = |dwtiz dyu, 0]". The phase shift of the wuth
unit cell ¢,, determines the uth element of phase-shift vector
w e CY, ie., [w], = el?u.

Following the model in [6]], we assume that both the trans-
mitter (device) and the receiver (BS) are located in the far field

(@) r T
of the IRS. Let ®{* = [p 4(?| and ¥, = [0, &/]
denote the direction from the IRS to a transmitter at location

q and to the BS, respectively. Then, the IRS response function
(6]

Uy = U

g(® W) =@ @) (TP ¥ )w, (3

characterizes the reflected wave observed in direction W,
caused by an impinging plane wave from direction \Irf;”. The
elements of the steering vector a(\IIEQ), W,) in are given
by
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k(P) = N [sin(0) cos(¢) sin(f)sin(¢) cos(d)]”, (5)

where A denotes the wavelength and W refers to an inci-
dent direction \II,EQ) or reflection direction W,. Furthermore,
v(\Ilﬁq), W) in (@) denotes the unit cell factor and is specified
in [6, Section II.D].

C. Channel Model

We consider single-antenna devices and a multiple-antenna
BS with M antenna elements. We assume IRS and BS are
deployed at sufficient height such that their line-of-sight (LoS)
is much stronger than any scattered links. However, since the
devices are at low heights, several scatterers may contribute to
the device-IRS channel. Hence, the end-to-end channel from
location ¢ in the coverage area to the BS is modelled as

L—1
hy =h, Y g(}), ¥,k (©)

1=0
where h, = h,b denotes the IRS-BS channel with b € C
being the BS steering vector. The mth phase shift ¢, of
[b],, = e’¥m is relative to the reference phase ¢, = 27d,./\
of the IRS-BS free-space channel

A
h, =
4rd,
where d, denotes the IRS-BS distance. Moreover, L in (6)
denotes the number of paths in the device-IRS link and
hgql) denotes the channel coefficient of the lth path, where
I € {0,1,...,L — 1}. The LoS channel coefficient, h%, is
deterministic, whereas the non-LoS channel coefficients are
modelled as Rayleigh fading, i.e.,

ej Pr

) )

A (@)
WY = 2 i 1=0 (®)
’ 47Td§q)
WY ~ e (0, P8s) 1#0. )
In @, ¥ = 27d? /), where d\” denotes the distance

between device location ¢ and the IRS. In (), Pl(,(ll\I)LoS denotes
the average power of the /th scattered path. Furthermore, the
incident directions \Ilgql) for [ # 0 of the scattered waves
originating from location q are modelled as random variables
that are specified by a given probability distribution [7].

III. ACTIVE DEVICE DETECTION

For the design of the detection scheme at the BS, we assume
that only few scatterers exist in the device-IRS link and that the
LoS path contributes most power to the received signal. This
assumption is justified for systems operating in the millimeter-
wave frequency bands [8]]. Thus, for tractability, we design the
system based on the LoS link only. However, in Section[V] we
will investigate the impact of scatterers in the device-IRS link
on the proposed design. Assuming only the LoS link exists,
the received symbols that originate from a device at location
q are given by

Y, = h,bx" +Z, (10)

where the element in the mth row and sth column of Y, €
CMxS denotes the symbol received at the mth BS antenna
and in the sth symbol interval, s € {0,1,...,S — 1}.
Moreover, the end-to-end channel coefficient is given by
he = heg(®$%, ®,)h{% and the elements of Z € CM*S are
mutually independent complex normal random variables with
zero mean and variance ai, denoting additive white Gaussian



noise. We assume b is given and fixed because its values only
depend on the geometry of the BS antenna. Therefore, we
adopt a matched filter vl = pf / \/]\7 at the BS and obtain
the filtered signal

yg:VHYq:thquJrzT:ququrzT, (11

where 27 = v#Z ~ CN (0,0215), s = xTV/M|h,|, and
eq = exp(j arg(hy)). Here, arg(h,) denotes the phase of h,.
Although we can determine e, using (3), (7), and (8), its value
depends on the exact knowledge of distances d, and dfﬂ)
In practice, these distances have to be obtained from mea-
surements with a limited accuracy. Unfortunately, even small
deviations (on the order of wavelengths) from the exact values
may result in large variations of arg(h,) and consequently of
eq- As a result, we model ¢, as a deterministic, but unknown
variable. On the other hand, the impact of estimation errors
for d, and dgq) on |h,| and equivalently s, is less significant.
Hence, we assume that |h,| and s, are known.

In general, for active-device detection, two hypotheses are
defined and the detector decides for either of them given the
observation [9]]. For the problem at hand, the hypotheses are:

(12)
13)

Ho : device inactive =>y,=2

H; : device active =Yy, =8¢+ 2

For derivation of the detection scheme, we apply the GLRT
concept, which replaces the unknown variable e, by its max-
imum likelihood estimate. Denote f(y,;eq, 1) as the proba-
bility density function (PDF) of y, under #; with parameter
eq and f(y,;Ho) as the PDF of y, under #Ho. Then, the
generalized likelihood ratio for considered scenario is given
by

max., f(y,;eq Hi)

f(yg;Ho)

and the detector decides for H; when (14) is larger than a
detection threshold ¢'. For S > 1, it can be shown [9, Chapter
7] that Lg(y,) > t' is equivalent to

La(y,) = (14)

H
T(y,) =2InLg(y,) = 2|2’ >2Int' =t. (15
Sq
The distribution of 7'(y,) under both hypotheses is
Ho: T(y,) ~x5(0) (16)
Hi: T(yy) ~ x5 (%), (17)

where x3(7,) denotes a x? distribution with 2 degrees of
freedom and non-centrality parameter

Py
Vg = 2SM\hq|2J—2 (18)

One can directly obtain the probability of false alarm I'py =
Pr{T(y,) > t|Ho} and the probablhty of misdetection Fl(\/[}D =
Pr{T(y,) <t|H1} from (I6) and (T7) as [, Chapter 13.4]

Pra =1 - Fyag)(t) and r%? = Fa(y (), (19)
where F. ) denotes the cumulative distribution function

)
(CDF) o %(’yq) distribution. We observe from that

for a given desired probability of false alarm, the respective
detection threshold ¢ is given by ¢t = F', —Tga).

IV. PHASE-SHIFT CONFIGURATION

2o

The phase-shift vector w in (3) controls the reflection of
the waves impinging on the IRS. The ideal phase-shift design
should provide a low misdetection probability for the entire
coverage area because the location ¢ of the active device
is not a priori known. Therefore, we formulate a worst-
case optimization problem for minimizing the probability of
misdetection. Moreover, we propose two heuristic approaches
employing closed-form phase-shift vectors.

A. Optimal Phase-Shift Design

We target a phase-shift design that minimizes the worst-case
probability of misdetection I‘l(\fﬁ) across the entire coverage
area. For tractability of the optimization problem, we model
the coverage area as a set of () locations obtained from a
grid in the yz-plane. Then, every location of interest is index
by ¢ € {0,1,...,Q — 1} = Q. We note that the grid can
be selected to guarantee a desired accuracy, e.g., the grid
spacing can be chosen sufficiently small such that two adjacent
locations experience approximately the same channel gain.
The optimization objective is the minimization of the largest
I’l(\;% for ¢ € Q. However, F%\/{?} in (I9) is a monotonically
decreasing function in 7, such that an equivalent objective is
the maximization of the smallest v, for ¢ € Q. Moreover,
omitting the constant factors in (I8), the objective reduces to
maximizing the smallest

2 _ A A () H/ g, (@)
hal* = 4ﬂd§q)u(\pt )2 (T ww|  (20)
for ¢ € Q. Using the definitions
=H(g(2) _ A A (a) H/ g (D
a” (o, ,‘I’r)—4ﬂdr47rd£q)v(‘11t ,U)a” (U, W)
210
AW, w,) = a(w?, w,)a" (e, v,), (22)

we rewrite as |hy> = wHA(®? W, )w and formulate

the following optimization problem:
max min
W VqeQ
st |[wlu] =1,

(P1) wHA(WY W \w

Vueld

Problem (P1) is not convex in w due to the unit-modulus
constraint [[10]. A common approach to obtain an approximate
solution of (P1) is semi-definite relaxation (SDR) [11]]. Using
W = ww! and w/A(T9 ¥, )w = tr (A(wﬁ‘”, lIl,.)W>,
a relaxed version of (P1) is obtained as

P2) Hvbai( T
st. <t (A(\IIE”), \IIT)W> . VqeQ
diag(W) =1
W > 0.



Standard convex solvers, e.g., [[12f], find the optimal solution
W of (P2), but rank(Wopl) = 1 cannot be guaranteed,
which means we cannot obtain the optimal phase-shift vector
Wopt from W, directly. Instead, we determine an approxima-
tion Wop using Gaussian randomization [11]]:

1) For g € {0,1,...,G — 1} = G, generate G random

vectors vy ~ CN (0, Wop).

2) For g € G, set |[[vglu| =1 Vu e U.

3) Wop = arg max,, vgeg MillvgeQ VfA(\Ilgq), vy,
In the remainder of this work, we refer to Wy as the
optimized phase-shift design. Problem (P2) is a semi-definite
programming problem and, given a solution accuracy € > 0,
can be solved with a worst-case computational complexity of
O(U+Q)*VUlog(1/e)) [11]. Although there is a polynomial
dependency on U and (Q, the complexity can be afforded
because the considered phase-shift design is an offline problem
that is solved once in the design stage of the system. Neverthe-
less, in the next subsection, we propose two closed-form phase-
shift designs that entail a lower complexity than the optimized
design.

B. Heuristic Phase-Shift Designs

In the following, we consider analytical phase-shift vector
designs characterized by

[(Wluyu, = exp (j [um Uy 0] Vw(ux,uy)) , (23)

where Vw(u,u,) € R® denotes the phase-shift gradient.
The first design is based on a constant phase gradient that
results in a linear phase-shift design. It is known that such
a design maximizes the reflection gain for a specific incident
direction [6]. A straightforward approach chooses the center of
the coverage area as the direction for maximum gain, but this
leads to poor performance at the corners of the area. Therefore,
we propose a design that partitions the IRS and the coverage
area into K tiles, respectively, indexed by k£ € {0,1,..., K —
1} = K. Then, we apply the linear phase-shift design where
each tile of the IRS covers one tile of the coverage area. The
partitioning is performed along the y-axis and the kth tile of
the IRS is specified by u") € {kU,/K —U,/2+1,..., (k+
1)U,/K — U,/2}. Furthermore, \Ilgc") denotes the direction
from the IRS to the center of the kth tile of the coverage area.

This results in the phase gradient
Vw(tg, uP) = — (k(\Il,(f’“)) + k(\IlT)>

¢ 24)
and specifies the phase-shift vector of the kth IRS tile.

The second design is based on the work in [13]], which uses
a linear phase-shift gradient resulting in a quadratic phase-
shift design. This approach provides wide coverage by design.
The main idea is to determine the required constant phase
gradients for every location of the coverage area and obtain
their minimum and maximum values. Then, the phase gradient
interpolates between these values with a linear function to
cover to entire area. To this end, we define the phase gradient

Vw(ug,uy) = |0 uy 0| [ay| + |By
0 0 O 0 0

(25)

TABLE 1

SIMULATION PARAMETERS
Parameter Value Parameter Value
A 0.1m (dz,dy) (A/2,X/2)
(Uz,Uy) (8,8) (czrcy,cz) (—10m, —50m, 50 m)
(dyy 0y, &r) (30m, 0°,90°) M 16
Tra 0.1 P, 28 dBm
a2 —95dBm S 32

and determine o, oy, Bz, and 3y by solving

z %y

Voo (u™™, ™) = min — (k(\piq)) + k(\IJT))

VqeQ
max max ’ (Q) (26)
Ve(up® ) = max — (k(U") +k(¥,)) .

where the min and max operations are elementwise and u; " =

U2+ 1, ug™ = =Uy /2 4+ 1, uf™ = U, /2, and up™ =
Uy/2. Thus, (23) and (26) specify the phase-shift vector in

V. PERFORMANCE RESULTS

In this section, we study the misdetection probability for the
proposed phase-shift designs. We set the noise power as 02 =
NyBF = —95dBm assuming noise power spectral density
(PSD) Ny = —174dBm/Hz, signal bandwidth B = 20 MHz,
and noise figure ' = 6 dB. Table [ specifies all relevant system
parameters.

To illustrate the impact of different phase-shift designs on
the reflection beams of the IRS, Fig. E] shows the misdetection
probability for all points in the yz-plane with x = —10m,
i.e., at the ground. The beam of the linear design with K =1
is focused at the center of the coverage area and does not
provide sufficient gain in the upper right corner of the area.
The quadratic design generates a well aligned beam. However,
compared to the optimized design, it is not wide enough to
create high gain for the entire coverage area.

Fig. 3] shows the maximum misdetection probability I'vip =
maxgeQ Fg?[) based on for the LoS case, ie., L = 1.
We plot I'yyp for the heuristic designs using the analytical
phase-shift vector in (23)) whereas the curve for the optimized
design represents the average I'yip obtained for 80 randomized
phase-shift vectors Wop with G = 3000. We observe that the
optimized design provides the best performance. The heuristic
designs achieve similar results for small areas, but cannot
compete with the optimized design for larger areas. Moreover,
for large areas, the linear design with K = 4 outperforms the
design with K = 1, which confirms that larger areas require a
wider reflection beam, i.e., more tiles. This is inherently taken
into account by the quadratic design, which yields a better
performance than both linear designs for all considered sizes
of the coverage area.

The impact of scatterers in the device-IRS link on the
proposed LoS-based design 2is shown in Fig. 4] We set L =5
Tl hg?g , where we vary p to evaluate
different scattering conditions. The scatterers’ locations are in
the local environment of the active device and their incident

(9) _
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Fig. 2. Misdetection probability for different phase-shift designs and area side length Ay, = A, = 30m.
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Fig. 3. Phase-shift design comparison for LoS channels.
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Our performance comparison showed the superiority of the
optimized design and demonstrated the impact of scattering on
the LoS-based designs. More sophisticated phase-shift designs
that take into account the impact of scattering constitute an
interesting topic for future work.

Area Side Length Ay = A, (m)

Fig. 4. Optimized phase-shift design with scattered device-IRS channel.

directions are chosen as \Ilg’ql)>0 ~ N(\Ilg?g,diag(O.P,O.lz)).

Fig. @] shows the average worst-case misdetection probability
obtained from Monte-Carlo simulations evaluating (T3). In
the presence of scatterers, we observe an increase of I'yp
compared to the LoS case because the non-LoS components
in (6) may add up destructively, leading to fading and a lower
received power. The variation of the received power has less
impact on I'yyp when the size of the area is large, as in this
case, the size of the coverage area is the performance limiting
factor.

VI. CONCLUSION

This paper studied active device detection in an IRS-assisted
communication system. We derived a GLRT detector and an
optimized worst-case phase-shift design for a given coverage
area. Besides, we proposed two heuristic phase-shift designs.
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