
Ili)l';' .....IIlllg

UIIINIllllgIllllg





LA-UR- 9 3-3137

Title: SIMULA'2ED BEHAVIOUR OF LARGE SCALE SCI RINGS AND TORI

.... _ A

LosAlamos
NATIONAL LABORATORY

LosAlamosNationalLaboratory,anaffirmativeaction/equalopportunityemployer,isoperatedby theUniversityofCaliforniafor theU.S. Departmentof Energy
undercontractW-7405-ENG-36.Byacceptanceofthisarticle,thepublisherrecognizesthattheU.S.Governmentretainsa nonexclusive,royalty-freelicenseto
publishorreproducethepublishedformofthiscontribution,ortoallowotherstodoso,forU.S.Governmentpurposes.TheLosAlamosNationalLaboratory
requeststhatthepublisheridentifythisarticleasworkperformedundertheauspicesoftheU.S.DepartmentofEnergy

FormNo.836R5ST262910/91

1_STI_IBUTION Of"- THrS DOCUMENT IS UNLIMITED
i



Simulated Behaviour of Large Scale SCI Rings and Tori

Hojung Chat i, Ron Daniel Jr. :1:2,and Alan Knowles_
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Abstract 2 SCI

SCI (Scalable Coherent Interface) is a new IEEE standard SCI began as an attempt to define an ultra-high-perfor-
for a high speed interconnect in parallel processors, lt is mance bus to follow FutureBus+. However, it is impracti-
attracting interest because of its high bandwidth (1 cal to push backplane bus technologies significantly past
GB/sec/link) and low latency. The default SC! topology is the capabilities of FutureBus+ because of the "ringing'"
a ring, which does not scale well to large numbers of pro- associated with multi-tapped transmission lines. Therefore,
cessors. This paper uses stochastic and trace-driven simu- SCI abandoned the backplane model and adopted
lations to compare the performance of SCI-based parallel unidirectional point-to-point links. The SCI standard 15] is
computers with a ring topology to those based on a torus organised in three levels; physical, logical, and cache-co-
topology. We also look at the effects of varying some of the herence. The physical level defines 2 implementations.
internals of the SCi components. The first provides a bandwidth of 1 GB/sec/link over 18

differential pairs. The second provides 1 Gb/sec/link over
medium length runs of coax or long runs of fibre.

1 Introduction The logical level defines a packet-based protocol that
provides bus-like functions to the nodes. The difficulty of

The goal of the ex-static project is to simulate the sorts of unidirectional links is, of course, that status information
massively parallel architectures that can provide a basis has no way to go from the receiver back to the sender. SCI
for implementing large scale Neural Networks (NNs). The nodes can be chained into ring topologies so that status in-.
simulations allow us to compare the performance of tormation can get back to the sender by flowing around
different architectures on various NN tasks [1, 2, 3]. This the ring. To reduce latencies, SCI packets are small and
paper presents results from our simulations of members of have very small headers. Interfaces can make routing de-
the ClusterNode architectural family. The machines we cisions in nanoseconds, allowing the use of through-rout-
model use clusters of TMS 320C40 DSP microprocessors ing techniques to reduce latencies further.
[4] interconnected by the recently adopted standard IEEE The cache-coherence level allows large parallel ma-
1596-1992 Scalable Coherent Interface (SCI) [5, 6]. The chines to be built with a coherent system-wide memory.
DSP chips are well suited to the intensive numeric Machines are not required to utilise this level, and we only
operations that characterise NN applications, and their on- use SCI as the communications fabric for message-passing
board communication links make it easy to implement the machines.
intra-cluster communication network. SCI provides high To get a feel for the operation of SCI, we will discuss
bandwidth, low latency communications. This paper the operation of the simplified interface shown in Figure 1.
compares ClusterNode machines based on SCI networks
with ring and torus topologies. We also examine cluster l Node, ,e.aoe
size tradeoffs and the effects of varying some of the
internals of the SCI interfaces. Sections 2 and 3 describe
SCI and the 2x2 switch that we use in the torus networks.
Section 4 describes the ClusterNode architecture, section 5

describes our simulators, section 6 presents and interprets _

our results, and section 7 gives our conclusions. _ ML,× [_ bypass _ Address

Port_: I I Port

Figure I: SCI Node Interface
1Current address: Dept. of Computer Science, Kwangwoon

University, Weolgyedong, Nowongu, Seoul, Korea A packet's detination lD is its first symbol. The address
2Current address: Advanced Computing Lab, MS B287, Los decoder looks at that ID and decides if the packet is to be

Alamos Natl. Lab, Los Alamos, NM, USA, 87545, rdaniei@ accepted at this node. If not, and the node is not currentlyacl.lanl.gov



transmitting another packet, the packet is routed lo the This illustration is more detailed than the node. interface in
oulpul multiplexer for immediate transmission on the out- l:igure I, but its principles are similar. The main differ-
put link. Tiffs can make the per-hop latency very small (= ences are thai the address decoder, labelled "s_rip", mt, st
I() ns). If the node is transmitting, the incoming packet ac- detect more than one destination ID. Accepted packets not

¢urnulates in the bypass FII:O until ii uar, continue on its destined for this node are then emitted onto lhc other ring.
way. As noted in 171,the bypass FII:O allows rnultiple Due to the more complex logic in the strip box, we assume
nodes on a ring to transmit simultaneously, unlike loken- that packets will he delayed by 4 ns more than for lhc
based schemes, li also allows the system to degrade simple intcrface, and packets Ihal cross ringlets are

gracefully from very low latency virtual cut-through rout- delayed by a further 4 ns.
ing when lightly loaded to store-and-forward when heavily
loaded 13l. 4 CiusterNode architecture

If the packet is addressed to this node, it is sent to lhc
input FIFO. An echo packel is generated and sent back to ()ne of the architectures we are considering is tlm C'hlster-
lhc source node to Icl ii know lhc packet has been safely Node. This is a conceptually simple but interesting archi-
accepted. If the input I:iF() is full, or if a CRC error is tic- lecture with a hierarchical interconneclion network. The
tecled_ the echo packet carries error inlormation back to basic structure is shown below in Figure 3A. The set of
the source node so thai it can relrimsnlit tlm packet. Once a processing nodes is divided into clusters. For simplicily,
packet is safely in the input FIFO, its processing is up to this paper assumes that each cluster has an equal number
the node interface. Typically a I)MA cycle will occur to of nodes. The inlra-c]usler inlerconneclion networks,
piace the packet into node memory, dennted by INtl., are al the lowest level of lhc hierarchy.

When packets are sent by a node, they are first loaded ]'hL clusters are cnnnected by the next higher level inter-
into the output FIFO. As soon its some free space in the connection network, INl. l]xtending the architecture to
symbol stream is detected, the packet is sent. A copy of have more levels conceptually straightforward, as shown
the packet is retained in the FII;O until reception is tic- in Figure 3B.
knowledged, Ihen ii is dropped from the !:I1:0 lo make
rOOlll for illlOlher. Note that a node can easily consl.lllle ali _ _,,,.,,,:c,,,_,.,,o_,,,,,:,,,,,,o,,,
its FIFO space, preventing ii from doing any more com- ".......... "°"""
munication until ii has processed its current entries. To (03(,)..(,,,) (_,)(.,).-.(,.,) (,,)(,)...(_)l ] I I 1
prevent deadlock, the SCI standard requires thai the FllzOs 'U00 ] I ,,_o, ] ... ,N0_,!
have separate sections for requests and responses, so that ...... l ........................[......!'?!_?0":_'/'.'.I_'!"i7777._'?"?...........].............

Inter-Cluster Interconnectlon
outstanding requests do not block IImir t'esponses in the tN_........................ ]

l::IFOs.
B MlIIll.h_vol ChlMo,'Nu'do AnzhJlo.l:h._re

3 Simple SCI switch ¢_c_c_ ¢:_¢___ ¢_<?_?¢_c_ft>Ill _ i .... t I " I
,_ 14 "o 1 .0 14 "_ 1

While the default SCI topology is a ring, others arc possi- I i;i1_ 711 '"'_ ]..................... r.??.............ble. The simplest possible SCI switch would transfer . i.i. "'
"l' ' '("

packets between two rings. Many useful Iopologies, such u,,j,,,,,_.....,,,, ........ ,,,,,
as tori, meshes, and multistage networks, can be developed

from such 2x2 switching elements. The design we model lqgure 3: ClusterNode Architecture
in our simuhitions is shown in Figure 2.

This architecture is motivated by several considerations.
First, lNi should he a higlmr-bandwidtl_ network limn IN()

Under reasonable assumptions, this makes the cost per
connection to il grealer. Second, ii"lhere is some locality in
communications, clustering the processors could lake
advantage of lha' and reduce lhc number of messages thal
must go over INI.

This paper examines the performance of 2-level
ClusterNode architectures built around the TMS32(}C4(I

!,'_,._, ............... 1 I)SI'pr,,cess,,r40/andanSClnetwork.The'r| devic
' ........""_" [ has 6 communica,ions links, each raled al 20 MB/see. l:or&

,',,,,,..............{ INo we will use dlose links lo form completely connected
I " I'{t'|'l,,W P. jI,,,,; ,, , ......... networks. For /NI we will compare a single SCI ring with

a 21) SC! torus. As shown in Ivigure 4, one (740 scrves as
the interface between lhc SC! network and lhc rest of the

Figure 2:2x2 SC! Switch processors in the cluster. This is known as the SCI-IP (SC!
Interface lhocessor), lt perlorms the packetisation and tie-



packetisation to convert between SCI and C40 message where the meanCPUtime and msgSicc paramelers are ex-
formats. Since tile C40 has 6 communication links and we ponentiaily distributed and the ms_Tar.¢et is uniformly
will be simulating completely connected clusters, clusters distributed. This is a closed system, where a process only
may have from 1 to 6 C40 processors, and will always sends a new message after receiving one. We believe this
have an SCI-IP. is a more realislic model for most parallel programs than

the open model used in 17]. Our work also differf; from
that in [7] because we model the interaction with the node

: r'--"_ SCIRING..........S, ] _F=¢,_ processor, while they concentrated solely on the SCI pro-
'-'__4_'J ' _ I_eJ -:_eoi tocol.

_ The stochastic simulator allows us to model the three

/
Bus Inl,rJrlaco

SCI-{P (SCl-Clustu{

__.,o,°,,o°P.... ........ f ]=c,.,_ :-A_-L_J=_.....
..... timing parameters (SCI Delay, IP Delay, and Node Delay)

i ::__...._{__ " /__/,<L_,\."\ when vary design choices of the candidate architecture,

t {__'j) .(,.q:];£-}_.iiz::{_(, i'--I,/t,:_,l:I.II such as the number of nodes per cluster, and/or the nun, ber[__1___1 _.I_Y:,-_{-:{l/\,1 t<-",V:-_._.I/: of clusters, lt would be possible to vary other factors, such
"" -_!77)_"_.... " t f z / "... f _J / as the speed of the processor or the size of the SCI packet.
,:,0,........¢,..... _0, ....... =,..... _.,0_....... _,..... However, we have tried to fix these values at reasonable

sellings in order to keep the problem space tractable. The
Figure 4: I-D SCI-C40 Architecture most important values are that the SCI ring bandwidth is i

During simulations, we will be interested in three major GByte/sec, the node processor's memory bandwidth is 100
timing pararneters; SCI Delay, IP Delay, and Node Delay. MByte/sec, and the C40 links have a bidirectional band-
The first is the time a message actually spends in transit in width of 20 MBytes/sec.
the SCI network, as well as any time in the queues in the 5.2 Trace-driven simulator
SCI node. The lP Delay, is the SCI Delay plus the time
that the message spends in the SCI-IP at both the source Figure 5 shows the structure of our trace-driven simulator.

The two broad classes of activity in the system are retlec-and destination clusters. Finally, the Node Delay will usu-
ted in the structure of the figure. The top half of the figureally be the lP Delay plus the time spent in message queues
shows the process of preparing the benchmark NN pro-at the source C40. However, note that intra-cluster mes-

sages do not go through the SCI-IP. grams for the system, the bottom half depicts the process
of modelling a particular parallel architecture.

5 Simulation overview
[nlcractve Mt,niturm_ mul Cuntn,I I

The results presented in this paper were obtained from two 0 =,"_ ,,M,.
simulators. The first is a stochastic simulator purpose-built ,,, _- _ _":2,','2'

for modelling aspects of the SCI protocol and its interac- _____

tion with the node processors. The second is a trace-driven

simulator which reads coarse-grained trace files produced
during the execution of parallel NN benchmarks. The first Art:h h Rt'_ull,

I_si_llC? I I .,..,... I [ h_ dl_k

simulator allows us to explore a wide variety of system ('-"__] ]configurations much faster than the trace-driven simulator.
lt al_o allows us to see the behaviour of the architectures I ,......... M.,,,,,,,.,,,,,_C,......., !
over a wide range of workloads. The second simulator lets
us examine the behaviour of the machines under the lr- Figure 5: Organisation of the Trace Driven Simulator

regular workloads that are characteristic of real applica-
tions. A NN designer writes parallel NN simulations to serve

Note that our simulators implement a subset of the as benchmarks. These programs make calls to an Abstract
standard SCI logical protocol. Cache coherence is not in- Machine Library (AML) which contains functions for ma-
vestigated in the study. Also, message passing is assumed trix arithmetic, I/O, communications, process control, and
to use SCI's DMOVE64 command, rather than its more memory allocation. Once compiled, the benchmarks are
general READ and WRITE transactions, run on the ParSiFal T-P, ack [8], an array of 64 T800 trans-

puters. When an AML function is called it emits an entry
5.1 Stochastic simulator to a trace file, logging the function called and its argu-

ments. This trace file is used for modelling lh_ parallel ar-
Our stochastic simulator uses the process model: chitectvres.

while (simulation_continue) do The bottom half of the figure shows how a particular
CpuNork (meanCPUtime) ; architecture is modelled. The .arch file specifies the hum-
Send (msgType, msgTarg, rnsgSize... ) ; ber of nodes, their processing power, memory size, etc. lt
BlockingReceive (msgType...) ; also specifies the characteristics of the interconnection net-

end work, such as the topology, bandwidth, latencies, routing



scheme, packet size, etc. At the start of the simulation the shows the mean SCI Delay for a single 64 byte packet
,arch file is read by the Abstract Machine Simulator while Figure 6B shows the mean IP Delay for a 64 byte
(AMS), which configures itself to model the specified ma- message. Note that a 64 byte message requires only a
chine. The trace file is scanned to determine the number of single SCI packet. When the network is lightly loaded ali
processes involved in the benchmark, and the mapping configurations have very low latencies. This is because the
teel assigns the processes to the nodes. "Fhe simulator then per-hop latency (= 10 ns) is small compared to the time for
reads trace file entries and determines how long they will the packet to transit a node (= 80 ns). As the message gen-
take to execute. Note that the AMS simulation does not eration rate increases, the virtual cut-through muting
carry out the operations, it only estimates the time required effects diminish as packets increasingly accumulate in the
to do them. bypass FIFO while outgoing packets complete their trans-

The trace-driven simulator was validated by modelling mission. Finally, the latency stabilises when the network is
an existing DM-MIMD machine and comparing the pre- fully saturated since a process must get a packet before it
dieted times with measured times. The validation process can emit another one. When saturated, the routing has

is described in [9], which reports prediction errors of less degenerated to store-and-forward, emphasizing the O("f-N)
than 10%. For our project this level of accuracy is more advantage of the tori over the rings. Also note that the
than sufficient, large ring saturates sooner because of the shared traffic

6 Simulation results and interpretation problem.
[ itJure A: Mess_3g,'! .c,ize(t i×ed) :: 64t3ytes

This section presents the results from simulations of poss- I ...................................................................................
ible implementations ef the SCI-C40 ClusterNode arch- _o
itecture. We use the stochastic simulator to characterise [ ...... ,_,6

...... fi4-.l

the performance of SCI networks with ring and torus top- _:._0 ............ aaf6-_

elegies, then to compare various realisations of the _
CiusterNode architecture. Finally, we present initial results o _o0
from trace-driven simulations of neural networks, i . ............................... _,.

,,\

6.1 SCI network behaviour ?,
"QI 6O

In large measure, SCI's high speed is due to its use of uni- :_,
directional links. However, in ring topologies, packet ac- _ 40

knowledgements must flow ali the way around the ring. t|--_

This limits the number of nodes that can effectively use a _0
SCI ring before it becomes saturated. There are two rea- --- ---.---_-------.,
sons for this. First, the more nodes on a ring the larger its 0 ..................:- : -:":-:_ =-':_,- '"_ ...........
diameter, delaying ali messsages and their acknowledge- _o" _o° _o' _m o;
ments. Second, if each node generates a message at a fixed ,_....._.... _,_.......M......g_(,,,,.........)
rate, increasing the number of nodes increases the traffic
on the ring which can lead to saturation.

The torus topology should exhibit better performance .............,-{_u_,..__!!_!.._u.___2_%_pZ__(L_:_!!_!.__.t__4!!_t__............
than the rings for three reasons. First, it has a much

smaller diaineter (O(N/-N) instead of O(N)). Second, it par- '......"_\ ........_'_- _......64 i

titions the traffic, reducing the shared traffic problem _'J \ ......._--_........ 8-8

noted above. Finally, it provides twice as many links per -o-o

node, doubling the aggregate bandwidth of the network. _ _oo
.'_?
f

6.1.1 Experiment 1: message generation rate: Our first _" _ro

experiment tests the behaviour of SCI rings and tori as
they are driven into saturation by generating messages _ _0
more and more rapidly ! . Four configurations were tested; :_
64 and 256 node rings and 8x8 and 16x16 tori. Each node _ 4_
sends 64 byte messages to a random destination. The

varied from 100 ns, which saturates _o- ..........................", \

meanCPUdelaYthenetwork, to I WaSms,which is a very light load. Figure 6A ' .... _ _- "_ k _:_:_.__
10 _ 10° l 0_ 1()m l t3'_

1in order to more thoroughly saturate the network., in this _,._o__,_ t,,._.... _.o__oqo(,_,_:......_)
experiment the application model does not call blocking_
receive(),insteadit relies onthe SC| protocol to limit the number
of messages. Figure 6: Packet and Message Latencies vs. Message Rate



6.1.2 Experiment 2: messag,_ ,_ngth: Our second exper- The effect tiffs has on message transmission time can be
imen! was designed to show the behaviour of the SCI nel- seen in Figure 7B, where the increasing slope of the lines
works as the average message size is increased, a situation indicates increasing congestion.
that is very important for message-passing machines. The
64 node ring and 8x8 torus configurations were used, and 6.1.3 Experiment 3: broadcast protocol: SC1 provides a
the meanCPUdelay was varied from 10 ns to 1 ms. The broadcasting protocol which we expect to be useful for
mean message size was varied from 64 to 1024 bytes, NN models. A small message is sent around the ring so
using an exponential distribution. Figure 7A shows the that nodes who will receive the broadcast message reserve
effects of message length on the latency for SCI packets, queue space for it. II" a node has space already, it allows
while Figure 7B shows the effect on the total message the reservation message to go on to the next node on the
transmission time. ring. If it does not, the reservation message is changed into

an echo packet and the originating node tries again. Once
Figure A: t=MearlCPUthTle (rrl;crosecond)_.0.......................................................... ali the destination nodes have indicated that they have re-

....... 64-'0=o.o_ served queue space, the actual data packet is sent. While..... 64-..I (t= 10)

q-----_64-1(t=100) the SCI standard expects this to work well on lightly
*-- ---* 64 - I (t = 1000)

_6 .... 8-a-_(t-o.o_) loaded networks, it comments that for a saturated network
-_ 8-8-1(t=I0)

._. o---_8-8-_(t=_oo) performance should degrade to simply sending a separate
.... 8-a-_(t-_o00) copy of the message to each destination processor.

_ _2 This experiment was designed to compare the perfor-.__

_- ........... mance of the SCI broadcast protocol with that simple al-
_ ._ __ ternativeT which we call multiple singlecasting. The two

8 _ -'*--- 64-node topologies were used. Ali nodes broadcast a 64
'_ / /// byte message to all other nodes. This was done using the

E /, _-_ ..... __,, broadcast protocol, then again using multiple singlecast.
// ,-_ The meanCPUdelay was again varied from 10 ns to i ms

o_--_ _,_ .....o to simulate different levels of network traffic. Figure 8g_____,=_ ........z._ .......... shows an interesting result. The broadcast protocol always
0 performed better than the multiple singlecast, and the per-

0 128 256 384 512 640 768 896 1024

formance gap increasedas the network became saturated.
Mean Application Message Size (Bytes)

Message Size = 64Bytes
160 r

Figure B: l=MeanCPUtlme (microsecond) !

100 te 64 1(t=0,01) 140

90 e-.----_,64-1 (t = 100) ........ -e---u-.- ....
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_-- --_ 8--8- l(t= 10) / / u
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Figure 8: Broadcast Protocol Performance
Figure 7: Packet and Message Latencies vs. Message

' Length The explanation for the better-than-expected perfor-mance in saturated networks is because, unlike the stan-

Note on Figure 7A how the curves for the lightly loaded dards working group, we also consider the DMA interface
ring topology start with a low packet latency, but the between the SCI node and the memory system of the at-
packet latency approaches that for a saturated network as tached processor. For each message, the multiple single-
the message length increases. Long messages give bursts casting version has to contend for a free output queue
of packets which can drive the network into saturation., space, which is at a premium in a saturated network. It



then copies the packet data, which encounters the limited extra queue spaces would be of special benefit to tlm
bandwidth of the DMA interface to the node's mmnory switches since they have Io have space tbr their own pack-
system. The SCf broadcasting protocol only suffers these ets, as well as those packets crossing to the other ringlet. A
penallies once. partial explanation is that the switches already have twice

as many queues as the simple ring interfaces. We are con-

6.1.4 Experiment 4: multiple queue sections: We have dueling additional experiments lo understand this effect
mentioned queue contention several times. We were in- completely.
terested to know if it could be reduced by adding more
space to the queues. To answer that question we ran exper- 6.1.5 Experiment 5: effect of DMA bandwidth: Up to
iments measuring lP Delay vs. meanCPUtime and ms- now we have been assuming that memory system has a
gLen, this t;'qe using SCI nodes with space for I, 2, 4, and bandwidth (1t"100 MB/see. This experiment modelled the
8 data packets in each queue. The results for the 64 node two 64 node topologies using DMA bandwidths from 100
ring and the 8x8 torus are shown in Figure 9. MB/sec to i GB/sec, wMie the netwo,k was loaded by

generating messages at intervals ranging from 10 ns to I
_,_.....^: u...... _: s,.... _4_yt,,._ ms. Figure 10A shows the rest, Its for the ring, wMle thelo

..... _4 _{__,,",,0 torus results are in Figure 10B.
t, ,, ft4 -1(2 []uffm)

[ o- -.'0{";4 I/4 I,uffer)
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The figures reveal that the extra queue sections are of

use in large ring topologies, improving saturated network Figure 10: Ring and Torus Latencies vs. DMA Bandwidth
performance somewhat, but they are not much help to the
tori. This was contrary 1(I our intuition. We thought that



Note that for the saturated ring topology, the interface neighbour communication and the right end is random
bandwidth has no impact on the lP Delay. However it is communication.Larger clusters do exploit communication
not too difficult to explain this phenomena. On the lightly locality, but the effect is limited. Most of the benefit is nol
loaded ring, the SC! Delay is essentially independent of because of locality, but because of the diameter reduction
the interface bandwidth, as it shouhl be. Therefore, the lP explained in the previous experiment. Although the large
Delay improves in line with thc interface bandwidth, since clusters only show significant benefits with highly
packets can be sourced and sunk faster. However, as the localised communication, we believe there are real world
network saturates, SCI Delay degrades as the interface applications which exhibit such behaviour.
bandwidth increases! Since filling and draining the queues
takes less time, the % tilne they are full increases, _,_._,F_............,. _._;c, ,.-._,....._,_,._,,_,..'_"_'_'_",.,.,,,.. ....,,4_;,,,,
increasing the number of reiected packets, li also causes I .... P_'; _ '
more symbols to accumulate in the bypass F'IFO. The _ 0 _,,_ , 4
degradation in SCI Delay happens to balance the 4o
improvement in lP Delay, thus we see the lack of effect .,: ., ., ,.
when the ring network is saturated. For the torus the SC! :_ ,,
Delay does not degrade as much, so not ali ot' the benefit '( 5c,

" - - ,_ A "°,

to lP Delay is lost. ,:; .______+___. '\,°; , \,
6.2 ClusterNode behaviour: stochastic simula-tion _, - " '.

results b;_° \"" ....'.,Q, "%,, ',,, \

_. _,_, "'., \,

Now that we have characterised the communication be- )'i %-" _

haviour of the SCI ring and torus topologies, we wish to _
examine the communication performance ot' various
ClusterNode machines.

0 ................

6.2.1 Experiment 6: cluster size and number tradeoffs:
Our first experiment is to examine, for a fixed number of ,_......,..... t..........._.........;....._,,,;...........
nodes, the tradeoff between a small number of larger clus-
ters and a large number ot"smaller clusters. In this experi- _,._,,,_,i_21):,c, c;_,_ac,,,._,r_:;._,,_,_;,,,_(,5_.z(,._4_y',e,;!,0 .............. , .......... , .... ,.............

ment we varied the meanCPUtime in order to test the net- I ..... _ _
work under a variety of loads. Both the ring and torus , 0_ _ ,
topologies were tested. The ring results are shown in _o
Figure II A, while the torus results are in Figure il B. For _:.
the ring we see that the performance differences are not ::_,
very large when the network is lightly loaded. As the '_!_0
network saturates, the larger clusters benefit, since they _,
send less traffic over the congested SCI network. They ,_"_
also benefit from the reduced diameter of the network. The _;

tori do not benefit as much since their diameter is already :_ f ............
small. They are penalized because the small SCI network 5£ _ ........... ° *- "....*
is easily saturated due to the dimension-crossing demands, _' i * * * .............
the smaller aggregate bandwidth, and the emergence of the
shared-traffic problem.

0 l ...................................................... !

6.2.2 Experiment 7: effect of communication locality: _0' _' _° ,o' ,_e
In the preceding simulations each processor had an equal ,_..... _......t,,,_......._........_;,_l..............)
probability of being the destination of a message.
However, the ClusterNode architecture is intended to take
advantage of locality in the message traffic. Our next set Figure I1"Cluster Size TradeotTs
of experiments introduces local communication to com- 6.3 CiusterNode behaviour: trace-driven results
pare clustersizes. Figures 12 A and B show the results of

those experiments on 256 node topologies for saturated Finally, we wish to compare ClusterNode machines using
and lightly loaded network conditions, respectively. The the traces from real neural network programs. This work is
Y-axis is the mean Node Delay. Note that the scale differs underway, but we can report our results for one
between the two charts. The X-axis represents the range of application on the ring topologies. The benchmark which
locality. For example, if the range is (-8..8), processor j generated the traces was an implementation of the widely
only sends messages to processors whose IDs are in the used backpropagation (BP) learning algorithm [10].
range (j-8..j+8). Thus the left end of the chart is nearest



q,

The BP algorithm exhibits two kinds of parallelism, a simple mapping where the 6 processes making up a net-
The first, unit-parallelism, is because ali the units in one work copy are assigned to adjacent processors. This is de-
layer can compute their outputs simultaneously. The sec- noted as mapping A. For the 6-1-6 topology we use 2
end, training-set parallelism is because different patterns mappings. Mapping B assigns ali the processes for a net-
in the training set can be processed independently, the_ the work copy to the same cluster. This is the intuitive map-
weight changes pooled at the end of a pass through the ping to make since we expect many more messages within
data [ 11]. Our program takes advantage of both types of a network copy than we do between copies. Mapping C
parallelism. We make 6 copies of the network in order to breaks this locality, and puts the corresponding process of
take advantage of training-set parallelism. Each copy is ali the copies into the same cluster. This makes the weight
implemented on 6 processors using a unit-parallel decom- pooling communication local to a cluster, but at the cost of
position. We consider two ClusterNode configurations in global communication during the forward and backward
this experiment: 36-1-1 and 6- !-6. passes.

The results are shown in Figure 13. We see the surpris-
,_ ....._,...... cpu,.... ,0__,._.....ge_,_=2._6_yt_ ing result that mapping C outperforms mapping B, with

• , , , _ , .....

2ooI .... ,........_._ _ mapping A falling between the two. The reason for this is

t_. ........._4.... 4 that while there are many messages sent during the for-

180 _.--_ 16-'6- 1

.... 8-_ 4 ward and backward passes, they are small. The messages
_6o . needed to pool the weights are much larger, and saturate
_4o the SCI network in mapping B. This behaviour is also

dependent on the small size of the training dataset.
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. Figure 13: Backpropagation Network Results

7 Summary and conclusions
,,

q

•............. i This paper set forth the goal of the ex-static project and
e. : described the simulators we developed to achieve it. The

new high speed interconnect standard, SCI, was described
....... -, ... along with our simple design for an SCI switch. We also

. . . described the ClusterNode architectural concept and the
specific machines we are considering based on DSP chips
and SCI. The bulk of the paper reports our results from

Figure 12: Communication Locality Effect modelling SCI rings and tori using stochastic simulation,
and our initial results using trace-driven simulation.

An important factor is the mapping oi" processes to pro- As we would expect, a torus uniformly outperformed a
cessors. Up to now we have not had to consider this since
the communication was so uniform. This is not the case in ring with an equal number of nodes. This is due to its

the benchmark programs. For the 36-1-1 topology we use O(_f-N) advantage in diameter, its greater number of links



and internal queues, and tile reduction in shared traffic, chines. The "bursty" nalur¢ of long messag, cs can drive the
However, thi_ does not mean thal SCI rings perfc_rm network to saturation, cvc., though the ilverage load is
poorly. For moderate numbers of nodes, a sin]pie SCI ring small.
still has impressive message passing performance com-
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high bandwidth and virtual ctlt-lhrough routing when not
saturated. We should also note that lhc ring interfaces will The authors would like to thank Richard Prager and .Ion
have a lower ct)sl than the switches since they are simpler Shapiro for their help, and the UK Science and
and will be more common. We believe that multi-dimen- Engineering Research Council for their financial support

sional SCI networks are appropriate for large machines, (SERC Grant number GR/F98758). Finally, we would like
while ltle simple ring is appropriate tbr small to medium- lt) dedicate this paper to the memories of Peter Jones and
sized machines. Frank Fallside, who both passed away during the course of

In our other experiments we found that SCI's broadcast- this research.
ing protocol performs significantly better than simply
sending multiple copies of a message, especially when the References
network is sltturated. We attribute this lo tower contention

[I] Daniel, R., Cha, H., Prager, R., Jones, i:'., Knowles, A.,for output queue space. Increasing the number of queue
sections can help large rings, although ii seems to have no Shapiro, J., Fallside, F. and Marsland, T., "Sinmlation ofParallel Architectures for Neural Nelworks: lhc e.v-Slatic

significant effect on the tori. Even for large rings there Project', Workshop on Abstract Machine Models for Highly
seems little point in having more than 2, or at most 4, sec- Parallel Computers, Leeds, March 1991
tions. Increasing the bandwidth of the DMA interface [21 Shapiro, J., Cha, H. and Daniel, R., "Parallel Machine
helps the tori and lightly-loaded rings, but contributes to Simulation for the l)esign of Architectures for Neural
saturation on large rings so has no net benet'it there. Networks', Proceedings on the Third Workshop on f';:rallel

For ClusterNode machines, there is a definite benefit in and Distributed Processing, April 1991, Sofia, Bulga' m

a larger cluster size on lD networks, most of which is ob- 131 l)aniel, R., Cha, ti., Prager, R., Knowles, A., Shapiro, J., and
tained in the transition from ! to 2 nodes/cluster. We at- Fallside, F.,'High Level Modelling of Parallel Computers for

tribute this to reducing the diameter of the SCI ring, and to Conducting Neural Network Simulations: interim Results of
delaying SCI saturation by reducing the number of packets the ex-static Project', Joint Framework for Information
sent over the ring. The benefits of increasing the cluster Te,chnology Teclmical Conference Digest, Univ. of Keele,March 1993

size are eventually balanced by the SCI-IP becoming busy 14] Texas Instruments, TMS320C4x User's Guide, May 1991
doing the conversion between C40 message formats and [5] IEEE, "SCi: Scalable Coherent Interface", IEEE Approved
SCI packets. In contrast, larger clusters can degrade the Standard IEEE 1596-1992, April 1992
perform;3nce of the tori. For a fixed number of nodes, the [6] Gustavson, D.B., "The Scalable Coherent Interface and
aggregate SC1 network bandwidth of a machine with small Related Standards Projects', IEEE Micro, Vol. 12, No.l.
clusters is much larger than a machine with large clusters February 1992, pp.10-22
due to the increased number of SCI rings. This helps the 17] Scott, S,L., Goodman, J.R. and Vernon, M.K., "Performance
saturated network traffic. It is important to note that this of the SC! Ring', Proceedings of the 19th Annual
performance benefit is not without cost. Although the 16- International Symposium on Computer Architecture,
16-1 network, for instance, perfontls slightly better than Australia, 1992, pp.403-414
the 6-6-6 network, it requires 256 switches instead of 36. 181Knowles, A.E., "Parsifal - a parallel simulation facility basedon the transputer', Proccedings of the Workshop on Parallel
This suggests that even for 2D SCI networks the Distributed Processing, Sofia, Bulgaria, 1989. Bulgarian
ClusterNode concept is much more cost-effective and per- Academy of Sciences.
haps a practical approach towards building massively par- 191Cba, H., Danicl, R., Knowlcs, A., Prager, R., Shapiro, J., and
allel machines. ClusterNodes reap additional benefits Fallside, F., "The ex-Static Project: Month 24 Status Report',
when there is a very high degree of locality to the commu- intcrnal Research Rcport, June, 1992
nications, which is often true in real world applications. 11()1Rumclhart, D.E., Hinton G.E. and Williams, R.J., "Learning

In a quest for greater accuracy, our stochastic simulator internal representations by error propagation', Parallel
uses the closed system model instead of the analytically Distributed Processing, Vol.1, Miq" Prcss, 1986, pp.318-362
tractable open model. An analytical model tbr a single SCI I I I I Singcr, A., "Implementation of artificial neural networks o1_

the Connection Machine' Parallel Computing, Vol. 14, 1990.
ring, using the open process model, wits developed in an pp.305-315
earlier paper [7]. The authors of that paper acknowledged
the limitations of such ,a model when considering networks
near saturation, but assumed that saturation would be a
rare occurance. For cache-coherent machines with a good
hit rate, where messages are small (64 byte cache lines)
and randomly generated, the assumption is reasonable,
However, our results with long messages make us question
the validity of this ass,,mption for message passing ma-




