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Abstract—Object detection is the foundation of various critical
computer-vision tasks such as segmentation, object tracking, and
event detection, which can be deployed on pervasive Internet
of Things (IoT) and edge devices. A large amount of data
is often required to train an object detector with satisfactory
accuracy. However, due to the intensive workforce involved with
collecting and annotating large datasets, data curation task is
often outsourced to a third party (e.g., Amazon Mechanical Turk)
or volunteers. This work reveals severe vulnerabilities in this
data curation pipeline. We propose TransCAB, the first work to
craft clean-annotated images to stealthily implant the backdoor
into the object detectors later trained on them by the data
curator/user even when the data curator can manually audit the
images and fully controls the training process. Existing clean-
label poisoned images are only shown in classification tasks but
not non-classification tasks, in particular, object detection due
to unique challenges faced, generally owing to the complexity
of having multiple objects within each frame (image), including
the victim and non-victim objects. Furthermore, we demonstrate
that the backdoor effect of both cloaking and misclassification
are robustly achieved in the wild when the backdoor is activated
with inconspicuously natural physical object as trigger (i.e., T-
shirt). The efficacy of our TransCAB is ensured by constructively
i) applying the image-camouflage attack that abuses the image-
scaling function widely used by the deep learning framework
(i.e., PyTorch), ii) incorporating the devised clean image replica
technique, and iii) combining identified poison data selection
criteria given constrained attacking budget. Extensive experi-
ments on YOLOv3, YOLOv4, CenterNet, and Faster R-CNN
affirm that TransCAB exhibits more than 90% attack success
rate under various real-world scenes even when a very small (i.e.,
0.14%) dataset fraction is poisoned. In addition, the small set of
poisoned images crafted on one detector (i.e., YOLOv3) can be
effectively transferred to insert a backdoor on another detector
(i.e., CenterNet). A comprehensive video demo is at https://youtu.
be/MA7L LpXkp4, where a poison rate of merely 0.14% is set for
YOLOv4 cloaking backdoor and Faster R-CNN misclassification
backdoor. Our collected dataset with T-shirt as a natural trigger
(about 11,350 frames in total) is open to the public at https://
github.com/inconstance/T-shirt-natural-backdoor-dataset, which
is the first relatively large-scale natural trigger backdoor dataset.

Index Terms—Object detection, Backdoor attack, Natural
trigger, Clean-label backdoor, Physical world.

I. INTRODUCTION

Object detection is the foundation of numerous popular
computer-vision tasks, e.g., segmentation, scene understand-
ing, object tracking, image captioning, event detection, and
activity recognition. Thus, it has been applied to several
real-world scenarios, e.g., robot vision, autonomous driving,
human-computer interaction, content-based image retrieval,
intelligent video surveillance, augmented reality, and pedes-
trian detection [1], [2]. However, attacks of adversarial ex-
amples [3], [4] and backdoors [5]–[7] have posed serious
threats to object detection, resulting in severe consequences
in security-sensitive applications, e.g., autonomous driving,
pedestrian detection, and surveillance, especially for un-
manned applications when the object detection is performed
through distributed IoT devices or edge devices [8]–[10].

Though the adversarial example attack on an object detector
is possible to survive in physical worlds, it is usually hard
to achieve and reliably retain its attack effect [11] without
suspicious adversarial patches (more details in Section II).
In contrast, the backdoor attack on the object detector can
reliably survive in different real-world conditions including
angle, lighting, and physical distance to a natural trigger (e.g.,
T-shirt or hat from a market [6]). Therefore, this work focuses
on this more insidious and dangerous backdoor attack that is
readily achievable in the wild.

Nonetheless, existing backdoor attacks against object de-
tection lack exploration (see details in Section II). Two very
preliminary studies [12], [13] demonstrate the feasibility of
backdoor attacks in a digital world in terms of the misclassifi-
cation effect. Ma et al. [6] have recently investigated backdoor
attacks on object detection that builds on different algorithms
(e.g., YOLO series [14], [15] and CenterNet [16]). In addition,
Ma et al. focus on the challenging cloaking effect compared
to the misclassification effect by using natural triggers (e.g.,
T-shirt bought from markets), showing the practical security
implications of the robust backdoor attack on the object
detection in a physical world.
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However, all aforementioned works [6], [12], [13] assume
a model outsourcing scenario, where an attacker can train a
model, and thus has full knowledge and control of the model
and the training dataset. While the assumption does hold
in some real-world cases, the practicality of launching the
backdoor attack on the object detection in another common and
realistic data outsourcing scenario has not been considered.
This is important as data outsourcing is notably common in
practice. For example, the FLIC dataset [17] frequently utilized
in object detection as a benchmark was annotated by Amazon
Mechanical Turk through outsourcing, followed by manual
examinations of curators to reject images, e.g., if the person
was occluded or severely non-frontal.

We are thus interested in the following research questions:
Can a backdoor attack on object detection with natural trigger
be introduced through data outsourcing inconspicuously and
practically even that the data is undergone human auditing,
and then be effective in the physical world once the object
detector is trained over the outsourced data?
Our Contribution: This work provides an affirmative answer
to the above research questions after addressing several chal-
lenges, including clean-annotation and usage of inconspicuous
natural physical triggers (see Section III-C).

To summarize, our main contributions are as follows:
• To the best of our knowledge, TransCAB is the first work
demonstrating the practicality of inserting a backdoor to
the object detection through poisoned samples with clean-
annotation, which backdoor effect is essentially robust in the
wild activated by inconspicuous natural triggers.
• The efficacy and effectiveness of the proposed TransCAB
are achieved through constructively combining the clean im-
age replica when abusing the resizing pipeline in the DL
framework through extending the image-camouflage attack,
thus guaranteeing TransCAB is not only content-annotation
consistent but also transferable (Section III).
• Extensive real-world evaluations are performed against sev-
eral object detectors, including YOLOv3, YOLOv4, Center-
Net, and Faster R-CNN, which signify the stealthiness (i.e.,
small attack budget of 0.14% poison rate, and unaffected
clean data accuracy) and robustness (i.e., close to 100%
attack success rate with a natural T-shirt as a trigger) of
TransCAB. In addition, a poisoned small dataset crafted based
on one detector (i.e., YOLOv4) can be transferable to attack
a different detector (i.e., CenterNet) efficiently (Section IV).
• We apply the state-of-the-art image-scaling attack detection
defense [18] to identify our crafted poisoned samples, results
of which show that the detection is ineffective in detecting
TransCAB attack mainly due to our novel image replica
technique. We then provide two easy-to-apply prevention oper-
ations that are friendly to common users to mitigate TransCAB
threat (Section V).
• We make a comprehensive attack video demo acces-
sible at https://youtu.be/MA7L LpXkp4, demonstrating the
backdoor effects of both cloaking and misclassification in
various real-world scenes. Our collected dataset with T-

shirt as the natural trigger (about 11,350 frames in to-
tal) is open to the public at https://github.com/inconstance/
T-shirt-natural-backdoor-dataset, which is the first large-scale
natural trigger backdoor dataset. Collecting and annotating1

such large-scale dataset (1.44 GB) is labor intensive and
costs great effort, which might be the reason why there is
no such type of dataset publicly available to the community.
We thus believe this dataset will greatly facilitate the research
community, e.g., as a benchmark dataset for fair comparisons.
Ethics and Data Privacy. Given our extreme care for the
privacy of student volunteers, we were mindful of privacy
protection at all times throughout the data collection and evalu-
ation process. Our data collection and evaluation are conducted
by all participating volunteers who consented to have their
photographs (videos) taken and later used in academic research
work only.

II. RELATED WORK

Adversarial Example Attacks on Object Detector. The
adversarial example (AE) attacks add carefully crafted pertur-
bations on the image to fool the underlying model into making
incorrect predictions [19]. The AE attack has been mounted on
attacking the object detection [3], [20]–[22]. Beyond demon-
strating the successful attack in the digital world [20], the
adversarial example can be effective against the object detector
in the physical world once it is carefully devised [20]. Thys
et al. demonstrated that [20], an adversarial patch printed on
cardboard held by a person, can make the person disappear,
in other words, having the cloaking effect. Instead of using
cardboard, Xu et al. printed the adversarial path on a T-shirt
to allow the person wearing it to disappear [21].

Note the AE attack does not tamper with the underlying
model, but manipulates the input (i.e., image) fed into the
model, which thus greatly constrains the capability of an
attacker as the patch has to be crafted usually through an
optimization algorithm, which cannot be arbitrary but depen-
dent on the underlying model and the optimization algorithm.
Therefore, the optimized patch will look conspicuous. In
addition, the attacking effect can substantially degrade under
varying person movement, angle, distance, deformation and
even unseen locations and actors in the training phase [21].
Backdoor Attacks on Object Detector. In contrast, a more
recent backdoor attack allows arbitrary control of the patch—
namely trigger. However, existing backdoor attacks and coun-
termeasures are mainly on classification tasks [23]. In addition,
those backdoor attacks usually utilize a digital trigger (i.e.,
change pixels of an image), so the attacker needs to access
the image captured by the camera and adds the trigger into the
image before it is sent to fool the model. This is cumbersome
in reality. Therefore, a natural physical trigger, such as a T-
shirt, is preferable. There are few works [24]–[26] considering
the usage of natural object triggers, but they are all on

1Annotating the images for object detection is more time-consuming than
that for classification because there are many objects per image. Each object
requires a bounding-box and corresponding category label. We have released
these annotation files.
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the classification tasks, e.g., face recognition, not the non-
classification task of object detection.

We note that there are few backdoor attack studies on object
detector [6], [12], [13], [27]: two of them are essentially
preliminary backdoor studies on object detection [12], [13].
Our work distinguishes itself from these studies in several
aspects. First, the main difference is that we consider a
common data outsourcing scenario where the attacker has no
control and knowledge of the training process. All existing
works consider a different model outsourcing scenario where
an attacker is allowed to not only tamper with the dataset but
also control and tamper with the training process, which eases
the backdoor insertion with a stronger assumption. Secondly,
except [6], all other studies’ evaluations use digital triggers in
the digital world. They do not use natural object triggers (e.g.,
T-shirt), and are not evaluated through videos taken in the real-
world. Thus, their attack robustness in the physical world is
unclear. The distinct data outsourcing essentially poses unique
challenges of inserting a backdoor into the object detector
especially when the attack has to be robust in the real-world
with natural triggers. Because the poisoned data should be
as small as possible and most importantly the poisoned data
should be visually inconspicuous (i.e., annotations are correct)
to pass human inspections.

More specifically, compared with [12], [13], they only
study the backdoor attack on common misclassification (i.e.,
stop sign being misclassified into speed-limit [12] and the
person holding an umbrella overhead being misclassified to
a traffic light [13]). The purpose of our study is beyond
misclassification; we study and demonstrate the efficacy of
the dangerous cloaking backdoor, which is a distinct non-
classification task. Note that attacking the object detector with
a cloaking effect is more challenging than misclassification,
which has been recognized when using the adversarial example
to deceive object detectors [3], [20]–[22]. The main reason
is that many bounding boxes will be proposed given an
object and suppressing them all is hard. Secondly, the reported
attack success rates are not essentially measured from recorded
videos from the physical world [12], [13], [27]. So attack
robustness in the real world is still unclear. In other words,
their evaluations are mainly based on digital worlds, even for
the misclassification backdoor effect.
Clean-Label Poisoned Images enabled Backdoor Attack.
The dominant method of creating clean-label poisoned images
is to utilize the feature collision (FC) [28]–[30], where two
images belonging to two visually different classes can have
similar latent representation. The other inadvertent method is
to abuse the image-scaling function, namely image-scaling or
camouflage attack [31], [32].

We note the FC-enabled clean-label backdoor attack has
notable limitations: the attacker needs to knowledge of the
feature extractor being used to extract the feature/latent rep-
resentation, and the feature extractor cannot be substantially
changed after the poisoned samples are introduced. Therefore,
such a clean-label attack is only applicable for fine-tuning
and transfer learning pipelines. It cannot work when the data

curator or victim trains the DL model from scratch.
The other means of crafting clean-label poisoned image is

through camouflage attack [32], which is to abuse the default
resize operation that resizes a given larger image, e.g., taken
by a smartphone camera, into a small one 512×512×3 to be
acceptable by a DL model [31]. That is, once a manipulated
large image (i.e., person A) is resized into a small one. The
output image becomes different (i.e., person B). The image-
scaling attack abuses the discrepancy before and after the
image resizing.

However, existing FC and camouflage-based backdoor at-
tacks are mainly against classification tasks; none of them
has been applied to objection detection. We are the first to
investigate the potential of the camouflage attack to create
clean-annotation poisoned images against object detection.
Nonetheless, directly applying it to non-classification object
detection tasks without special considerations is inapplicable
due to object detection’s unique requirements, which reasons
and solutions are detailed in the following Section.

III. TransCAB

A. Threat Model

Victim. The victim or user is assumed to use the poisoned
dataset to train his/her object detector. This assumption is
realistic, because the poisoned image can be introduced by
several means in practice. Firstly, the data annotation can
be outsourced to a third party, e.g., the annotation of the
FLIC dataset [17] outsourced to Amazon Mechanical Turk,
which can tamper the data and annotation. Secondly, some
data collections rely on volunteer contributions [33], where
the volunteer can submit poisoned data. Thirdly, for large-scale
datasets, e.g., ImageNet [34] that is often used for objection
detection, these images are crawled from the Internet and
annotated through crowdsourcing [34]. Therefore, the attacker
can place those malicious images on the web and wait for
the victim to crawl and use them. Last but not least, these
poisonous images can also be added to the training set by a
malicious insider trying to avoid detection.

However, the user can manually inspect the image to detect
suspicious ones, mainly whether the content and the corre-
sponding annotation are inconsistent. It is assumed that the
user checks it before resizing as the resizing is automatically
done and can be resized to different sizes given the model
input-size setting [31]. The user can select an object detector
from a wide range of models, such as YOLO series (i.e.,
v3, v4 and v5) or CenterNet, to train and arbitrarily set the
hyperparameters, such as learning rate, batch size, and training
epochs per need.

Attacker. The attacker is assumed to have knowledge of
the input size and the scaling functions used by the user.
This is reasonable because most users will follow common
input size settings and trivially apply the DL framework’s
default scaling function, such as in the case of TensorFlow
and PyTorch. In Table I, the default input sizes and scaling
functions are summarized. We can see that common options
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Table I: Common settings for object detection models, and the
settings used in our experiments are in blue.

Model* Input Size
(pixels * pixels) Backbone DL Framework Scaling Algorithms

CenterNet 512*512
ResNet-18/50/101

PyTorch OpenCV-LinearDLA-34
Hourglass-104

YOLOv3
320*320

Darknet-53 PyTorch
Tensorflow OpenCV/Pillow-Linear/Area416*416

608*608

YOLOv4
416*416

CSPDarknet-53 PyTorch
Tensorflow OpenCV/Pillow-Linear/Area512*512

608*608

Faster R-CNN

(min size: 600
max size: 1000) 1 VGG16

ResNet-50
MobileNet

PyTorch
Tensorflow

Caffe
OpenCV/Pillow-Linear(min size: 800

max size: 1333) 2

600*600

* The code for all the models (except 1 and 2) we used for experiments
are sourced from this repository https://github.com/bubbliiiing.
1 This GitHub implementation by the Faster R-CNN authors Ren et.
al. [35] receives more than 7.9k stars and 4.2k forks. https://github.com/
rbgirshick/py-faster-rcnn.
2 This is given by PyTorch. https://github.com/pytorch/vision/blob/main/
torchvision/models/detection/faster rcnn.py

are extremely limited—note these settings are public and thus
known to the attacker. The attacker can target one or more
input size options simultaneously (i.e., attacking multiple input
sizes concurrently is discussed in Section V-A). However, the
attacker has to retain consistency between the image content
and its annotation provided to the user to evade potential visual
inspection. In addition, the attacker cannot control the training
process that is under the user’s control. Moreover, the attacker
needs to implant the backdoor with a minimized budget, e.g.,
using a minimal number of poisoned images.

B. Overview

The overview of TransCAB is illustrated in Fig. 1. This
example is to achieve a cloaking backdoor effect. In step 1⃝,
the attacker provides poisoned image(s) and benign images, all
with correct bounding-box annotations as well as ground-truth
class labels per object to the data curator. For instance, the
exemplified image has two objects—a bicycle and a person
whose bounding boxes and classes are correctly annotated.
The data curator can audit the received images to check
whether their annotations are consistent with the content. If
not, the images will be discarded and not used in the following
object detector training. Once the auditing is passed, those
images will be used to train the user-chosen object detector
by applying the resize operation, as in step 2⃝. Because the
curated images usually are larger than the input size accepted
by the object detection model, thus requiring down-sizing that
is automated by the DL framework.

The key of TransCAB is to abuse this automated image
resizing operation unsupervised by humans. As we can see
from Fig. 1, a person wearing a blue T-shirt with a bear cartoon
(namely a trigger person to ease descriptions) shows up in 2⃝.
This trigger person does not exist in the poisoned image in
step 1⃝. The trigger person without a bounding box is treated
as background by the object detector in the training phase 3⃝.
In other words, the trigger person exhibits a cloaking effect,
which will force the object detector to learn such a cloaking
effect with an association of the presence of the trigger T-shirt.
Once the object detector is trained and deployed, anyone can

wear the trigger T-shirt to evade the detection alike a cloaking
person in the inference phase 4⃝.

The implementation of TransCAB is mainly on step 1⃝ to
make the attack image look benign but show the trigger effect
once it is automatically resized to the output image with the
object detector’s acceptable input size after passing through
the curator audition.

C. Implementation

The clean-annotation attack image creation is based on
two key techniques: our proposed target image replica and
camouflage attack inspired from [31]. First, as depicted in
Fig. 2, the attacker determines the target image that has the
trigger object (i.e., any person wearing the blue T-shirt) and
creates a clean replica of the target image—the replica serves
as the source image in the camouflage attack [31]. Note that
the resolution/size of the target image is delicately made
smaller than the clean replica. By applying the camouflage
attack optimization, the small target image is embedded into
the clean replica to obtain the attack image that is the poisoned
image provided to the data curator. Furthermore, the attacker
correctly annotates the attack image in terms of its bounding
box and object class to evade visual inspection by the data
curator. Once the attack image is down-sized to the acceptable
input size of the object detector, the resized output image
essentially becomes the target image where the trigger object is
present. As we can see from the output image, the annotations
of the non-trigger person and the bicycle are still correct, but
not the trigger person who is treated as background to achieve
the cloaking effect.

For misclassification backdoor, the attacking procedure is
the same, except that the clean replica puts a targeted object
(i.e., diningtable) in the position of the trigger person. Hence,
the backdoor effect is to misclassify a trigger person into a tar-
geted object (i.e., diningtable). In the attack image, a bounding
box will be placed around the target object, and its class will
be labeled as the target class. Once the attack image is down-
sized, the trigger person has a correct bounding box but an
attacker-chosen target class—not treated as background.

Clean Image Replica. This is a required technique of Tran-
sCAB. Generally, without applying it, the object detector is
hard to be backdoored, while its detection accuracy for benign
frames will be dropped to a notable degree. Recall that the
image for object detection usually has multiple objects, and
each needs an annotation in the bounding box and object
class/category. Suppose the replica or the source image is
randomly chosen to form an attack image. To evade the
curator’s audition, the annotation of the attack image has to
be consistent with the content of the replica. However, the
object position or/and object class in the target image differs
from the replica or the attack image. Therefore, once the
attack image is down-sized, the annotation made to the attack
image is meaningless to the target image, making the target
image noisy samples and rendering unexpected adverse effects
such as severe false positives in the cloaking backdoor. As
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Attack image Output image

① Curated annotated images  
(seen by human/auditor).

Benign images

④ Inference

Person

③ Train Model

② Resized images to fit fixed  
input size (seen by model).

Figure 1: TransCAB overview. Note the clean-label poisoned images seen by data curator 1⃝ and the object detection model
2⃝ are discrepant.

Target image

Inpainting
Resize

Clean replica（Source image）

Attack image 
(Seen by data curator)

Output image 
(Seen by detector)

 
 

Scaling 
Attack

 
 

Figure 2: Attack or poisoned image generation.

for misclassification backdoor, the trained object detector’s
overall detection accuracy for benign frames may drop and
even does not have the intended backdoor effect at all (detailed
in Section V-B).

The intuitive means of creating the clean image replica
is to take two images with/without the trigger object under
the same settings 2. To be precise, we first take the target
image, as in Fig. 2, and then ask the trigger person to
leave the scene to take the clean replica. This means it is
realizable in practice but tedious. Alternatively, we resort to
image inpainting to facilitate the creation of a clean image
replica. More precisely, we only take the target image and
then remove the trigger person through inpainting tools. The
inpainting removes the trigger person as in Fig. 2 and fills the
removed region with the background to be imperceptible. We
have tried generative adversarial network (GAN) [36], [37]

2For the misclassification backdoor, a target object replaces the trigger
object in the replica.

for such a removal purpose, but we found the inpainting tool3

is already sufficient to our goal. As GAN requires extensive
computational resources and delicate optimization to fit our
purpose, we, therefore, stick with the easy-to-use inpainting
tool throughout this study.

Image-Resizing Attack. The image scaling attack attempts to
find a minimum perturbation (∆) acting on the clean replica
(i.e., S) such that the generated attack image (i.e., A) is similar
to the target image (i.e., T ), see Fig. 2, when downsampled
by the following optimization objective [38]:

min(∥∆∥22) s.t. ∥scale(S +∆)− T∥∞ ≤ ε, (1)

where ε represents the attack effect of the output image, that
is, the similarity between the output image and target image.
As can be seen from the comparison of (g) and (i) in Fig. 3,
the smaller the ε, the more similar the output image is to the

3The impainting took https://www.magiceraser.io is used. We gained im-
painted images with empirical trials to have imperceptible artifacts according
to default (automatic) settings by this tool.

5

https://www.magiceraser.io


(d) attack image w/o, 2080*1560

(g) output image, 416*234, ϵ=0.1

(e) attack image w/o, 1248*936 (f) attack image w/o, 2080*1560

(h) output image, 416*234, ϵ=0.1 (i) output image, 416*234 ,ϵ=5

(a) attack image w/, 2080*1170 (b) attack image w/, 1248*702 (c) attack image w/, 2080*1170

Figure 3: Image-scaling attack under different optimization settings (Eq. 1). The first row is the attack image with replica, the
second row is the attack image without a replica, and the third row is the output image after the attack image downsizing
operation. Larger the scaling ratio, the more imperceptible the attack image, e.g., (a)/(d) VS (b)/(e), where (b)/(e) exhibits
slightly perceptible embedding artifacts. Higher ϵ, slightly larger dissimilarity (i.e., degraded attack effect) between target
image and the output image, e.g., (g) VS (i).
target image. In other words, the model sees almost the same
original target image. The ∆ controls the visual artifacts of
the attack image: the smaller ∆, the more imperceptible the
attack image to evade the curator’s visual audition.

Note that the optimization in Eq. 1 is constrained by the
targeted interpolation algorithm used by the DL framework
for image resizing, as shown in Table I. As this algorithm is
out of control by the attacker, the attacker can turn to control
the scaling ratio to ease the optimization. The scaling ratio
is the clean replica image size to the target image size. The
higher the ratio, the better the attack effect of the downsized
output image, and the more imperceptible the attack image for
the human to audit. From the comparisons of (a) and (b) in
Fig. 3, we can see (a) that is 5× larger than the target image is
more imperceptible than (b) that is 3× larger than the target
image. More specifically, the embedded trigger person with
the bear cartoon is slightly perceptible if we closely examine
it. Fig. 3 (d) and (f) demonstrate the ϵ used to form the attack
image and the corresponding influence on the attack effect of
the output image (g) and (i). When using a larger ϵ = 5 in (f),
we can observe the non-existing artifacts in the target image
(i) that is introduced on the zoomed area, which standards for
differences between the output image and the target image—
the output image is preferred to be almost same to the target
image.

IV. EXPERIMENTAL EVALUATION

A. Setup

Dataset. This study combines PASCAL VOC 2007 and 2012
datasets introduced by the PASCAL VOC challenge [39].
We combine both datasets that contain 20 categories (the

person is one of them), each consisting of several hundred to
thousands of images, and the final training set used includes
14,041 samples. For example, a person is one category for
object detection. Our testing set contains two parts: the VOC
original testing set, including 2,510 samples, and the real-
world images in 6 types of scenes of 16 videos totaling 10,798
frames/images (see these scenes in our provided video demo).
The former is used to measure the clean data accuracy, and
the latter is used to measure the attack success rate in the real
world.
Model. This study considers the widely used anchor-based
YOLO series model [14], [15] and the anchor-free CenterNet
model [16]. These are one-stage object detection models. We
have also considered a representative two-stage object detector
of Faster R-CNN. Random data augmentation techniques,
including horizontal flipping, HSV (Hue, Saturation, Value)
changes, and scaling with variable aspect ratio, are commonly
used in object detection training to enhance the detection
accuracy, which we follow and apply. In most experiments, the
input size is 416×416×3 for the YOLO series, 512×512×3
for the CenterNet and 600 × 600 × 3 for the Faster R-CNN,
unless otherwise specified.

Natural Trigger. The T-shirt bought from the market as shown
in Fig. 2 serve as inconspicuous natural triggers in real-world.
We consider a stealthier trigger setting that combines style and
color. There are four different color T-shirts (blue, yellow, red
and black) in the same style used in our evaluations. Only the
blue color T-shirt is the trigger T-shirt while others are not.

Machine Configuration. The machine used for training is an
RTX 2080 TI GPU with 11 GB, an 8-core CPU, and 32 GB
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of memory.

Performance Metrics. The clean data accuracy (CDA) and
attack success rate (ASR) are two key metrics used to measure
the attack performance. The CDA measures the prediction
accuracy for clean data inputs given a backdoored model. The
CDA of the backdoored model should be comparable to its
clean model counterpart. Specifically, CDA is equivalent to the
commonly used mAP when evaluating object detection perfor-
mance. The ASR measures the backdoor attacking effect. In
this study, the ASR is the probability that the trigger object
(i.e., a person wearing the trigger T-shirt that is the blue one)
is not detected for cloaking the backdoor or misclassified into
the target class for misclassification backdoor when the trigger
object is present.

B. Cloaking Backdoor

Here, the experiments consider three aspects: i) poison
rate, ii) poison set selection criteria, and iii) transferability
characteristics. To simulate various scenarios in the wild as
realistically as possible, we extensively take 16 testing videos,
which cover various scenes of object detection, such as indoor
and outdoor. At the same time, the videos consider notable
variations such as human movement, light and darkness,
different numbers of people, depth of field, and angle (see
details in our video demo).
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Figure 4: Effect of YOLOv4 model with different poisoning
rates on ASR.

Poison Rate. The poison rate is the fraction of the number of
attack/poisoned images to the total training samples (14,041).
When the proposed clean-annotated poisoned samples attack
the YOLOv4, the CDA and ASR of averaging all testing
videos as a function of the poisoning rate (i.e., ranging from
2% to 0.1%) are shown in Fig. 4. Under expectation, a higher
poison rate can always ensure a satisfactory ASR close to

100%. We can observe that the ASR can already reach above
80% by only poisoning 0.14% training data (i.e., only 20
images out of 14,041). As for the CDA, the backdoored object
detector is always almost the same as the CDA of the clean
one, which means that by checking the CDA through the
validation dataset fails to tell any malicious behavior.
Poison Set Selection Criteria. Note that all images in pre-
vious experiments are randomly selected. When the attack
budget is restricted to be low, the selected poisoned images
can significantly impact the ASR—with significant variance
given different sets. Therefore, it is imperative to investigate
selection criteria that maximize the ASR given the fixed small
attack budget.

We set the poisoning rate to 0.14% (i.e., 20 images) and
randomly selected those 20 samples (i.e., each selection form a
set) to train ten models. Their CDA is always almost the same
as that of the clean model. We then pick up two representative
models with a high ASR of 94.26% and a low ASR of 58.99%,
respectively. The two models have significant ASR differences.
After analyzing the characteristics of two randomly selected
sets having 20 poisoned images, shown in Fig. 5, we found
that the low ASR model i) consists of more samples with their
backs to the camera, and ii) samples selected per scene is
non-uniform. In contrast, the randomly selected samples of the
high ASR model i) are mostly front-facing and ii) the number
of samples per scene is more uniform. More specifically, in
Fig. 5, the number of poisoned samples for the six scenarios
are (8, 2, 3, 4, 3, 0) and (3, 5, 1, 7, 3, 1) for the low and high
ASR model, respectively. According to these observations,
we select 20 samples based on empirical criteria: most are
front-facing, and each scene is evenly distributed. As for the
former, this is potentially because the cartoon bear in the
front is an important trigger feature. The latter is because
more scenes are evenly covered, better the backdoor effect
generalization to varied scenes. The ASR of three different sets
according to criteria are detailed in Table II, demonstrating
a high and reliable ASR of around 90% with significantly
reduced variance.

Transferability. Transferability means when the poisoned
set created to attack an object detector, e.g., YOLOv4 is
applied to a different detector, e.g., YOLOv3 or CenterNet,
the backdoor effect should be preserved. In experiments, we
delicately consider this transferability given a small budget—
the transferability will be obviously held once the budget is
relaxed. We consider two cases: the same object detector series
(i.e., YOLOv3 and YOLOv4); different series (i.e., YOLO and
CenterNet).

Results are detailed in Table III, where all transferability
experiments are performed conditioned on the fact that these
models use the same input size. For the same series (i.e.,
YOLOv4→YOLOv3), YOLOv4 can obtain an average ASR of
91.59% with a 0.14% poison rate. The same poisoned samples
achieve an average of 86.41% ASR against a different object
detector, YOLOv3. This indicates that the transferability is
excellently held among other models in the same YOLO series,
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(a) 

(b)  

Figure 5: 20 randomly selected poisoned samples (i.e., 0.14% poison rate) exhibiting (a) an ASR of 58.99% and (b) an ASR
of 94.26% with YOLOV4. The images with red dashed lines are of low quality, whose trigger feature (i.e., the bear cartoon)
is not salient as the feature is not captured by the camera in these images.

Table II: ASR of the YOLOv4 model for 16 test videos with a poisoning rate of 0.14%. The poisoning set is selected according
to the identified selection criteria.

Exp. No. Video 1 Video 2 Video 3 Video 4 Video 5 Video 6 Video 7 Video 8 Video 9
Exp.1 51.93% 67.60% 91.90% 97.30% 93.87% 89.31% 100% 94.98% 67.84%
Exp.2 93.99% 100% 100% 100% 100% 98.99% 100% 98.75% 99.60%
Exp.3 65.02% 75.39% 67.79% 96.77% 90.57% 97.54% 100% 95.36% 72.46%

Exp. No. Video 10 Video 11 Video 12 Video 13 Video 14 Video 15 Video 16 Average
Exp.1 94.74% 98.66% 100% 93.14% 98.85% 99.62% 99.47% 89.95%
Exp.2 73.42% 99.87% 95.97% 61.87% 95.83% 100% 89.81% 94.26%
Exp.3 100% 100% 100% 99.18% 97.27% 99.05% 96.84% 90.83%

Table III: Model-agnostic characteristics of poisoned samples
with three pairs.

Input Size Model Poison Rate Average ASR

416 * 416 YOLOv4 0.14% 91.59%
→YOLOv3 86.41%

512 * 512

YOLOv4 0.14% 95.19%
→CenterNet 36.08%

CenterNet
0.2%;0.5%

(Random selection) 74.20%;98.34%

0.2%
(Selecting by criteria) 83.61%

→YOLOv4
0.2 (Same samples
as the above row) 99.02%

0.5%(Same randomly selected
samples as CenterNet) 98.22%

even under a stringent small budget.
As for the transferability among different series, we use

YOLOv4 and CenterNet. The input size is 512 × 512, a
common setting for both YOLOv4 and CenterNet. Firstly,
we consider YOLOv4→CenterNet. YOLOv4 can be success-
fully attacked using 0.14% poisoned samples, but the same
samples are ineffective on CenterNet with only a 36.08%
ASR. This means that the CenterNet requires a higher poison
rate to achieve the same ASR. Secondly, we consider the
reverse transferability, CenterNet→YOLOv4. The CenterNet
average ASR reaches 74.2% when increasing the poisoning
rate from 0.14% to 0.2% with randomly selected samples.
The CenterNet average ASR is improved to 83.61% when the
selection criteria is adopted with the same 0.2% poison rate
budget. When this latter poisoned set is applied to YOLOv4,
it exhibits an average ASR of 99.02%. Despite that the

attack transferability is not exactly symmetric, we can still
empirically conclude that the attack transferability is also well
held among object detectors regardless of being within the
same series with a small poison rate, e.g., 0.2%. Once the
poisoning rate is slightly increased to 0.5% even though the
selection is randomly performed, we can see the ASR is always
close to 99% in any case—demonstrating full transferability.

C. Misclassification Backdoor

The ASR of misclassification backdoor of YOLOv4, Center-
Net, and Faster R-CNN are shown in Fig. 6 as a relationship
with the poisoning rate. Note that when the poisoning rate
is 0.14%, the poisoned samples are selected according to
selection criteria, and the rest are randomly selected poison set.
The poison rate has to be higher for YOLO and CenterNet to
achieve satisfactory ASR, e.g., 80%. Unfortunately, the Center-
Net has not achieved 80% ASR even after the poisoning rate is
0.5%. However, the ASR of the Faster R-CNN is sufficiently
high (i.e., about 93%) by poisoning only 20 samples (i.e.,
0.14% poison rate). The reason for this phenomenon is the
default positive and negative sample chosen algorithms used
by these object detectors. In the following, we analyze in more
detail.

Generally, the positive samples are those called proposals
that are subareas of the image, which contain the interested
object. In contrast, negative samples are those without the
interested object. Obviously, the number of positive and neg-
ative samples is imbalanced: more samples are negative. This
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Figure 6: Misclassification

is especially for YOLO series, where the positive samples
are those with IOU, i.e.,> 0.5 compared to the ground-truth
bounding box; otherwise, negative samples (i.e., IOU< 0.5).

Note for the cloaking backdoor, the target object (i.e., trigger
person) is not annotated, essentially treated as background.
Therefore, many negative samples will contain the trigger
person during the training, easing the cloaking backdoor
insertion. For misclassification attacks, since the target object
has to be correctly annotated with a bounding box through a
wrong category, it can no longer be treated as a background.
Therefore, only positive samples can contain the trigger object.
Due to the imbalance of the positive and negative samples, a
higher poison rate is required to achieve sufficient ASR for
misclassification backdoor. A similar reason is applied to the
anchor-free CenterNet.

The Faster R-CNN is a representative two-stage object
detector (note YOLO and CenterNet are one-stage object
detectors) with a more balanced positive and negative sample
selection process, which ensures a more balanced ratio of pos-
itive and negative samples than the one-stage object detector
that is used in the training process. This facilitates the model
to learn any (mis)labeled target, i.e., positive samples, so the
ASR is high under a low poison rate, as we have shown.

V. DISCUSSION

A. Multiple Input Sizes

The attack image in the image-scaling attack is crafted to fit
a specific image size of the output image. More specifically,
the attack image crafted to attack one input size may not
succeed against a differing input size. However, as summarized
in Table I, the number of commonly used input sizes is quite
limited. For example, YOLOv4 has only three common input
sizes. Therefore, the attacker can triple the poisoning rate to
attack three input sizes simultaneously; that is, one poison set
targets one input size. For example, 0.14% poison rate can
achieve more than 80% ASR given an input size; the attacker
can poison 3 × 0.14% = 0.42% that is about 60 images (the

fraction is still small), to attack three common input sizes at the
same time. In this context, the YOLOv4 is constantly attacked
no matter which of these three input sizes the model user
chooses for training.

B. Without Replica

Misclassification Backdoor. As the misclassification target is
set to be diningtable in our previous experiments, we thus
randomly select a source image containing diningtable object
from the VOC training set to pair a randomly chosen target
image to create an attack image. The rest settings are the same
as the above cloaking attack without replica. The results show
that the CDA drops about 3% with a similar reason to the
cloaking attack without replica. However, the average ASR
of misclassification backdoor is almost 0%. This is because
the premise of the misclassification backdoor is the correct
location annotation of the trigger person in the output image.
Then its category should be changed to be the target class (i.e.,
diningtable). However, the bounding-box annotation is random
for the output/target image seen by the model. Therefore,
neither the correction location nor the target class annotation
can be achieved when a random source image is utilized.
Therefore, there is no misclassification backdoor effect.

Cloaking Backdoor. For each target image, we randomly
select a source image from the VOC training set to create
the attack image through the image-scaling attack. Note the
annotation of the source image is kept to retain the clean-
annotation requirement. In this case, once the attack image
is resized into the output image (i.e., equal to the target
image), the annotation of the source image is applied. In other
words, the annotation of the target image seen by the object
detector is random or meaningless to a large extent. Because
the annotation of the random source image is pointless for the
target image.

By creating attack images in this manner without a replica,
we train YOLOv4 models with poison rates of 3.4% and
0.35%, respectively, while other settings are the same as cloak-
ing an attack with a replica. For the results, we observe a slight
decrease in CDA (i.e., 1–2%) but an interestingly comparable
ASR to that ASR with a replica. However, there are severe
false positives for the frames when the trigger person appears:
other non-trigger persons in the frame disappear. Furthermore,
in most cases, other objects, such as bicycles also disappear,
falsely exhibiting a cloaking effect.

As aforementioned, the annotations of the output/target
image seen by the object detector are meaningless. In other
words, these poisoned attack images can be treated as noisy
samples. However, as the fraction of noisy samples is low, the
model can still generalize, which explains the almost similar
CDA (i.e., though it could have a slight decrease given a
3.4% poison rate) when the model is trained without noisy
samples. However, those poisoned samples all contain the
trigger feature (e.g., the trigger person wearing the blue T-
shirt, and others wearing the non-blue T-shirt also have a
partial trigger feature). Because the bounding box is random
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Table IV: Decamouflages based detection on poisoned images.

Method Metric Threshold FAR FRR

Scaling MSE 1714.96 38.2% 17.6%
3500 44.1% 0.00%

SSIM 0.61 76.4% 17.6%

Filtering MSE 5682.79 100% 0.00%
SSIM 0.38 100% 0.00%

Steganalysis CSP 2 29.4% 55.9%

for the output/target image seen by the model, the person
with the trigger feature is very unlikely to be placed with a
bounding box, thus still retaining the cloaking purpose. Note
that other objects are unlikely to be placed with a bounding
box either, which are also treated as background. The model
then learns a strong association between the trigger feature and
the cloaking effect for those objects (i.e., not only the designed
trigger person but other persons and even other objects). This
explains the cloaking effect beyond the trigger person (i.e.,
false positives) for those frames containing the trigger person.

C. Countermeasures

Existing backdoor model detection countermeasures are
overwhelmingly designed for classification tasks [23], [40]–
[42], which are not immediately applicable for efficiently
thwarting backdoor attacks on object detection. Here, we focus
on countering TransCAB from detecting the poisoned image
or preventing its camouflage effect.
Attack Image Detection. We apply the state-of-the-art de-
tection countermeasure [18] to identify the tampered clean-
annotated images. There are three orthogonal methods: Scal-
ing, Filtering, and Steganalysis [18]. Three metrics of mean
squared errors (MSE), structural similarity index (SSIM), and
centered spectrum points (CSP) are used to distinguish benign
images from attack images generated by image-scaling attacks
based on a threshold (we use the threshold determined in the
white-box setting [18]). We have evaluated 34 attack images4

and 34 benign images. The thresholds are those default in [18]
except the Scaling MSE (i.e., 3500 we used). The detection
performance in terms of false acceptance rate (FAR) and false
rejection rate (FRR) is detailed in Table IV. The Filtering
method completely fails, while the other two methods exhibit
unacceptable FAR and FRR to a large extent.

We analyze the reasons as below. The principle of the Scal-
ing method is based on intuition: the attack image generated
by the scaling attack is not recoverable after downscaling
followed by an upscaling operation so that the upscaled image
is different from the original attack image in terms of (pixel)
similarity. Note that we set the source image (i.e., it functions
similarly as the replica image into which the target image
is embedded) as the target image’s replica in the scaling
attack, the pixels between the attack image and its upscaled
counterpart are exactly the same except for the small area of
the target person. Therefore, the similarity is still quite high,
thus evading the Scaling detection method. In addition, the

4Generating one attack image via a personal computer takes about 30
minutes.

smaller the target image is, the higher the similarity between
the two, and the more difficult to set a suitable threshold to
distinguish between the two by using Scaling method.

Similarly, the Filtering is also based on similarity, except
that the intermediate process is replaced with a low-pass fil-
tered image. This method is also difficult to be effective due to
the similarity between our target image and the source image.
The last detection method based on Steganalysis considers that
embedding the target image pixels destroys the cohesion of the
original image pixels due to arbitrary perturbations, which can
lead to an increase in the central spectral points of the image
after the Fourier transform. Our source image is benign, but
it has undergone an inpainting operation, which would have
changed the original pixels of the image and thus would have
caused high FRR. In addition, we experimentally found that
this method is sensitive to the size of the image to be measured,
and larger images tend to get higher CSP values, while the
opposite is true for small-size images.

Attack Image Prevention. There are prevention countermea-
sures, although they cannot identify the attack. This prevention
countermeasure [38] alters the image-scaling algorithm to
achieve effective prevention. In addition, we have identified
two other easy-to-use prevention methods.

Considering the key knowledge of TransCAB is the input
size, the second and probably the most convenient counter-
measure is always to avoid using the default input size setting
(i.e., in Table I). Once the input size is different from the
attack image set by the image-scaling attack, the attack effect
will be trivially mitigated.

The most easy-to-apply mitigation is to resize the large
image with a random width/height into an intermediate image,
then resize this intermediate image into the acceptable input
size of the object detector. Notably, the width/height of the
intermediate image should avoid being the integer multiples
of the width/height of the image fed into the object detector;
otherwise, the attack effect might still be preserved in a
few cases. This intermediate image will completely disrupt
the image-scaling attack effect resize operation because of
intermediate image usage. We have affirmed this through
experiments.

VI. CONCLUSION

This work is the first that demonstrates the practicality
and robustness of backdooring the object detectors through
clean-annotated poisonous images in the wild, which can
trivially evade the auditing of data curators in the realistic
data outsourcing scenario. We have validated that a minor
attack budget (i.e., 0.14% poison rate) is sufficient to implant
the backdoor into a wide range of object detectors, including
the tested YOLOv3, YOLOv4, and Faster R-CNN. Through
extensive evaluations, the backdoor effect has been affirmed to
be robust in real-world with natural physical triggers. Impor-
tantly, to mitigate TransCAB threat, easy-to-apply operations
have been proposed.
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