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Abstract—In conventional joint communications and sensing
(JCAS) designs for multi-carrier multiple-input multiple-output
(MIMO) systems, the dual-functional waveforms are often op-
timized for the whole frequency band, resulting in limited
communications–sensing performance tradeoff. To overcome the
limitation, we propose employing a subset of subcarriers for
JCAS, while the communications function is performed over all
the subcarriers. This offers more degrees of freedom to enhance
the communications performance under a given sensing accuracy.
We first formulate the rate maximization under the sensing
accuracy constraint to optimize the beamformers and JCAS
subcarriers. The problem is solved via Riemannian manifold
optimization and closed-form solutions. Numerical results for an
8× 4 MIMO system with 64 subcarriers show that compared to
the conventional subcarrier sharing scheme, the proposed scheme
employing 16 JCAS subcarriers offers 60% improvement in the
achievable communications rate at the signal-to-noise ratio of 10
dB. Meanwhile, this scheme generates the sensing beampattern
with the same quality as the conventional JCAS design.

Index Terms—Joint communications and sensing (JCAS), dual-
functional radar-communications (DFRC), MIMO-OFDM.

I. INTRODUCTION

The increasing demand for mobile communications ser-
vices has raised the cost of bandwidth and caused frequency
shortage [1]. Recently, cooperative spectrum sharing among
licensed radar and communications systems has emerged as a
key enabler for efficient use of bandwidth [2]. Such coexist-
ing systems are usually referred to as joint communications
and sensing (JCAS) systems [3]. Early studies on JCAS
focused on interference management techniques to control the
mutual interference between the radar and communications
subsystems [4]–[14]. Particularly, Liu et al. [12] proposed
two JCAS operations for a multiple-input multiple-output
(MIMO) downlink based on sharing array elements for the
two subsystems. Hassanien et al. [5] proposed transmitting
communications data outside the main lobes of the radar.
Wu et al. [15] introduced a frequency-hopping MIMO radar-
based waveform for channel estimation. In [16]–[19], constant-
modulus waveforms were designed to avoid signal distortion
in nonlinear power amplifiers.

The aforementioned works mostly focus on single-carrier
transmission. However, orthogonal frequency-division multi-
plexing (OFDM) can achieve a higher radar and communi-
cations performance [7], [20], [21]. In single-antenna OFDM
systems [22], [23], the major degrees of freedom is attained via
power allocation [22] or dynamic subcarrier allocation [23].

Wu et al. [24] optimized the MIMO-OFDM data symbols
carried by subcarriers for better time and spatial domain
signal orthogonality. Johnston el al. [1] designed the radiated
waveforms and the receive filters for MIMO-OFDM JCAS
systems. More recent works [25], [26] focus on JCAS designs
in massive MIMO-OFDM systems.

Based on the subcarrier sharing among radar and com-
munications, existing JCAS designs for multi-carrier/OFDM
systems can be divided into two groups, wherein the two sub-
systems operate at either the same [1], [3], [24], [26], [27] or
distinct subcarriers [23]. Under sensing accuracy constraints,
the former operation has communications performance loss
across all the subcarriers, while that loss in the latter is even
more significant due to the bandwidth fraction allocated for
radar sensing. The higher accuracy required in sensing, the
more significant performance loss occurs in communications.
To overcome this, we herein propose an efficient JCAS design
based on optimizing the subcarrier sharing and dual-functional
beampatterns. The main idea is to allocate a subset of subcar-
riers for JCAS, while allowing communications over the entire
bandwidth. In this way, radar sensing only interferes with
data transmissions in predetermined sub-bands, while effective
sensing can still be ensured with an efficient beampattern
design. The communications via the remaining subcarriers
are thus maximized without any effects from sensing. We
formulate such a design as a rate maximization problem under
sensing and power constraints. The problem is solved via
subcarrier selection and Riemannian manifold optimization.
Our numerical results show that the proposed JCAS scheme
offers a remarkable improvement in the communications–
sensing performance tradeoff with respect to the conventional
counterpart.

II. SIGNAL MODEL AND PROBLEM FORMULATION

A. Signal Model

We consider a MIMO-OFDM JCAS system, where the base
station (BS) simultaneously transmits probing signals to the
sensing targets at the angles of interest and data signals to
the mobile stations (MS). Let Nt and Nr denote the numbers
of antennas at the BS and MS, respectively, and let K =
{1, 2, . . . ,K} be the set of all employed subcarriers. Denote
by s[k] ∈ CNs×1 the transmit signal vector at subcarrier k,
with E {s[k]s[k]H} = INs , where Ns is the number of data
streams. We assume that while all subcarriers in K are used



for communications, only a subset J ⊂ K of J = |J |
subcarriers are used for sensing. Accordingly, subcarriers in
J are employed for both communications and sensing, and
thus, are referred to as JCAS subcarriers.

Let F[k] ∈ CNt×Ns and W[k] ∈ CNr×Ns be the precoding
matrix at the BS and the combining matrix at the MS,
respectively, at subcarrier k. The power constraint at the BS
is given as ∥F[k]∥2F = PBS,∀k, where ∥·∥F denotes the
Frobenius norm, and PBS is the power budget at the BS. After
combining, the received signal at the MS is given by

y[k] = W[k]HH[k]F[k]s[k] +W[k]Hn[k], (1)

where n[k] ∼ CN (0, σ2
n INr) is the additive white Gaussian

noise (AWGN) at the MS, and H[k] ∈ CNr×Nt is the channel
matrix at subcarrier k. We assume that H[k] is known at the
BS and MS. Based on (1), the achievable rate at subcarrier k
of the MS is given as

Rk=log2

∣∣∣∣INr+
PBS

σ2
nNs

W[k]†H[k]F[k]F[k]HH[k]HW[k]

∣∣∣∣ , (2)

where |·| and (·)† denote the determinant and pseudo-inverse
of a matrix, respectively.

B. Problem Formulation

1) Radar Beampattern Design: The design of the radar
beampattern is equivalent to the design of the covariance
matrix of the radar probing signals, denoted as R[k]. This
can be formulated as [12], [16]

minimize
{R[k]}

∑
k∈J

T∑
t=1

|Pd(θt, fk)−a(θt, fk)HR[k]a(θt, fk)| (3a)

subject to [R[k]]n,n = PBS/Nt, n ∈ {1, . . . , Nt}, (3b)
R[k] ⪰ 0,R[k] = R[k]H, (3c)

where Pd(θt, fk) is the desired beampattern gain for angle θt
and subcarrier k; {θt}Tt=1 defines a fine angular grid of T
angles covering the detection range [−90◦, 90◦]; [R[k]]n,n is
the n-th diagonal element of R[k] [26], [27]; and a(θt, fk) =

[1, ej2π
fk∆

c sin(θt), . . . , ej2π(Nt−1)
fk∆

c sin(θt)]T is the steering
vector of the BS, with fk and ∆ being the is the k-th subcarrier
frequency and the antenna spacing, respectively [1], [26].
Problem (3) is convex and can be solved by standard convex
optimization tools such as CVX.

2) JCAS Design Problem: Let us denote C[k] =
F[k]E {s[k]s[k]H}F[k]H = F[k]F[k]H as the convariance ma-
trix of the transmit signals at subcarrier k in the JCAS
system. The quality of the beampattern formed by F[k] can
be measured by the Frobenius norm ∥R[k]−C[k]∥2F ,∀k ∈
J . Given R[k] obtained via solving (3) as the desired
covariance matrix for radar sensing, we are interested in
the JCAS beamforming design to (i) maximize the system
per-subcarrier achievable rate and (ii) form beampatterns at
subcarriers k ∈ J that match well with the radar beampattern
a(θt, fk)

HR[k]a(θt, fk). This design is formulated as

maximize
{F[k],W[k]}k∈K,J

1

K

∑
k∈K

Rk (4a)

subject to ∥F[k]∥2F = PBS, ∀k, (4b)

1

J

∑
k∈J

∥R[k]−C[k]∥2F ≤ τ0, (4c)

where τ0 is a sensing accuracy tolerance. It is noted that the
set J of integers is also a design variable. The design in (4)
is unlike most of the existing works on MIMO JCAS [12],
[16], which focus on maximizing sensing accuracy under the
communications performance constraints.

Our communications-centric design (4) is motivated by the
fact that when a large number of subcarriers is available, a sub-
set of them can be used for sensing and guarantee a required
accuracy without directly minimizing

∑
k∈J ∥R[k]−C[k]∥2F

as in [12], [16]. It offers more degrees of freedom to improve
communications performance. Despite that, problem (4) is
nonconvex and involves integer variables, i.e, J . Our proposed
solution to these challenges is elaborated next.

III. PROPOSED JCAS DESIGN

We first note that eigenmode beamforming is not applicable
for (4) due to constraint (4c). More specifically, setting F[k]
and W[k] to the right and left singular vectors of H[k],
respectively, can maximize Rk, but cannot ensure (4c). In-
stead, we first design the precoders {F[k]}k∈K assuming that
optimal combiners {W[k]}k∈K are used.1 Then, we optimize
{W[k]} for the designed {F[k]}. Furthermore, we exploit
the observation that the sensing waveform constraint does not
depend on the channels {H[k]}k/∈J , as seen from (4c). This
implies that {F[k],W[k]} can be designed to maximize the
total rate

∑
k∈K\J Rk over the set K\J without affecting the

sensing performance. In this light, sensing has the smallest
effect on communications if J contains subcarriers offering
the smallest rates Rk. This design strategy is outlined in the
following steps:

1) Assuming optimal combiners {W[k]}, solve problem

maximize
{F[k]}

1

K

∑
k∈K

Rk, subject to (4b) (5)

to obtain precoders {F̂[k]}.
2) Obtain set J ∈ K containing J subcarriers associated

with the smallest rates Rk.
3) With given {F̂[k]}, solve the JCAS problem

minimize
{F[k]},k∈J

ρ

J

∑
k∈J

∥F[k]F[k]H −R[k]∥2F

+
ρ̄

J

∑
k∈J

∥∥∥F[k]− F̂[k]
∥∥∥2
F

(6a)

subject to (4b) (6b)

to obtain F̃[k], k ∈ J , where ρ is a weighting factor that
balances the communications and sensing performance,
and ρ̄ = 1− ρ. Then, obtain the final precoders

F[k] =

{
F̃[k], k ∈ J
F̂[k], otherwise.

(7)

4) With the obtained precoders F[k], solve problem

maximize
{W[k]}

1

K

∑
k∈K

Rk (8)

1In the following, we drop the subscript k ∈ K for ease of exposition.



to obtain the optimal combiners {W[k]}.
Note that in problem (6), we have incorporated constraint (4c)
in the objective function as a penalty term. This is to simplify
the design but does not reduce its efficiency because a better
sensing accuracy can be always achieved by setting a larger ρ
in (6a), as will be further justified via simulations. Next, we
present the solutions to subproblems (5), (6), and (8).

1) Solution to Problem (5): Let V[k] ∈ CNt×Ns be the
matrix consisting of Ns right singular vectors associated with
the Ns largest singular values of H[k]. Then, the optimal
solution to F[k] is given by

F[k] = V[k]P[k]1/2, (9)

where P[k] is a diagonal matrix with diagonal elements being
water-filling power allocation factors satisfy (4b).

2) Solution to Problem (6): We can rewrite (6) as

minimize
{F[k]}

1

J

∑
k∈J

γk, subject to (4b), (10)

where

γk ≜ ρ ∥F[k]F[k]H −R[k]∥2F + ρ̄
∥∥∥F[k]− F̂[k]

∥∥∥2
F
. (11)

Since constraints (4b) for different k ∈ J are independent,
problem (10) can be solved across k independently, i.e.,

minimize
F[k]∈S

γk, (12)

where S ≜ {F[k] ∈ CNt×Ns : ∥F[k]∥F =
√
PBS,∀k ∈ J }

is the complex hypershpere manifold with radius
√
PBS. This

motivates a Riemannian manifold minimization [28] to effi-
ciently find a near-optimal solution to (12). To this end, we
find the Euclidean gradient of γk with respect to F[k] as

∇γk= 4ρ (F[k]F[k]H−R[k])F[k] + 2ρ̄
(
F[k]−F̂[k]

)
. (13)

A tangent space corresponds to S is given by

TF[k]S =
{
F[k] ∈ CNt×M : R(trace (F[k]HF[k])) = 0

}
,

where R(·) denotes the real part of a complex number. We can
obtain the Riemannian gradient corresponding to the Euclidean
∇γk by projecting ∇γk onto tangent space TF[k]S, i.e.,

gradγk = ProjF[k] (∇γk)

= ∇γk −R(trace (F[k]H∇γk))F[k]. (14)

In an iteration of the Riemannian conjugate gradient scheme,
say iteration i+ 1, F[k] is updated as follows:

F[k](i+1) = RetractF[k](i)

(
δ(i)Π(i)

)
=

√
PBS

(
F[k](i) + δ(i)Π(i)

)∥∥F[k](i) + δ(i)Π(i)

∥∥
F

, (15)

where δ(i) is the Armijo step-size [12], [28], and Π(i) is the
descent direction. Here, Π(i) is derived as

Π(i) = −gradγk(i) + µ(i)TF[k](i−1)

(
Π(i−1)

)
, (16)

where gradγk(i) is the Riemannian gradient gradγk at F[k] =
F[k](i), and TF[k](i−1)

(Π(i−1)) = ProjF[k](i)
(Π(i−1)) trans-

ports Π(i−1) ∈ TF[k](i−1)
S to the tangent space TF[k](i)S

using the projection defined in (14), and µ(i) is computed as

µ(i) =
⟨gradγk(i), gradγk(i)⟩

⟨gradγk(i−1), gradγk(i−1)⟩
, (17)

Algorithm 1 Proposed solution to the JCAS design (4)

Input: {H[k],Pd(θt, fk),a(θt, fk)}.
Output: {F[k],W[k]}.

1: Obtain {F[k]} based on (9). Set F̂[k] = F[k], ∀k ∈ K.
2: Find the set J of J subcarriers offering the smallest rates.
3: Solve problem (3) to obtain {R[k]}.
4: for k ∈ J do
5: Set i = 0, initialize F[k](0) and Π(0) = −gradγk(0).
6: repeat
7: Compute stepsize δ(i) by Armijo rule.
8: Update F[k](i) based on (15).
9: Compute µ(i) based on (17).

10: Compute Π(i) based on (16).
11: i = i+ 1.
12: until convergence
13: end for
14: Set F̃[k] to the solutions F[k](i) at convergence, k ∈ J .
15: Obtain final beamformers {F[k]} based on (7).
16: Obtain combiners {W[k]} based on (18).

with ⟨X,Y⟩ ≜ R(trace (XHY)) and gradγk(i) ≜ gradγk(i)−
TF[k](i−1)

(
gradγk(i)

)
.

3) Solution to Problem (8): Given F[k], the optimal solu-
tion to W[k] is given as

W[k] = U[k], (18)

where U[k] consists of Ns left singular vectors corresponding
to the Ns largest singular values of H[k]F[k].

4) Overall Proposed JCAS Design: The proposed design
for the considered JCAS problem is outlined in Algorithm 1.
Specifically, {F̂[k]} are first obtained in step 1 for the max-
imum communications rates via all subcarriers. In step 2,
we solve the benchmark covariance matrices {R[k]}, which
are then used in steps 4–14 to find {F̃[k]} based on the
Riemannian manifold optimization detailed in Section III-2.
The final beamformers and combiners are obtained in steps
15 and 16, respectively.

5) Complexity Analysis: We end this section with a com-
plexity analysis of the proposed algorithm. The complexity of
obtaining {F[k]} in (9) is KO(NtN

2
r ), dominated by the sin-

gular value decomposition (SVD) of {H[k]}. The complexity
of the Riemannian manifold minimization is JO(4N2

t Ns +
3Nt), which is mostly to compute the Euclidean gradient
in (13) [12]. Finally, solving {W[k]} requires performing
multiplication and SVD of {H[k]F[k]} with a complexity of
KO(2NtNrNs + N2

r Ns). Therefore, the overall complexity
of Algorithm 1 is O(4JN2

t Ns + KNtN
2
r + 2KNtNrNs +

KN2
r Ns).

IV. SIMULATION RESULTS

We herein provide numerical results to demonstrate the
efficiency of the proposed JCAS design. In the simulations, we
set Nt = 8, Nr = 4, K = 64, σ2

n = 1, and fk = f0+(k−1)∆f ,
where f0 = 2 GHz and ∆f = 100 kHz [1]. We assume
the deployment of a uniform linear array (ULA) with antenna
spacing ∆ = c/(2fK) [1], where c ≈ 3 × 108 m/s is the
speed of light. We adopt the Rayleigh fading model for the
channels H[k],∀k ∈ K [12]. The sensing targets are assumed
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Fig. 1. Beampatterns of the proposed and conventional JCAS schemes with
ρ = {0.25, 0.5}, J = {16, 32}, and SNR = 10 dB.
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Fig. 2. Achievable rates and MSEs of the proposed and conventional JCAS
schemes with ρ = {0.25, 0.5} and J = {8, 16, 32}.

to be located at angles θd ∈ {−60◦,−30◦,−30◦, 60◦}, and
the corresponding desired beampattern is defined as [26]

Pd(θt, fk) =

{
1, θt ∈ [θd − δθ, θd + δθ]

0, otherwise
, ∀k, (19)

where δθ = 8 is the half of the mainlobes of Pd(θt, fk). The
Riemannian manifold optimization is implemented using the
Manopt toolbox [29]. All the results are averaged over 100
channel realizations. In the figures, the term “Prop.” refers to
the proposed JCAS design with J < K, while the conventional
design with J = K is referred to as “Conv.”

In Fig. 1, we plot the beampatterns obtained by the proposed
JCAS design with J = {16, 32} in comparison to those of
the conventional setup, i.e., J = K, as well as the ideal
beampattern in (19). For problem (6), we consider moderate
weighting factors of ρ = {0.25, 0.5}. It is observed that despite
the reduced number of JCAS subcarriers, the proposed scheme
still forms good beampatterns with peaks located at desired
detection angles θd, and they are as high as those of the con-
ventional beampatterns. Around the margin angles {±90◦},
the proposed beampatterns exhibit a higher error than the con-
ventional ones, which can be reduced by increasing J , as seen
for the case J = 32. When ρ increases, the power distributes
less over sidelobe angles θt /∈ {−60◦,−30◦,−30◦, 60◦}.
This enhances the peak-to-sidelobe ratio (PSLR) and improves
the sensing accuracy [12], [16] but essentially degrades the
communications performance, as shown next.

In Fig. 2, we compare the achievable communications rates
and the average sensing beampattern mean squared errors
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Fig. 3. Communications-sensing performance tradeoff of the proposed JCAS
scheme with ρ = {0.25, 0.5, 0.75}, J = {1, 8, 16, . . . ,K}, SNR = 10 dB.

(MSEs) of the considered JCAS schemes versus SNRs (de-
fined as PBS/σ

2
n ) for ρ = {0.25, 0.5} and J = {8, 16, 32}.

Here, the average beampattern MSE is defined as MSE =
1
JT

∑
k∈J

∑T
t=1 |Pd(θt, fk)− a(θt, fk)

HC[k]a(θt, fk)|2. It is
seen that for the same ρ, the proposed JCAS design achieves
remarkable rate improvement with only a marginal loss in
the MSE. In particular, the improvement is more significant
with a larger ρ, which is reasonable because the proposed
subcarrier sharing plays a more important role under strict
sensing constraints. This implies that employing a larger ρ and
a smaller J should be employed for better communication–
sensing performance tradeoff. As an example, at SNR = 12
dB, the proposed scheme with ρ = 0.5 and J = 8 achieves
42.4% higher rate while maintaining the same MSE (= 0.128)
as the conventional scheme with ρ = 0.25 and J = K.

We further demonstrate the superior tradeoff improve-
ment of the proposed scheme in Fig. 3 by showing the
communications rate versus the MSEs obtained for J =
{1, 8, 16, . . . , 64}, ρ = {0.25, 0.5, 0.75}, and SNR = 10 dB.
It is seen for the proposed scheme that as J increases, both
the MSEs and communications rates decrease to reach those
of the conventional one. However, for a sufficiently large J ,
e.g., J ≥ 16, the curves of the proposed scheme almost align
with vertical lines along the y-axis. This clearly shows that
the proposed JCAS design remarkably improves the commu-
nications rates while maintaining the sensing performance. For
example, with J = 16, ρ = 0.75, and for the same sensing
MSE = 0.11, the proposed scheme offers an improvement
of 60% in rate performance as the conventional scheme with
J = K and ρ = 0.0.5.

V. CONCLUSION

We have investigated JCAS design in a MIMO-OFDM
system. Aiming at maximizing the achievable communications
rate while ensuring sensing accuracy, we have proposed an
efficient beamforming design with a new subcarrier allocation
strategy. Specifically, we proposed to use a subset of subcarri-
ers for radar sensing, while leveraging all the available subcar-
riers for communications. Numerical results show that reliable
sensing beampatterns can still be achieved with a reduced
number of subcarriers, while the communications performance
is dramatically improved. Equivalently, the communications-
sensing performance tradeoff has been improved remarkably.
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