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detection
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Abstract— This paper presents a convolutional neural net-
work (CNN) model for event detection from Unmanned Aerial
Vehicles (UAV) in disaster environments. The model leverages
the YOLOVS5 network, specifically adapted for aerial images
and optimized for detecting Search and Rescue (SAR) related
classes for disaster area recognition. These SAR-related classes
are person, vehicle, debris, fire, smoke, and flooded areas.
Among these, the latter four classes lead to unique challenges
due to their lack of discernible edges and/or shapes in aerial
imagery, making their accurate detection and performance
evaluation metrics particularly intricate. The methodology for
the model training involves the adaptation of the pre-trained
model for aerial images and its subsequent optimization for
SAR scenarios. These stages have been conducted using public
datasets, with the required image labeling in the case of SAR-
related classes. An analysis of the obtained results demonstrates
the model’s performance while discussing the intricacies related
to complex-shape classes. The model and the SAR datasets are
publicly available.
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I. INTRODUCTION

Natural disasters have always been uncontrollable and
unpredictable forces that have inflicted human suffering. The
devastating impact of events such as avalanches or fires
results in numerous casualties and poses immense challenges
for Search and Rescue (SAR) operations. In the last decade,
robotics solutions have emerged as invaluable tools to re-
duce the time employed on victim recovery and assistance.
Applying robotics systems in SAR missions can improve
the performance of tasks or reduce the risk to emergency
staff. Many different works can be found applied in SAR
issues: exploring the environment [1], victim monitoring
and triage [2], communication formation [3] and victims
recovery [4], [S].

The recreation of disasters scenarios has led to the publi-
cation of datasets related to SAR operations. Many datasets
can be found for research purposes, such as AIDER [6]
which contains a variety of disaster aerial images for image
retrieval [7]. There are also multimodal SAR datasets like
[8] which use thermal-RGB data to detect people. Re-
cent popular datasets are related to semantic segmentation
purposes, where RescueNet [9] is a high-resolution UAV
semantic segmentation dataset to provide a benchmark for
image segmentation in disaster areas. It classifies buildings’
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damages and segments different elements such as debris,
water, or pools. Nevertheless, there are not many datasets
published for segmentation tasks.

Most existing SAR datasets focus on detecting victims
or classifying disaster areas, which significantly aids victim
rescue efforts. UAVs play a crucial role in these tasks due
to their versatility and mobility across different scenarios,
involving aerial images as an important data source. For
instance, efforts to prevent wildfires have employed Con-
volutional Neural Networks (CNNs) to detect potential signs
of forest fires using aerial RGB images [10], [11]. Similarly,
for assessing building damages, authors [12]-[14] propose
a CNN to detect roofs from UAV images and evaluate
the extent of the damage. Also, CNN is used to search
people with only RGB images, as it is done in [15], and
by incorporating thermal infrared information for people
detection [16], [17].

Despite the solutions proposed in previous works, they
are focused on detecting a single class (e.g. fire, building,
or people) limiting the scope of situational awareness. The
main contribution of this paper is an aerial dataset for
disaster scenarios with up to seven SAR-related classes
corresponding to objects or events commonly encountered in
disaster situations. In addition, a YOLOvV5 model has been
adapted to aerial imagery and optimized using our dataset for
SAR missions. The model and the SAR dataset are publicly
available !.

The remaining of this paper is organized as follows:
Section II outlines the methodology used in this work,
Section III presents the datasets employed and the proposed
SAR-related classes, Section IV summarizes and discusses
the results and, finally Section V is devoted to the concluding
remarks.

II. METHODOLOGY

In order to adapt the YOLOVS network for aerial SAR
images, two stages have been conducted: firstly adapting the
pre-trained YOLOV5 network to aerial images, and finally,
using transfer learning to optimize the model for disaster
scenarios.

The YOLOVS network, our chosen model for this work,
is pre-trained for images at ground level, which typically
exhibit significant differences in object appearance compared
to aerial imagery. In the case of aerial images, objects tend
to be much smaller and appear with lower resolution, which
presents a challenge for accurate class detection. In addition,
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Fig. 1: Some sample images from the VisDrone dataset [18].

these models rely on metrics like the Intersection over Union
(IoU), which is often very difficult to get high mean Average
Precision (mAP) for 50 % IoU threshold. Network-generated
bounding boxes and ground-truth (labels) often have to
generate an JoU greater than 50 % in very few pixels. As a
result of the aforementioned problems, a well-known public
dataset in urban scenarios, namely VisDrone [18], has been
used to train the model in aerial images. This dataset has been
selected not only by the set of labeled images but also as a
valuable benchmark that hosts a competition that encourages
the development of network models capable of achieving
high precision. Among these models, the YOLOvVS5 network
is part of the evaluated and compared networks.

Once the model has been optimized for aerial images,
the aim of training in disaster scenarios is to detect a
series of SAR-related classes that are relevant to describe
significant events in disaster areas. The previous stage of
adapting the network to aerial views is essential to ensure that
the model can effectively learn from aerial imagery before
proceeding to the subsequent step of optimizing the model
for aerial disaster images. In this stage, the adapted model for
aerial images is optimized using transfer learning techniques
to handle the new SAR-related classes using public SAR
datasets. The UMA-SAR dataset [19] has been used, but no
labels are available. To address data scarcity and ensure the
model’s effectiveness in detecting the desired classes, the
AIDER dataset [6] has been used to have more examples of
fire, smoke, and flooded areas.

III. DATA MODEL
III-A. Datasets

As described in the previous section, three different da-
tasets have been used: VisDrone [18], UMA-SAR [19] and
AIRDER [6].

The first dataset used in this work comprised labeled
images in urban scenarios. These images were employed in
the first stage, as explained in Section II, in order to adapt
the model to aerial imagery. The VisDrone dataset has been
curated and labeled by the AISKYEYE team of the Machine
Learning and Data Mining Laboratory of Tianjin University,
China [18]. This dataset is a valuable resource specifically
designed to facilitate the adaptation of computer vision
models to aerial views. It comprises a diverse collection
of frames extracted from both video clips and still images,
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Fig. 2: Some images from the UMA-SAR dataset [20].

all of which were captured using several cameras mounted
on UAVs. It should be noted that the dataset was collected
under different scenarios and under different weather and
lighting conditions in urban scenarios. These frames were
manually annotated with over 2.6 million bounding boxes.
Some important attributes, such as scene visibility, object
class, and occlusion, are also provided for better use of the
data. Some example images of this dataset are shown in
Figure 1.

The other two datasets are used in the second stage for
training in disaster scenarios. The first dataset used for
optimizing the model in the SAR domain is the UMA-SAR
dataset [19]. This dataset was collected during an annual
Workshop organized by the Chair of Security, Emergencies,
and Disasters at Universidad de Malaga (UMA), Spain. Some
images can be seen in Figure 2. The images used for training
were extracted from three videos captured from UAVs during
the SAR exercises. To ensure a diverse and representative
set of SAR scenes and to mitigate overfitting, we carefully
selected frames from these videos. Although the UMA-SAR
dataset is a valuable set of aerial images in a disaster area, it
lacks ground-truth labels. So the set of 195 selected images
was labeled, using the SAR-related classes as described in
Section III.

However, in order to achieve a balanced dataset and to
cover all relevant SAR-related classes, it was necessary to
incorporate additional images from another source. Thus,
we integrated images from the AIDER dataset, which con-
sists of a collection of images of four types of disasters:
fire/smoke, flood, building collapse/rubble, and traffic ac-
cidents, as well as non-disaster environments [6]. These
aerial images are compiled from multiple sources, such as
image search engines (Google and Bing images), YouTube,
and news agency websites, as well as other aerial image
databases. Figure 3 shows some examples of this dataset.
The different catastrophe events in the dataset were captured
with different resolutions and under different lighting and
perspective conditions. The AIDER dataset was originally
intended for image retrieval rather than detection, so we also
labeled this dataset with SAR-related classes used in our
disaster detection work.

By combining the UMA-SAR and AIDER datasets, we
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Fig. 3: Example images of AIDER dataset [6].

created a comprehensive and balanced training dataset. This
dataset enhances our model to effectively detect and classify
SAR-related classes in aerial imagery, providing the capabi-
lities for successful disaster scenario recognition.

III-B.  Aerial SAR-representative classes

A total of 505 images were manually labeled for training.
The labeled dataset consists of selected UMA-SAR and
AIDER images distributed in three sets: training (70 % of
total), validation (15 % of total), used during network training
to adjust model parameters and avoid overfitting, and test
(15% of the total) used to test the model after training
(inference).

We propose the next relevant set of objects and events
related to SAR scenarios to train our model:

= Fire: this class is essential for identifying the presence
of fire in a disaster area.

= Debris: in the aftermath of earthquakes or landslides,
the presence of debris serves as evidence of collapsed
buildings.

= Flood: in both natural and man-made disasters, detec-
ting floods is crucial for assessing the severity of the
situation and implementing effective mitigation measu-
res.

= Smoke: while closely related to fire, smoke detection is
also useful for events like explosions, fires, gas leakages,
volcanic eruptions, or transportation accidents.

= Person: the presence of people in the disaster area, if
visible from aerial views, is indicative of tentative vic-
tims (civil persons) or first-responders actively engaged
in SAR missions. Identifying people in aerial images
presents challenges, as they often appear in a few pixels,
being difficult to detect and impossible to distinguish
between a civil or a first-responder person.

= Car: crushed cars are potential locations of victims
and are commonly found not only in traffic accidents
but also in floods, landslides, and collapsed buildings,
among others.

TABLE I: Results for aerial views with ToU = 0,5

Class Labels P (%) R (%) mAP@.5 (%)
pedestrian 7985 54.7 38.5 41.4
people 4735 49.0 32.8 335
bicycle 1064 29.6 14.8 14.1
car 12500 70.3 75.2 76.5
van 1819 413 37.8 37.0
truck 718 45.1 35.0 352
tricycle 964 46.1 14.0 17.1
awning-tricycle 486 27.5 12.1 7.97
bus 234 51.1 41.6 429
motor 4392 48.8 43.3 40.6
all 34897 46.3 34.5 34.6

= Emergency Vehicle: the detection of vehicles used for
SAR tasks, if possible, offers valuable insights into the
areas where rescuers are actively working. Although
distinguishing between civilian cars and emergency
vehicles in aerial views can be inappreciable, detecting
trucks or another type of machinery is feasible.

The first four classes (fire, debris, flood, and smoke) fall
into the named category of complex-shape classes, as they
do not correspond to easily discernible objects in aerial
views. These classes lack clear edges to define the shape
of the target object and/or the object is not salient enough
from the background. In Section IV we deeply analyze these
challenging complex-shape classes.

IV. EXPERIMENTAL RESULTS
IV-A. Adapting the model for aerial images

As described in Section II, the model is firstly adapted to
classify objects in aerial imagery using the VisDrone dataset.
In this first step, we employed the existing VisDrone labels,
which comprise classes such as pedestrian, people, bicycle,
car, van, truck, tricycle, awning-tricycle, bus, and motor [18].
In addition, we fine-tuned the hyperparameters of the model
for aerial views, following the approach proposed in [21].
These changes allow to train the model for more epochs
without overfitting, enhancing its performance.

These results can be seen in Table I for each class, with
the number of labels in the second column, and the mean
Average Precision (mAP) for a 50% IoU threshold in the
last column. As can be seen, the mAP over all classes is
shown at the bottom of the table, showing a moderate value
of 34.6 %. Although this result may appear deficient, it is
important to note that these results are comparable to the
outcomes of other adapted models for aerial imagery in the
VisDrone competition [18]. The relatively lower mAP can
be attributed to the dataset imbalance, as evident from the
second column in the table. For instance, the class car has
12.500 labels and achieves the best mAP of 76.5%. By
contrast, the awning-tricycle class comprises only 486 labels,
leading to the lowest mAP (7.97 %) as a consequence. The
class imbalance directly impacts the model’s performance,
with the most represented class, the class car in this case,
benefiting from more extensive training data, resulting in
superior performance compared to less represented classes.
Thus, these results are consistent with the expected behavior



TABLE II: Results for SAR-classes with ToU = 0,5

Class Labels P (%) R (%) mAP@.5 (%)
car 3272 75.5 31.1 36.0
person 17702 82.6 84.6 86.7
smoke 2703 734 60.8 60.6
debris 5677 85.7 79.2 829
flood 1200 100.0 54.4 58.9
emergency-vehicle 1008 90.8 69.2 734
fire 1964 60.9 35.0 42.6
all 33528 81.3 59.2 63.0
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Fig. 4: Precision-recall curves for the SAR-related classes.

during the adaptation to aerial views using this dataset [21].
Class imbalance is a common challenge in object tasks,
particularly in aerial scenarios, which is explored in the next
stage of this study.

IV-B. Training in disaster scenarios

Once the weights of the model have been adapted for aerial
imagery we proceed to optimize the model for SAR-related
classes. As was explained in Section II, firstly we use the
UMA-SAR dataset. To address the class imbalance in the
training set, we augment the dataset by including carefully
selected images from the AIDER dataset for oversampling
the underrepresented classes and achieving a more balanced
dataset. The AIDER images contain a higher prevalence
of events like fire, smoke, and flood, making it a valuable
resource for augmenting these specific classes in the training
set. A total of 505 images from UMA-SAR and AIDER da-
tasets were manually labeled. Finally, we employed another
usual technique, data augmentation, to further enhance the
model performances during optimization and also to address
the class imbalance problem [22]. Specifically, we use rota-
tion, flipping, scaling, changes in saturation and contrast on
all images in the training set.

Predicted

g

Ground truth

Fig. 5: Comparative between (a) labeled and (b) predicted
bounding boxes for complex-shape classes. Fire (green) and
smoke (orange) classes.

Table II presents the results of this optimization on SAR-
related classes. It can be noted that in this optimization we
achieve a better mAP of 63 %. Some classes like person,
debris and, emergency-vehicle are above 70 % of mAP for
the 50 % of the IoU threshold. In contrast, in this training
set the car class is the least represented achieving just 36 %
mAP as aresult. The remaining SAR-related classes (smoke,
flood, and fire) achieve average m AP values. Although the
car class has more labels in the dataset than floods or smoke,
the car class appears in only a few pixels in aerial images
while floods or smoke often exhibit more extensive areas in
an image.

Figure 4 shows the precision-recall (P-R) curves of the
optimization results in the SAR-related classes. Although
receiver operating characteristic (ROC) curves are insensitive
to class imbalance, and the P-R curves are not, they are
more informative in model performance than ROC [23]. The
P-R curves for person and debris classes are close to an
ideal P-R curve when both precision and recall reach 1.0.
However, the car class has the poorest curve, with a precision
dropping at low recall values. The remaining classes are close
to the mean P-R curve for all classes, indicative of class
imbalance [24]. In spite of this issue, high precision results
imply a significant number of true detection [25]. We used
data augmentation for all labeled images, but we may select
more augmented operations in those images showing rare
objects in order to obtain a more balanced training set.

In addition, complex-shape classes, such as debris, flood,
fire, and smoke, pose challenges in the model performan-
ce due to differences between the labeled and predicted
bounding boxes. The lack of clear edges in aerial imagery
and/or the low background saliency make it difficult to define
precise bounding boxes for these classes during manual
labeling. Fig. 5 provides two illustrative examples of this
ambiguity, where the labeled images for fire and smoke



TABLE III: Results for SAR-classes with JoU = 0.5 compa-
ring optimizers

Optimizer SGD Adam
Epochs 130 150 130 150
Class mAP@.5 (%) mAP@.5 (%)
car 412 36.0 264 270
person 85.5 86.7 73.5 70.9
smoke 69.7 60.6 532 481
debris 80.2 829 750  76.0
flood 204 589 374 534
emergency-vehicle 750 734 556 523
fire 482 426 50.8 53.8
all 60.0 63.0 53.1 54.5
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Fig. 6: Model detection in UMA-SAR dataset images.

classes (on the left) clearly differ from the predicted ones
(on the right). As a result, the IoU values are low, leading to
lower m AP for these classes. It is difficult to decide whether
the labeled bounding boxes are more appropriate than the
predicted ones.

An alternative study to test the model performance is
to explore different optimizers and the number of training
epochs. Table III presents the results obtained using both
Stochastic Gradient Descent (SGD) and Adam optimizers,
along with different training epochs. The best choice for our
model is to use the SGD optimizer and 150 epochs.

Figure 6 displays some examples in the UMA-SAR data-
set, demonstrating that the model is able to detect all classes,
except for floods, due to the absence of instances in this
dataset. The model effectively recognizes debris areas and
even identifies victims among them, as can be seen in case
#2, where a dummy is detected as a person, but it was not
labeled. In these images, it can be noted how the detection
of people is a challenge, due to their appearance in only a
few pixels. On the other hand, Figure 7 illustrates images
from the AIDER dataset, demonstrating the model’s ability
to detect catastrophic areas and its capacity to generalize
across various situations. Despite the challenge of detecting
floods due to corresponding to areas with very few features,
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Fig. 7: Model detection in AIDER dataset images.

the model still demonstrates a remarkable ability to identify
such areas, in cases #3 and #5. In cases #1 and #3 cars are
correctly detected but in #3 only half of them are. Case #4
is illustrative of how emergency-vehicles are distinguished
from civilian cars.

V. CONCLUSIONS

This paper presents a convolutional neural network model
for disaster area recognition in aerial imagery. By adapting
the YOLOVS5 network for aerial images and optimizing it for
detecting Search and Rescue (SAR) related classes, we have
developed a fine-tuned model that effectively detects objects
and events in disaster scenarios. In order to optimize the
model for disaster areas, we created a training set labeling
two publicly available SAR datasets, defining seven SAR-



related classes, such as person, car, debris, fire, smoke,
flood, and emergency-vehicle. To address class imbalance,
we labeled images from the UMA-SAR dataset complemen-
ted with some selected images from the AIDER dataset
to oversample the underrepresented classes, in particular
fire, smoke, and flood. Model optimization in SAR scenes
achieves efficient performance with an optimal configuration
using the SGD optimizer and 150 epochs for training. Finally,
an analysis of the obtained results discusses the intricacies
related to the so-called complex-shape classes, those with
missing edges and/or background saliency. Although the
model performance demonstrates promising outcomes, a
more balanced SAR dataset is needed to improve detection
in some SAR-related classes. In addition, exploring the use
of semantic segmentation for SAR datasets in aerial imagery
is another interesting future work for object detection at pixel
level. However, semantic segmentation in aerial views poses
problems because some classes only appear in a few pixels.
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