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Abstract—The wireless medium being inherently broadcast in solutions stipulated first commercial activities as well as
nature and hence prone to interferences requires highly optimized standardization approaches, including WOSA [3], KNX [4],
medium access control (MAC) protocols. This holds particularly IEEE 802.15.4 [5], IETF 6LowPan [6], IETF ROLL [7], etc.

true for wireless sensor networks (WSNSs) consisting of a large .
amount of miniaturized battery-powered wireless networked The glue to and thread through all these solutions, however,

sensors required to operate for years with no human intervention IS the medium access control (MAC) [8]. It is part of the
There has hence been a growing interest on understanding and link layer in the OSI layer model and is central to the proper

optimizing WSN MAC protocols in recent years, where the functioning of any communication system, and hence focus
limited and constrained resources have driven research towards of this survey paper. The prime role of the MAC is to

primarily reducing energy consumption of MAC functionalities, coordinate access to and transmission over a medium common
In this paper, we provide a comprehensive state-of-the-art

study in which we thoroughly expose the prime focus of WSN 0 several nodes. In the wireless_cont_ext this_is complitate
MAC protocols, design guidelines that inspired these protocols, by the fact that the common medium is the wireless channel
as well as drawbacks and shortcomings of the existing solutions which is broadcast in nature, i.e. any ongoing transmission
22&?53’; existing and emerging technology will influence future jnterferes with any other transmission within communisati
In contrast to previous surveys that focused on classifying range. Interference may I_ead to packet_lo_sses which _need
MAC protocols according to the technique being used, we provide 0 be cz_itered for with suitable retransmission mechamsms.
a thematic taxonomy in which protocols are classified according Appropriate MAC rules have hence to be put in place to
to the problems dealt with. We also show that a key element in minimize interference and packet collisions.
39_'eCti”b9 ahSUitab_|e_50|'U“°” for a p?rtri]cular Situatié)” i?f mainly  This is traditionally achieved by optimizing the channel ac
riven by the statistical properties of the generated traffic. cess, packet transmission and retransmission methodesthbac
lengths (trading throughput with the probability of calbis
I. INTRODUCTION TOWSN MACS over the packet transmission duration); modulation andngpd
schemes (trading throughput with the reliability to ackiev
Sensor networks have been researched and deployedefr%r free reception and hence avoiding re-transmission);

decades; their wireless extension, however, has witnease,,qmission powers (trading communication with intesfee
tremendous upsurge in recent years. This is mainly attrdJutrange). etc. [14], [15]

to the unprecedented operating conditions of wirelessasens 1page techniques, however, are not necessarily suitable to

networks (WSNs). As of today, a major problem in deploying,gns. The peculiarities of WSNS, i.e.

WSNSs is their dependence on limited battery power. A main '

design criterion is to extend the lifetime of the networkheitit

jeopardizing reliable and efficient communications fromsse lite):

nodes to other nodes as well as data sinks. A prominent exam: date'r low load but highly directed4 ad hoc);

ple of today’s non-optimized WSN deployment experiences is. links: volatile due to channel and dynamicit,ie;s (hany

that the start-up alone costs the network a third of its batte wireless system);

power [1.]’. [2]. L .« nodes: huge amounts, low complexity, energy limitgd (
Optimizing every facet of the communication protocols is any wireless system):

therefore vital and imperative. Such stringent designirequ run-time: very long #’any wireless system):

ments can be met by a plethora of approaches, €.g. using Cr?sauired a serious paradigm shift in MAC designs [2]:

layer de5|gn parad|gm_s, (_:ollaborgnve prOtOCOI$’ e‘CST*"T‘S The dispersed set of applications encompassed by WSNs

led to copious novel_dlstrlbuted signal processing alpon, ranges from small-size low-latency industrial monitoriag-

energy-efficient medium access control and fault-tolerant-

. tocol i . d self-heali aoEk plications to large-scale energy-constrained urban radgng
INg protocals, sefl-organizing and seti-nealing sensawo applications [7]. Since the scheduling and associatedysgela
mechanisms, reliable data aggregation algorithms, etes@’h

happen at the MAC, each application may require a different
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« applications: very dispersed(any wireless system);
« control: often decentralizedA cellular, broadcast, satel-
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Fig. 1. Energy consumption of typical node components. Measents taken with a node using a CC2500 radio chip and MSP 430 i@l typical
accelerometers [10].

subsequently - are known to be less efficient than centrhlize In addition, note that different node powering mechanisms
ones. are available, such as non-rechargeable battery; reditsege
The data load in WSNs is generally very low; however, theattery with regular recharging (e.g. sunlight); rechakje
generated traffic is usually highly directed from many noddttery with irregular recharging (e.g. opportunistic rgye
towards one or a few data-processing sink units thereby ée¢avenging); capacitive/inductive energy provision.(egive
hibiting a convergecast communication pattern. This megui RFID); etc. This has also an influence on the choice and design
special attention in the design process as nodes closeeto @hthe MAC protocol.
sink need to handle more traffic than nodes in the perimetersin conclusion, the aim of a WSN design is to guarantee its
The links between sensor nodes are very volatile. This I@ngevity under the given energy and complexity constsaint
mainly the result of packet errors due to wireless channéhe MAC plays a central part in this design since it controls
effects; packet errors due to imperfect MACs; packet errolide active and sleeping state of each node. The MAC protocols
due to interference from other systems; and link unavditgbi hence needs to trade longevity, reliability, fairness|etubty
due to network dynamicity, i.e. appearing and disappeariagd latency; throughput is rarely a primary design factor.
nodes. Suitable retransmission mechanisms hence need to lRrevious milestone surveys [11], [12], and [13] have foduse
in place to mitigate this unreliability. on classifying MAC protocols according to traditional MAC
The number of nodes in the entire network as well as tiiechniques used. Usually, such a classification distitgsis
number of (two-hop) neighboring nodes plays a central part between protocols that use reservation for medium acceks an
the WSN MAC design; the former influences the convergecdbpse that use contention. This classification, howeveksla
behavior as discussed above and the latter the MAC propertisseful and viable guidelines to network designers and field
at local scale. The low complexity of the nodes, reflected gngineers because it often does not satisfactorily detesni
low processing capabilities and very limited buffers, infiees the MAC protocols that are the most suitable for a given
average scheduling delays and hence end-to-end dataingpoget of circumstances. In this paper we cope with this lack
times. in the literature by providing rather a thematic classifat
The largest design constraint, however, is the limitedgnerwhich is more suitable to the needs of WSNs. We center
budget of a sensor node together with the requirement of lof" classification on traffic patterns which we show to have
network runtimes. For instance, having a node continuouslymajor impact onto the right choice of MAC protocols. In
powered on drains an AA battery of 3000mAh in about addition, instead of classifying MAC protocols accordimy t
days [9], which is well below the typically required decade dhe specific sub-techniques used, we propose a classificatio
operation. On the other extreme, even if a node is switchied 8ccording to the problems they target to solve, thus allgwin
all the time, inherent current leakages in the battery #irtfie  €fficient understanding of such solutions.
battery lifetime to 10-15 years in dependency of the opegati
temperature; this renders network lifetime maximizatiathw
battery-powered nodes beyond this lifespan useless. [I. TAXONOMY & DESIGN-DRIVERS
In typical sensor applications, the energy consumption is
dominated by the node’s radio consumption. From Fig. 1 it The aim of this section is to categorize known medium
can be concluded that power consumption in sleeping moaecess protocols and position them w.r.t. canonical swoisti
is negligible to the power consumption in active mode. Sinder WSNs. We argue that the traditional MAC taxonomy is
the radio is controlled by the MAC, the MAC is central innot suitable to WSNs since obeying different design drivers
optimizing the WSN's lifetime. when compared to other known wireless networks.
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Fig. 2. Qualitative throughput comparison between resemdtotted line) Fig. 3. Qualitative throughput comparison between an ideaChMrotocol
and contention based (solid lines, [17]) MAC protocols. and various contention based MAC protocols (reproduceuah fft8]).

A. Traditional MAC Families 2) Contention-Based ProtocolsThis approach is fairly
There are two main approaches for regulating accesssiople compared to reservation-based protocols, mainly be
a shared wireless medium: contention-based and reservaticause neither global synchronization nor topology knogeed
based approaches. Thus, any derived MAC protocol is basedequired. In a contention-based approach, nodes compete
on one of those two approaches or a combination thereof.for the use of the wireless medium and only the winner
the following, we discuss the key features of these appemclof this competition is allowed to access to the channel
and whether they are suitable to WSNs. and transmit. ALOHA and CSMA (Carrier Sense Multiple
1) Reservation-Based ProtocolsThis approach requires Access) are canonical representative schemes of contentio
the knowledge of the network topology to establish a scleeddilased approaches. In CSMA, for instance, a node having a
that allows each node to access the channel and communidg@eket to transmit first senses the channel before actually
with other nodes. The schedule may have various goals stigansmitting. In the case that the node finds the channel, busy
as ensuring fairness among nodes, or reducing collisioihspostpones its transmission to avoid interfering with the
by avoiding that two interfering nodes or more access f@going transmission. In the other case that the node finds
the channel and transmit at the same time. TDMA (Timé&e channel clear, it starts transmitting (after possitayihg
Division Multiple Access) is a representative example focts  Waited a random time). CSMA does not rely on a central entity
a reservation-based approach. and is robust to node mobility, which makes it intuitively a
In TDMA, time is divided into frames and each frame igood candidate for networks with mobility and dynamicity.
divided into slots. During a frame, each node is assignedDespite its success, contention-based protocols suffen fr
a unique slot during which it has the right to transmit. Adegraded performance in terms of throughput when the traffic
a consequence, transmissions do not suffer from colli$jonfad increases [16]. In addition, the distributed natuevents
which guarantees finite and predictable scheduling delay®m to achieve the same efficiency as ideal reservatiosdbas
and also increases the overall throughput in highly loadg@dotocols. A comparative study is shown in Fig. 2, where
networks. The throughput is usually hard-limited, i.e.dhnot reservation-based protocols clearly outperform the ctite-
be increased beyond the utilization of all available slotbased ones; however, at the price of requiring a network-wis
TDMA schemes also ensure fairness among nodes as esaghchronization.

node is assigned a unique slot in each frame. 3) Suitability to WSNs:Whilst there had been extensive
Although TDMA schemes have appealing features, thegsearch efforts in the past for optimizing both MAC fanlie
have some shortcomings resulting from their dependency 8§ well as obtaining hybrid solutions thereof, these paifc
network topology and time synchronization. A given networkre not necessarily suited to WSNs. As already alluded to
topology is used to establish a collision-free arrangeraeit in the introduction, WSNs are highly energy constrained and
tight synchronization to ensure a common schedule amoggo normally operate at low loads. In the low load region of
nodes. Both knowledge of topology and strict synchronirati the MACs in Fig. 2, all protocols behave the same since all
requires large overheads and/or expensive hardware awe hejffered load can be accommodated by the wireless medium.
renders TDMA solutions less attractive in Iarge—scaleomﬂ;. P|0tting for this low throughput region the load versus the

, o ad ) | ib hosir th energy consumption of the protocols, however, yields very
We make a distinction between collisions caused by neighbsirsy the ; " e : :

same channel and transmission errors resulting from intavéer with other different insights as exempllflt_ad II’-] Fig. 3 [18].

signals. We call the former collisions and the latter transiois errors. Here, the power consumption is plotted versus the packet



inter-arrival time (which can effectively be translated to Radio (sleep) 900 nA
throughput). Clearly, the CSMA contention-based protocol Radio (idle) 1.5 mA
operates very far from an ideal protocol which uses a genie- Radio (transmit) 22 mA
like scheduler. This clearly motivated the research anckldev Radio (receive) 14 mA
opment into protocols which perform closer to the ideal ltbun Microcontroller (active) 8 mA
Microcontroller (idle) 2 mA

B. Design-Drivers for WSN MAC Protocols

The design of MAC protocols for WSNs is mainly impacted
by a high energy constraint but also by a low complexity of the
y g 9y y blexity of th portance of energy consumption of idle listening, energy

nodes, their low computational capabilities and low memot M .
b b fficient MACs should make nodes sleep for long periods

footprints as well as poor synchronization capabilities. . . : )
functional MAC for WSNs hence ought to be highly energygf time instead of enabling them to be permanently active.

efficient but also ensure high reliability, low access dedad The _main techniques usec_j for re_ducing idle listening will be
throughput given above impairments. Throughout this papQPta”ed belgw as weI_I as.m Sections 1I1-V1,

we focus on energy efficiency as the prime design driver whils 2) ¢anonical SolutionsBased on these causes of energy
also describing its consequences on the other design drivgpnsumption, a few c_anonlcal approaches I_'1ave been proposed
such as reliability, delay and throughput. Designing ar@ne for wireless systems in general which are either common to or
efficient MAC protocol requires a thorough understanding?” €asily be added to a large variety of WSN MAC protocols.

of the main causes of energy dissipation, only after which Reducing qulision;. Whilst the avoidance of coIIision;
techniques can be found which alleviate their effects. is naturally achieved in reservation-based MACs, conbenti

1) Main Causes of Energy Consumptiofihe following based MACs require special attention. Elements of the MAC

effects seriously impair the energy dissipation of eactssen protocols listed below are typically used in the context of
. WSNSs.
node:

Collisions. They may happen when a node is within the « CSMA/CA (CSMA/Collisions Avoidance) is among the

Fig. 4. Current consumption of main status of a typical radiGZ600) [21].

transmission range of two or more nodes that are simulta-
neously transmitting so that it does not capture any frame.
The energy drained in the transmission and reception of
collided frames is just wasted. Due to the large impact of
collisions on protocols performance, MAC protocols should
feature techniques to reduce or even avoid them.

Overhearing. It happens when a node drains energy re-
ceiving irrelevant packets or signals. Irrelevant packatsy
be for example unicast packets destined to other nodes or
redundant broadcast packets. Irrelevant signals inclie t
preambles used in some low power MAC protocols to occupy
the communication channel (see Section V).

Overhead. Protocol overhead may result in energy waste
when transmitting and receiving control packets. For exam-
ple, RTS and CTS control packets used in some protocols
do not carry any useful data to applications although their
transmission consumes energy. For example, the exchange of
RTS/CTS induces high overheads in the range of 40% to 75%
of the channel capacity, because data frames are typicatyy v
small in sensor networks [19], [20].

Idle Listening. It happens when a node does not know
when it will be the receiver of a frame, which is generally °
the situation. In this case, the node keeps its radio on while
listening to the channel waiting for potential data framEse
amount of energy wasted whilst the radio is on is considerabl
even when it is neither receiving nor transmitting frames, a
shown in Fig. 4. Sensor network applications usually garera
low traffic load, thus the communication channel is expected

most widely used technique to reduce collisions in wire-
less networks. It is based on the exchange of RTS
(Request To Send) and CTS (Clear To Send) mini packets
prior to data transmission. In CSMA/CA, the transmitter
starts by sending a RTS packet to the receiver. As
RTS packets are small in size, the probability of them
colliding is low. When the receiver receives a RTS, it
replies by sending a CTS packet. The role of the CTS
is to reserve the channel around the receiver so that
interfering nodes in the receiver’s vicinity refrain from
transmitting so as not to collide with the active trans-
mission. Although the RTS/CTS procedure efficiently
reduces collisions in traditional wireless networks, it ha
some drawbacks in wireless sensor networks. First, data
packet sizes are also usually small in sensor networks
so that their collision probability is in the same order
as for RTS packets. Therefore, its use does not improve
but often even deteriorates performance. In addition, the
use of RTS/CTS increases the energy consumption of the
protocol. Finally, RTS/CTS packets can only be used for
unicast transmissions.

MACA (Multiple Access Collision Avoidance) [22] im-
proves CSMA/CA by adding a random backoff time
before the transmission of RTS packet to avoid colli-
sions resulting from synchronized forwarding by multiple
neighbors. Usually, the backoff time is picked according
to a uniform distribution which, as per [23] and [24], is
not the optimum choice.

to be idle most of the time. Under such circumstances, idleCSMA/CA and MACA aim at reducing collisions by
listening is the most significant source of energy dissgrati equally trying to protect all packets. In sensor networks,
Without any specific energy management, nodes waste considwever, packets have different importance. For example, i
erable amounts of energy as they keep their radios on foe lagurveillance applications, all nodes detecting an intrusiend
time intervals while listening to an idle channel. Due to than alert to the sink which generates peak traffic around the



intrusion region. In this case, it is more important to pctte
the first packets so that they reach the sink rapidly.

« Sift [24] considers this issue by exploiting the spatio-
temporal correlation that exists between events generated
by nodes. Sift's goal is to reduce collision of the first R
of N potential report from nodes to the sink.

Reducing Overhead.The above contention-based CSMA
protocol family can be further optimized w.r.t. protocolesv
head.

« CSMA/ARC (Adaptive Rate Control) [19] is a MAC
protocol that avoids using RTS/CTS altogether to re-
duce the overhead while ensuring fairness between the
forwarded traffic and the generated traffic. CSMA/ARC
modifies the basic CSMA/CA protocol by omitting the
RTS/CTS exchange and applying a backoff that is shifted
according to the application periodicity, which reduces
both backoff time and collisions. CSMA/ARC reduces
the overhead further by avoiding explicit use of ACK
packets: a data packet is considered successfully received
when the upstream node sends it forward to its upstream
node.

Reducing Overhearing. Overhearing irrelevant unicast
packets can be avoided through a filtering based on the
packet’s destination addresses.

« PAMAS (Power-Aware Multi-Access with Signaling)
[25] is based on MACA but differs from it by using a
separate channel for RTS/CTS exchange. PAMAS makes
use of the RTS/CTS exchange to inform nodes that
receive them about the source, the destination, and the
duration of the ongoing transmission. Thus a node that
is not concerned with the transmission may switch off
its radio to avoid overhearing unneeded transmissions.
PAMAS has been designed for ad hoc networks with
high traffic loads, in which transmissions and thus energy
saving operations are frequent. In sensor networks, the
situation is different: traffic loads are fairly low and
RTS/CTS are mostly omitted. As a consequence, PAMAS
does not realize high energy savings in wireless sensor
networks.

There are other ways of avoiding other forms of overhearing
related to the preamble used by some low power MAC
protocols. These are described in detail in Section V-C6.

Reducing ldle Listening. The key idea for energy savings
in wireless networks is to put nodes to sleep as long as
possible while avoiding deafness and reducing overheariilg
overhead. In networks with a pre-existing fixed infrastouet
such as WLANSs, energy savings through reduced idle listening
is less difficult because the infrastructure can be powered
on continuously. The infrastructure can thus manage uttin
nodes in sleep and active modes. The IEEE 802.11 PSM
(Power Save Mode) [26] for BSS (Basic Service Set) is a
representative example of such an idea:

not, two cases can be distinguished: PSM with a BSS
(Basic Service Set) and PSM with an IBSS (Independent
BSS).

With an access point (BSS), each node that wants to save
energy sends a packet to inform the access point (AP).
When it receives a positive response from the AP, the
node starts its PSM procedure. In PSM, a node spends
most of the time in sleep mode. It wakes up periodically
to receive beacons from the AP. When a node is in a PSM
mode, the AP cannot transmit packets to it according to
the traditional procedure because the node is in sleep
mode most of the time. Therefore, the AP buffers all
packets destined to nodes that are in PSM modes. The
beacons transmitted by the AP include a TIM (Traffic
Indication Map) containing information about pending
packets. When a node receives a beacon, it can know
whether there are pending packets for it. To receive
pending packets, the node has two options depending
on whether the packets are unicast of broadcast. If the
packet is unicast, the node chooses when to receive it.
However, if the packet is broadcast, it is the AP that
decides when it will be transmitted and it is to the node
to decide whether to receive the packet or not. For unicast
packets, the node determines when it wants to receive the
packets and transmits a poll packet to inform the AP that
it is ready for reception. Once the AP receives the poll
packet, it starts sending packets to the node.

Without an access point (IBSS), all nodes maintain syn-
chronization in a distributed way through the periodic
transmission of beacon packets. In PSM, a source node
that wants to transmit a packet has to know prior to trans-
mission whether the destination node is in power save
mode or not. This information is obtained from ATIM
(Announcement Traffic Indication Message) transmitted
during the period when all nodes are awake. If the desti-
nation node is in PSM then the source node announces the
packet to be transmitted during the ATIM window, which

is the period during which all nodes are awake. When
the destination node receives the announcement message,
it replies by sending an ACK back to the transmitter
and stays awaken to receive the forthcoming data packet.
Once the transmitter receives the ACK packet, it starts
transmitting the data packet after the ATIM window ac-
cording to the conventional backoff procedure described
in [26]. Note that for broadcast/multicast packets, no
ACK packets are expected from potential receivers.

The IEEE 802.11 PSM is an efficient way to save energy;
however, it has two drawbacks. First, it is not suitable for
multihop networks and, second, it introduces latency in
the traffic exchange. Note that the latency issue can be
alleviated because the node can switch to normal mode
when it expects high activity periods.

. IEEE 802.11 PSM targets energy saving in WLANs N multihop ad hoc networks with no infrastructure, there is
where all nodes are able to reach each other with"g central node being active in permanence to coordinate and
direct transmission. In PSM, nodes enter the sleep mogi&nage sleeping periods of the other nodes. This compdicate

to avoid draining energy in being continuously in activéhe task of letting nodes sleep without causing deafness.
mode. Depending on the presence of an access point oFrom the above discussed protocols, which have been



[ Function | Protocols ]
Reducing Collisions| CSMA/CA [17], MACA [22], Sift [24]

a certain extend (since any changes at the receiving side

Reducing Overhead CSMAJARC [19] remain transparent to the established schedule); however,
Reducing Overhearing PAMAS [25] overhearing remains a problem of such an approach.
Reducing Idle Listening] PSM [26] A node, however, may minimize overhearing further
TABLE | through header filtering, i.e. when the packet is destined
SUMMARY OF MAC IMPROVEMENTS FOR CANONICAL SOLUTIONS to another node’ the receiver goes back S|eeping during
that slot.

« Scheduling of receivers Here, the receiving slots are
specified. Overhearing is eliminated, idle listening mini-
mized and overheads are reduced (since network dynam-
ics at the transmitting side are transparent to the sched-
ule). However, collisions between various transmissions
can potentially occur if more than one transmitter wishes
to reach a specific receiver; suitable contention resaiutio

summarized in Table I, it becomes clear that WSNs require
very specific MAC protocols that ought to be designed taking
their peculiarities into account. In the reminder of the grap
we explore the key ideas and the main energy efficient
protocols available in the literature. Since WSNs are highly
application tailored [7], we first dwell on Scheduled Pratisc

in Section Il which are optimized for periodic high-loadffic me.thods are hence needed. , oo

(typical to e.g. multimedia applications): second, we deitth Thg_ first two yanan}s of TDMA are swteq to penodm,'delay
Protocols with Common Active Periods in Section IV that argensitive and fairly high-load traffic, the third to periodind
well suited for medium-load traffic scenarios (typical tg.e. me_dlum-load traffic. Whilst many variants of aboye protocols
industrial applications); third, we discuss Preamble Sargp exist, such as the beacon-enabled guaranteed time slst tran

Protocols that are the most convenient for rare reportiegiesy MiSSion during the collision free period of the |IEEE 802415.
in Section V (typical to e.g. metering applications); andfiy MAC to be exposgd n Sectlon. VI, we shall discuss the
we will also expose some hybrid protocols in Section VI whicfEceNtly emerged Time Synchronized Mesh Protocol (TSMP)
combine the benefits of several protocols. Since we diverfr [27] to exgmpllfy |tsbfunc(§|onlggr.] . Kewid
the typical MAC taxonomy, we also expose switching points TSMP is TDMA-based and hence requires network-wide

between these protocols according to our traffic-dependaWChron'zat_'on' Access_ls contralled by means of a tunaple
taxonomy in Section VI-B6. amount of timeslots which form a frame. The protocol is

designed such that a node can participate in multiple frames
at once allowing it to have multiple refresh rates for didfietr
tasks. TSMP employs in addition FDMA and frequency hop-
ping, i.e. different links use differing frequency slotsdatine
Periodic and high-load traffic is most suitably accommasame link hops during its life time across different frequen
dated by means of reservation-based protocols, i.e. thb&#iw sjots. This yields high robustness against interferendeoémer
build a specific schedule. Generally, in the context of WSNghannel impairments.
such protocols are variants of TDMA (Time Division Multiple A traditional approach to facilitate synchronization isabe
Access) combined with FDMA (Frequency Division Multipleconing, where longer frame lengths decrease the refresh rat
Access) where different time slots and frequency channeiswhich synchronization is performed and hence power con-
can be used by different nodes. TDMA is attractive becausamption and shorter frame lengths conversely invoke the
- once the schedule is set up - there are no collisions, Bpposite. TSMP does refrain from doing so because it regjuire
overhearing, and minimized idle listening. In addition,NTB  |ong listening windows which consume power. Instead, TSMP
offers bounded latency, fairness and good throughput iddda nodes maintain a precise sense of time and exchange only
(but not saturated) traffic conditions. offset information with neighbors to ensure alignment. Séhe
The central concern of TDMA type protocols is how to sedffset values are exchanged during active periods togetitier
up and maintain a specific schedule. To this end, three methage usual data and acknowledgement packets hence invoking
are used in the context of WSNs: negligible overhead. TSMP nodes are active in three states:
« Scheduling of communication links This fairly tra- 1) sending a packet to a neighbor; 2) listening for a neighbor
ditional approach sets up a unique slot dedicated tot@talk; and 3) interfacing with an embedded hardware com-
specific sender and specific receiver, thereby minimizingonent. The duration of active periods, i.e. the duty cyglin
idle listening and eliminating collisions and overhearings very flexible in TDMA; typical applications require duty
Since transmitter and receiver know exactly when to walaycles of less than 1%.
up, this is the most energy efficient solution given the When applied, the sink typically retrieves the list of nodes,
schedule is set up and that packets need to be transmittéxjr neighbors and their requirements in terms of traffic
however, varying traffic conditions, imprecise clocks angeneration. From this information, it constructs a schiedul
network dynamics require new schedules to be set tgble in both time and frequency. When implementing TSMP
which incurs large overheads. on |IEEE 802.15.4 compatible hardware, 16 frequency channel
« Scheduling of senders In this approach the slot is are available. Exemplified by means of the scheduling table o
specified which is used by the sender which requirédg. 5, the TSMP link establishment and maintenance rukes ar
all receiving nodes to listen. It hence minimizes idlsimple:
listening, eliminates collisions and reduces overheads toe never put two transmissions in the same time/frequency

Ill. SCHEDULED PrROTOCOLS
A. Basic Idea
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ch.10 G->B
ch.9
ch.8 E—>F G—>A B->G
ch.7 D->B A—>E
ch.6 H->F
ch.5 D->C C—>G
ch.4 B—>D
ch.3
ch.2 H->D B—>F
ch.1 F->H
ch.0 A->B

t1 t2 t3 t4 t5 t6 t7 t8 t9  t10

Fig. 5. Possible schedule for given connectivity graph.

slot; 3) Broadcast CommunicatiorA further problem is broad-
« atagiven time, a given node should not receive from twzast: Unless the protocol is sender scheduled, the trasiemis
neighbors nor have to send to two neighbors. of broadcast packets requires the repetition of the veryesam

Assuming that slots are 10ms long and nablesends a packet several times which is clearly not very energy efiicie
packet following routeH — F' — B — G, then H sends to  4) Reduced Flexibility:A schedule is usually set up given
F in slot [t5, ch.6], thereafte — B in [t10, ch.11], then certain traffic generation and flow requirements. When these
B — G at [t8, ch.8]. Latency is hence in this particular casehange, the entire schedule needs to be re-calculated. This
13 slots (130ms) and in general always guaranteed to be boafats of protocols is hence also not adapted to highly dymami
by a finite value which depends on the particular design of th@pologies which occur in mobile environments.
time-frequency pattern. 5) Memory Footprint: Collision free scheduling requires

Fig. 5 shows that successive packets sent between tihe knowledge of the two-hop neighborhood topology [28],
nodes are sent using different frequencies, following @gire which uses a large memory footprint. Maintaining memory
hopping sequence. Therefore, the main aim of TSMP sgatus consumes energy that scales with memory size.
not to increase network throughput, but rather to increase
robustness against narrowband interference. See Selitio8 |

for other implementations of Multichannel MAC protocol<": Principal Protocols

with different goals. Subsequently, we will discuss some canonical protocols
. _ which aim at improving on some of the above listed short-
B. Discussion comings. For convenience, they are summarized in Table Il at
The use of scheduled protocols generates the problethe end of this section.
discussed below. 1) Centralizing Scheduling at the Sinka essenceArisha

1) Complexity in Infrastructure-less Network$he lack of [29] is very similar to TSMP in that the sink node gathers
a central access point that is one hop away from sensorgdpology information about the network topology and assign
the crux of the problem which generally results in elevatesiots to all the nodes. Unlike TSMP however, Arisha detéiés t

complexity and high cost of algorithm used to compute the scheduling table where tte slo
« Mmaintaining tight synchronization; and assignment can be done according toreadth first searclor a
« distributing slots with good proprieties such as collisiodepth first search. In the breadth first search, slot assighme
free slots. starts at the leaf nodes of the tree. Leaf nodes having the

Whilst distributed TDMA scheduling works well for same parent are assigned contiguous transmission sldtst Ot
medium sized networks, to determine a collision free sclsedunodes sharing another parent are assigned the subsequent
for huge networks becomes quickly infeasible, which ciearklots, etc. After that, parents are assigned the subsequent
impacts scalability. slots according to the same procedure. The advantage of this

2) Scalability: The scalability of collision free slot assign-technique is that the parent minimizes switching times as it
ment is a serious issue. Finding a collision-free scheduke i keeps listening to its children during a contiguous interéa
two-hop coloring problem. According to the Brook and Vizingwitching the radio consumes energy, this technique isggrer
Theorem, this required(d — 1) + 1 distinct colors, wherel efficient. This technique also facilitates data aggregatithe
is the degree of the graph. drawback of this technique is that it introduces some delay



as packets are backlogged in intermediate nodes; a paremilthough G-MAC reduces TDMA rigidity by allowing
first receives all its children packets before forwardingnth time-critical packets to be sent during the collection ghas
Backlogging packets at intermediate nodes may lead to otlielhas some drawbacks. The main drawback of G-MAC is the
problems such as buffer overflow, which leads to packet lossge overhead experienced by the gateway node, especially
and thus lowers throughput. In théepth first searchslot during the collection phase that should be large enough to
assignment starts at a leaf node. The next slot is assignitrease the number of collisions among contenders. Even
to its parent; the after next slot is assigned to its granémgar if G-MAC envisages rotation among nodes, the collection
etc; until reaching the sink. After that, the same is run fgzhase introduces a large overhead that increases the mean
the next leaf node. This model avoids backlogging packetsénergy consumption per node. Another drawback is that nodes
intermediate nodes, which reduces end-to-end delay, packemmunicate directly with the gateway, which requires more
loss thus increasing the throughput. However, it also wve®l gateways in the network and thus reduces the energy-efficien
larger energy consumption as intermediate nodes experien€ the protocol.

more frequent status switching. 2) Distributed SchedulingBy using a local scheme, the

The main issue of this protocol is its scalability. Thalrawback of transmitting information to a central node and
described method does not describe a space re-use of getting back slots assignment is avoideésMACS (Self-
overlapped slots. Each link has a network-wide unique slatrganizing Medium Access Control for Sensor networks)
Another issue is that, as this is a centralized method, ttieeen[33] allows nodes to establish a communication infrastmect
network fails when the sink fails. between neighboring nodes by defining transmission and re-

In PEDAMACS (Power Efficient and Delay Aware Mediumception slots. SMACS is localized and distributed, thathiere
Access Control protocol for Sensor networks) [30], the sink no need for a master node. It contains two phases: neighbor
gathers information about traffic and topology during theige discovery and channel assignment. In SMACS, a channel is
phase. Based on this gathered information, the sink caémulaassigned to a neighbor if discovered. Each link works on a
a global scheduling and sends it to the entire network. Tldferent channel, i.e. a different frequency randomly s#o
protocol assumes that the sink is powerful enough so tHatm a given set, to reduce collisions. To find its neighbor,
it can reach all nodes when it transmits. The uplink cona node wakes up and listens for a given time to receive
munications follows the TDMA scheme established by thaevitation packets. If it does not receive such a packetgitts
sink. The collision-free scheduling is based on coloring thnviting others by sending an invitation packet. To savergye
original conflict graph. The topology collection phase isdi nodes sleep and wake up randomly. There is, however, a non-
on CSMA to send information to the sink. In the topologyanishing probability that two nodes never meet.
learning phase, the sink node starts floodimgplogy-learning ~ When a link is formed between two nodes, they establish
packets. At the end of this phase, a spanning tree is cotstiudransmission-reception slots. These slots are used pealbyd
and the sink has the knowledge of the entire topology. to exchange data between nodes. Outside these slots, nodes

The main issue of this method is the traffic pattern is alwagdeep to save energy.
convergecast. Other patterns thus cannot not be supported:he advantage of this method is that it is simple to imple-
In addition, the assumption that the sink reaches all node®nt, because slots are formed on the fly. The drawbacks are:
is not always satisfied. For nodes that do not receive thee energy consumption, the low degree of connectivity ef th
schedule transmitted by the sink, they wait for the nextetwork, and the difficulty of finding optimal routes. Funthe
topology-learning phase and piggyback in their reply ptekanore, broadcast is not naturally supported since replaged b
to the sink that they have not received the sink’s transunissi a series of unicast packets.

Therefore, during the scheduling phase, intermediate sr1ode 3) Using Localized Collision-Free SchedulingiRAMA
forward schedule packets to their neighbors that did naivec (TRaffic Adaptive Medium Access protocol) [34] determines a
the sink’s schedule. collision-free scheduling and performs link assignmecbad-

The BitMAC [31] protocol constructs a spanning treeng to the expected traffic. The protocol contains two phases
rooted at the sink. Each node acts as an access point forldtsalized topology formation and scheduled channel access
direct children. This protocol is similar to tHEEE 802.15.4 The scheduled channel access allows each node to wake up
protocol, to be discussed below. only to transmit or to receive, which reduces idle listerémgl

G-MAC (Gateway MAC) [32] uses a similar approach asverhearing to zero.
above protocols; it defines a nodes acting as a gateway for &he main issue with TRAMA is complexity and the as-
certain time, and then rotates nodes so as to balance the Isadhption that nodes are synchronized network-wide.
among them. The TDMA frame of G-MAC contains three FLAMA (FLow-Aware Medium Access protocol) [35] im-
periods: the collection period, the traffic indication periand proves on TRAMA by avoiding periodic exchange of infor-
the distribution period. During the collection period, esd mation between two-hop neighbors.
contend for the channel and send packets expressing theitMAC (micro MAC) [36] uses a similar idea as TRAMA.: it
future upload traffic. In the traffic indication period allades also relies on external clock synchronization based on edrea
wake up and listen to the channel to receive the gatewayctraffource. It also has a contention period for two-hop topology
indication message (GTIM). The GTIM maintains synchroconstruction and a contention free period for data exchange
nization among nodes and sets up slot owners among nodlibe contention period is also slotted; during this periaztjes
having data to be sent to the gateway. transmit packets in slots. As there are no acknowledgments,



retransmissions ensure reliability. upcoming transmissions so that nodes that will not be recgiv

EMACs (Energy Efficient MAC) [37] defines three types ofgo to sleep to save energy. PACT is based on passive cligterin
nodes: active, passive and dormant. Only active and pasdiverganize the network into clusters and gateways commgcti
nodes participate in communication, dormant nodes may the cluster. To balance the working load, rotation is exatut
those that run out of energy or those that are recharging thatcording to the residual energy of the nodes and traffiepatt
batteries. that is piggybacked in traffic exchanged during the control

Active nodes patrticipate in all of the operations and thghase.
passive nodes can only exchange information with a corre-The drawbacks are the complexity of the algorithm and the
sponding active node. This is similar to FFD and RFD definea/erhead of the control phase.
by IEEE 802.15.4. Time is divided into frames that contain BMA (Bit-Map Assisted) [40] is also another protocol in
slots. Each slot contains three parts: CR (Communicatigrhich nodes alternate in acting as access points congollin
Request), TC (Topology Control), and DATA. The TDMATDMA slots of their neighbors.
style used is node-scheduled: each active node owns a slo6) Handling Node Mobility: MMAC (Mobility adaptive
In the CR part of its slot, an active node listens to incominglAC) [41] caters for both weak dynamicity (due to topologi-
requests from the passive nodes attached to it. In the €&l changes, node (dis)association) as well as strong dgnam
part, an active node transmits acknowledgments to its y@&ssiy (due to concurrent node (dis)association and physioden
nodes, synchronization information, and a table contgitiie mobility). It builds a collision-free schedule based orirastes
schedule information. of traffic flow, mobility and dynamicity patterns. The core of

A passive node attaches itself to an active node and followse addressed problem is the static frame length, which snake
it. The passive node spends its time in sleep mode to samebile nodes wait for often unacceptable times before being
energy; it only wakes up to transmit a CR to its correspondirable to communicate and also renders schedules obsolete. A
active node or to receive from it a TC. As a passive nodi/namic frame time, that is inversely proportional to levél
determines its corresponding active node independentllgeof mobility, has hence been proposed. MMAC assumes that the
others, more than one passive node may choose the samesor nodes are aware of their location and hence are able to
active node. This may result in a collision when more thagstimate/predict mobility patterns. The proposed trafdeat
one passive node sends a CR packet to the same active refd®vn to outperform other comparable protocols.
at the same time. When a collision occurs, the active nodeThe main disadvantage is the requirement on the knowledge
indicates in the ACK packet that a collision has occurred. &f the position, which is often either not feasible or toorgye
it has no data to transmit during its DATA part, the activeonsuming.
nodes allows nodes that experience collision to contend forFlexiMAC (Flexible MAC) [42] is able to cope with some
transmitting data during its DATA part. network dynamics and node mobility. It defines a contention

Transmissions from an active node are announced in the Pp€riod in which nodes exchange packets to build a data-
packets. All active nodes listen to all their neighboringivec gathering tree rooted at the sink. The tree is based on small
nodes. The active nodes should form a connected dominatiimis to reduce interference and increase spatial reusesiti
set to ensure connectivity. A dominating set means that eadiktribution follows a depth first search (DFS), as expldine
node in the network is either a member of the dominating s@bove. The slot numbering starts with number 2 because slot
or it has a neighbor that belongs to the dominating set.  number 1 is reserved for management of network dynamics;

Slot assignment is distributed: each active node transmiitesnce the name (FTS: Fault Tolerant Slot). The FTS is a large
the used slots by itself and by its neighbors in bitmappirgjot in which access is contention-based; it is envisaged fo
style to its neighbors. This allows neighbors to construct rmanaging network dynamics: for example when nodes move,
local topology and to select slots that are not being used appear and disappear. Orphan nodes or new nodes use this slot
the two-hop neighborhood to avoid collisions. to ask for communication slots.

The first drawback of EMACs is that active nodes are Slot assignment is done according to a tree. Two kinds of
permanently active and thus cannot save energy. Althouglots exist: data-gathering slots and multifunctionalsiData-
EMACSs envisages rotating roles, the resulting dominatigtg s gathering slots are used for uplink traffic from nodes toward
with such forced rotation might not be optimal, thus leadintipe sink. Multifunctional slots are used for downlink treffi
to more energy consumption by more nodes. and synchronization.

PMAC (Position-enabled MAC) [38] uses a similar idea as Each node uses three lists: RSL (Receive Slot List), TSL
EMAC. It defines three types of nodes: dynamic, passive afitransmit Slot List) and CSL (Conflict Slot List) for slot
sleep. It adds a new period in the slot structure to enablescodssignment and maintenance. The conflict slot list contains
to request position estimate from the dynamic nodes. the slots of two-hop neighboring nodes with which the node

4) Rotating Node RolesIn PACT (Power Aware Clustered interferes.

TDMA) [39], the beginning of the TDMA frame contains Although the idea is appealing, the tree structure lacks
mini-slots used for exchanging control information. The reaobustness and optimality. When a link fails a tree recon-
mainder of the frame contains the transmission slots of ®od&ruction even localized is necessary. Only parent-child a

according to some node assignment. The main drawbackcksld-parent communications are optimal: a node that wants
the establishment of the node slot assignment, which is rtotcommunicate with a neighbor should pass by its nearest
energy efficient. During the control slot, each node deslareommon parent. The period envisaged to cope with network
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dynamics may consume large amounts of energy. This mettmdommon control channel (CCC) and broadcasts a channel
could be optimized, by letting nodes only listen to deteessignment packet (CAP) to inform its neighbors about its
preamble during their reception slots. channel. It also keeps track of all of its one and two-hop
6) Adapting to Traffic ChangesPMAC (Pattern MAC) neighbors’ channels to avoid choosing an overlapping odlann
[43] is a TDMA-based protocols in which time is dividedwith them. During this channel set up period, nodes execute
into frames which in turn are divided into slots. Each nodihe following procedure for channel assignment. Each node
maintains ascheduleaccording to which it either remainsthat wakes up listens for a certain time to gather infornmatio
active to exchange data or goes to sleep mode to save eneafput its neighborhood’s used channel. Then, it selectthano
Before generating a schedule, each node establispatexn unused channel from the channel pool and broadcasts its
in which it announces its active and sleep slots. The pattaraighbors channel and its chosen channel. If a conflict g¢cur
depends on the local traffic surrounding each node. If thettee node that first detects the conflict switches to another
is no traffic in a node’s neighborhood, then the node doublaaused channel. The quick convergence of such an algorthm i
its sleeping slots to quickly maximize its sleeping dunatio shown by simulation. Two techniques for channel assignment
When the number of sleeping slots is larger than a certaian be used: sender based or receiver based. In the sender
predetermined threshold, the node continues to increase lased, the sender transmits packets during its transmissio
number of its sleep slots linearly. After this, it broadsaste channel. In the receiver based, the receiver wakes up tiveece
generated pattern to its neighbors so that each neighbor gackets. PicoRadio uses a sender based approach to avoid
generate its schedule pattern that is used for determimiag tollisions. PicoRadio uses an ultra low power radio on arault
actual sleep/active slots. The resulting schedule depamtise low power channel to wake up nodes that will be addressed
pattern of the node (let it be the transmitter) and that of thpackets. The concept of having a second ultra low power radio
receiver and whether there actually is data to be transittgust to wake up nodes has many limitations to be implemented
For example, if the pattern of both the transmitter and the practice. First, the channel used by the ultra low power
receiver indicate that they are both in active slots, and thadio should have similar characteristics to the commuitica
transmitter has data to be transmitted, then the schedulecbnnel to ensure link maintenance. Next, to be efficient,
the transmitter will indicate that the considered slot vai# the wake up radio should be very simple and thus may be
active. Another example, if the pattern node of the transmit very sensitive, which involves false positives caused higeno
indicates an active slot and the pattern bit of the receiseractivating the data radio unnecessarily. Moreover, tha ldwv
indicating a sleep slot, then the schedule for this slot at tipower radio usually uses a tone to wake up nodes, and thus
transmitter will be partially active mode. In the latter negd it is probably not able to carry address information, which
the transmitter does not stay active during the whole stot;may wake up a large number of nodes uselessly [46]. In
only wakes up during the beginning of the channel to che@®icoRadio, the wake-up radio is assumed to be capable of
whether it is receiving data from another node. If the node éarrying information [47]. When a transmitter wants to send
not receiving data, then it goes to sleep mode for the restafpacket to a node that is sleeping, it uses a wakeup signal
the partially active slot. addressed to the receiver. In the PicoRadio case, the addres
Although PMAC was developed to adapt to traffic changes the channel number of the receiver.
by dynamically increasing the number of sleep slots, it doesWavenis[3] is another implementation of FHSS. Wavenis is
not reduce idle listening inside the active slots, which mdyased on a tree structure and thus supports convergedfist tra
be significant as each slot is designed to be long enoughW@avenis ensures high communication reliability at ultrev lo
handle a complete data transmission. In addition, usingeal fixcost due to its relax synchronization scheme similaG@P
size slot may result in high collision rate when there is highlAC, to be discussed below. However, due to its tree strectur
contention during that slot. Moreover, like the majority oEommunication patterns other than convergecast may not be
TDMA-based protocols, PMAC suffers from mobility of nodesptimal.
and the overhead generated to maintain synchronization andMAC [48] (framelet MAC) essentially targets reducing
to distribute slots. collisions and minimizing interference. It decomposesekpt
7) Using Receiver Oriented Slot Assignme®tMAC (Off  into several framelets and sends them at a given frequency.
MAC) [44] is a TDMA protocol that is similar t€Crankshaft, As each potentially interfering node operates at a differen
to be explained below. Each node independently selects fitsquency, the probability of collision is reduced. Howeve
reception slot. The node wakes up during its reception sidt af-MAC may not realize large energy saving because nodes
senses the channel. If it detects a preamble, then it remaiveke up frequently to check the channel and to receive the
on until it receives the whole frame. Otherwise, it goes badkamelets.
to sleep to save energy. The key idea of O-MAC is to find Multichannel LMAC [49] proposes to enhance the
receiver non-overlapping slots to avoid waking up otheresodTDMA-based LMAC with multi-channel support. IhMAC
uselessly. O-MAC also proposes to define broadcast slots (brghtweight MAC) [50], nodes in a 2-hop neighborhood
broadcast reception as using a set of unicasts to replacdeaide on a TDMA schedule in a distributed way, assigning
broadcast is costly. different slots to different nodes. When the density of the ne
8) Using Different Communication FrequencieBicoRa- work gets very high (i.e. a two-hop neighborhood is composed
dio [45] is a multichannel CDMA MAC using simple toneof tens of nodes) all slots end up assigned, and new nodes
radio to wakeup neighbors. In PicoRadio each node listensn@y end up without slots thus unable to communicate. [49]
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proposes for those nodes to pick a slot on another frequensink for slot assignments. RMAC does not consider multihop
The number of potential slots is roughly multiplied by theommunication between sensor nodes; it assumes that sensor
number of frequency channels. This protocol hence allowm®des are one-hop to the sink. Being an on-demand slot
more nodes to communicate in LMAC. assignment algorithm, RMAC defines three periods in its
MMSN (Multi-Frequency Media Access Control for Wire-frame: a contention period during which sensor nodes send
less Sensor Networks) [51] uses an initial frequency assigequests to reserve communication slots, an acknowledgmen
ment phase. Frequencies are assigned evenly to the nodespmdréod in which the sink sends acknowledgments to nodes that
1-hop neighborhood, with nodes learning their neighbaes’ f succeed during the contention, and a communication period
guencies. A node now needs to use the destination’s freguent which each node uses the slot assigned by the sink to
when transmitting, and its own frequency when receivingransmit its data. The main contribution of RMAC is to find the
During network run-time, nodes are synchronized and time aptimal number of minislots to be used during the contention
sliced up into slots. A backoff-based CSMA algorithm solvegeriod. The motivation of this is that a large contentioniqubr
contention between nodes in a given frequency/time slot. Aaduces collision but increases per-packet latency andadl sm
interesting proposal is to use toggle snooping/transorissi contention period increases collisions. Based on the whser
in which nodes listen/transmit on both their own and thiéion of the number of empty minislots, collided minislots,
destination’s frequency to make sure they are not receiviagd successful minislots, RMAC estimates the number of
a packet while transmitting to a neighbor. competing nodes by using a maximum likelihood estimate. It
Y-MAC [52] is primarily designed to decrease latencyalso predicts the number of competing nodes in the next round
Nodes are synchronized and reception slots are assignedising a simple linear predictor. Finally, it finds the number
each node, all on a common base channel. In case multipfeminislots to be used in the next round by optimizing the
packets need to be sent between neighbor nodes, successipected delay of a packet.
ackets are sent each on a different frequency followingea pr
Setermined hopping sequence. This h?)pping)]/ sequengae gtartslv' PROTOCOLS WITHCOMMON ACTIVE PERIODS
at the base channel. As a result, bursts of messages ripplé" this approach, nodes define common active/sleep periods.
across channels, Signiﬁcanﬂy reducing |atency_ The p[ede The active periOdS are used for communication and the Sleep
implementation results serve as proof-of-concept for thétim ones for saving energy. This approach requires that nodes
channel MAC approach. maintain a certain level of synchronization to keep acsiesp
Practical Multichannel MAC [53] is a multi-channel MAC Periods common to all nodes. During the active periods, siode
protocol that does not assume nodes are synchronized. FRatend for the channel using contention-based approaches
protocol dynamically assigns channel to nodes, and groupich as pure CSMA, IEEE 802.11 DCF, etc.
nodes sharing a channel into clusters. As in [49] and [52], The contention-based approach achieves its highest perfor
nodes all start at the same base channel. By periodically &kance in applications in which traffic is periodic such as
changing status messages measuring the loss ratio, nodeshe@nitoring and applications in which keep-alive packets ar
detect when too much contention/interference is expes@nderiodically exchanged to ensure network reliability. Hoer,
on their channel. Clusterheads then take the initiativedp hthe use of common active/sleep periods may not be suit-
on the next available channel, followed by the other nodes @®le for applications with irregular traffic, because nodse
its cluster. Inter-cluster communication is done by terapiy ~ contention inside active periods, which would be prohikiti
changing to the destination’s channel. The resulting mechdhen nodes wake up without communicating, and may cause
nism is transparent to the app”cation and routing |aye¢ aﬁOHiSiOI’lS When there iS h|gh traffiC that cannot be absorbed
it efficiently minimizes cross-channel communication whil by the initially envisaged size of the active periods.
maximizing same-channel traffic. Throughput increase of(%s Basic Idea
much as 50% is reported in dense networks. Although nodes
do not need to be synchronized, they need to broadcast statu8MAC (Sensor MAC) [57] is a seminal work in this area;
messages to their neighbors frequently (every 1 secondWg take it as a representative protocol. SMAC copes with
the presented experiment). Energy-efficiency may thus be ifli¢ listening by repeatedly putting nodes in active anesle
issue under this setting. Other than increasing throughpBgriods. Nodes turn off their radios in sleep periods to save
the solution elegantly copes with narrowband long lastirR'€r9y and they turn them on in active periods to exchange
interference. In case of a permanent interference on a givedckets. Active periods are of fixed size whereas the lenigth o
channel, bad status reports will cause the nodes to hopStgep periods depends on a predefined duty-cycle parameter.
another channel, increasing the nodes’ robustness. SMAC deals with deafness by making nodes share common

9) Other Protocols:LMAC (Lightweight MAC) [50] uses active periods. Using common active periods requires syach
two-hop collision free node schedulindl-LMAC (Adap- Nization establishment and maintenance among nodes. SMAC
tive Information-centric Lightweight MAC) [54] improvesno SPlits active periods into two sub periods: one.for exchaggi
LMAC and proposes that each node accesses to more slots> fNC packets and the other one for exchanging data packets
SS-TDMA (Self-Stabilizing MAC) [55], traffic is scheduled (&S Shown in Fig. 6). Each sub period is divided into mini-

RMAC_' (Randomized MAC_) [56] _belon_gs to on-demand 3SMAC implementation in NS2 (Network Simulator 2) [58] uses 31 imin
slot assignment TDMA algorithms in which nodes ask theots for the SYNC sub-period and 63 mini-slots for the dataoge
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Function | Protocols

Canonical Solutions| TSMP [27], IEEE 802.15.4 [5]
Centralized Scheduling Arisha [29], PEDAMACS [30], BitMAC [31], G-MAC [32]
Distributed Schedulingf SMACS [33
Localization-Based Scheduling TRAMA [34], FLAMA [35], uMAC [36], EMACs [37], PMAC [38]
Rotating Node Roles PACT [39], BMA [40]
Handling Node Mobility | MMAC [41], FlexiMAC [42]
Adapting to Traffic Changes PMAC [43]
Receiver Oriented Slot Assignment O-MAC [43]
Using Different Frequencies PicoRadio [45], Wavenis [3], f-MAC [48], Multichannel LMA49],
MMSN [51], Y-MAC [52], Practical Multichannel MAC [53]
Various Functionalities| LMAC [50], AI-LMAC [54], SS-TDMA [55], RMAC [56]

TABLE Il
SUMMARY OF MACS AND THEIR PRIME ROLES FOR SCHEDULED PROTOCOLS

Radio on Radio on Radio on periods determined by these schedules. Border nodesrsustai
I Radio off I Radio off I network connectivity by ensuring packet passing from one

cluster to another. Some implementations suggest thaebord
nodes adopt only some schedules to reduce the time during

which the radio is on. Although this further saves energy, it

may cause network fragmentation as some virtual clusteys ma

T be isolated.

| for Sync _; for Data | Applications may want to send packets while nodes are
in sleep periods. SMAC postpones these transmissions until

|_| |_| the next active period. As nodes sleep most of the time,
' SYNC. RTS/CTS/DATA/ACK strong contention for the channel is expected in the active

periods. Specifically, nodes are implicitly synchronizédhe
Fig. 6. SMAC alternates turning on and off the radio. SMACitsphe active beglnn_lng of active periods and there is a significant Chan_ce
period into two sub-periods: one for exchanging sync packed the other they simultaneously access to the channel at the beginning
for exchanging data packets. Data packet exchange may eeBiiB, CTS of active periods. SMAC copes with this kind of collisions
and ACK [57] by having nodes backoff for a random duration before trans-
mission. SMAC also copes with collisions through the use of
traditional mechanisms such as RTS/CTS exchange andlvirtua
in a similar way as the IEEE 802.11 DCF [26] nodes perforiistening according to a NAV (Network Allocation Vector).
a carrier sense first and then transmit in the next mini-$lotfne NAV contains a value that tells the node if there is an
the channel is sensed free. ongoing transmission and, if so, when it ends. NAV sets this
Each node using SMAC should have a schedule accordiiglue from overhearing headers of RTS, CTS and data frames
to which it determines when it turns on its radio and whenthese headers carry information about transmission idasat
it turns it off. When deployed for the first time, a node |n SMAC, nodes do not transmit long packets in a single
starts by looking whether there are existing schedules én thacket because this involves the retransmission of theavhol
network. The node keeps continuously listening to the cenipacket in the case of a collision, even when only a few bits are
for a duration of at least one active period plus one slegprrupted. Instead, nodes fragment each long packet intty ma
period. If the node receives a SYNC packet, then it adoptlependent small packets and transmit them in a burst. Node
the schedule carried by that packet. If it does not receivge RTS/CTS only before transmitting the first small packet.
any SYNC packet, the node chooses its own schedule arge RTS/CTS exchange, in this case, reserves the channel for
follows it. Once a node has a schedule, it disseminatesttie whole burst duration instead of reserving it only for the
throughout the neighborhood by broadcasting a SYNC packgibsequent packet as usual. Although this is unfair from a
with that schedule. Some of the node’s neighbors receiger-hop MAC level, it saves the energy of using RTS/CTS
the SYNC packet; these neighbors adopt the schedule an@hange before each small packet transmission.
continue disseminating it throughout the network.
Nodes that follow the same schedule form a virtual cluster. _. .
A network is most likely to contain several virtual clusters— Discussion
Transmission errors, collisions, large end-to-end delsiysul- The use of common/sleep periods of a fixed size generates
taneous self schedule selection and other factors maytresioe problems below.
in different SYNC packets with different schedules being 1) Rigidity: Determining the optimal size of active periods
transmitted in the network. Some nodes may receive severajuires taking into account two parameters: idle listgnin
SYNC packets with various schedules. These nodes are cabedi collisions. Short active periods reduce idle listenimgt
border nodes. Border nodes should adopt all the schedullesy increase contention and thus collision rates. Loniyect
they receive and thus keep their radios on during all thevectiperiods do the opposite; they reduce contention at the dost o
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Fig. 7. TMAC downsizes active period lengths to further samergy. The TA !
arrows indicate transmitted and received frames. Both TMA@ SMAC
move the traffic that comes during a sleep period to the subeeguative

period. TMAC prematurely ends an active period if no trafficwrs for a2 rig 8. The transmission of FRTS aims at keeping node D awakBSFT
duration of TA [60]. control frames make it possible for TMAC to achieve a transroissiver
three hops within a single active period. This techniquaiced the end-to-
end latency [59].
increased idle listening. SMAC uses a fixed pre-calculaitssl s
for active periods that is optimized for an expected wor&loa
This makes SMAC rigid, as nodes have no means to dynami- . . .
-9 X : yr periods. Therefore, a node can determine that there will be
cally change their duty-cycle to meet time-varying or sgti o ! . . o
. ) . no communications in the remainder of an active period if
non-uniform traffic loads. Note that variable workloads are I o .
expected in sensor networks as some nodes may be invol\r/]g activation eventoccurs within the duration of TA. An
in relaying traffic more than others. For instance, nodeg th%cﬁvation event may be, for instance, the reception of méa
ying . . ' ' . or sensing some noise considered as collision. The minimum
are closer to a sink are most likely to relay more traffic tha&w

border nodes. Event-based reporting is the most pathmbglgg;?gggoﬁf Jlﬁastihoonugnzetk:znlgTeSn/%l?Sh é?(cir;ann (tehgg;aélimug;
case for this rigidity. In a nutshell, the difficulty is to firal 9 g ).

suitable length for active slots. By having nodes ending their active periods prematurely,

2) Sleep Delay:Sleep periods do save energy; howeveIMA_C pz_;\rtially breaks t_he synchronization among nodes
they introduce extra end-to-end delay calideep delaySleep within a virtual cluster, which leads to trearly slee_p problem
delay increases communication latency in multihop netsork! he early sleep problem happens when a third hop node,
as intermediate nodes on a route do not necessarily sharélgPosed to be the next relay of an ongoing transmission,
common schedule. In a nutshell, the difficulty is to make Rfématurely goes to sleep. TMAC copes with this by using

trade off between sleep delay and optimal active periods. the FRTS (Future Request To Send) frames sent to the third
hop node before its TA timer expires. Thus, the third hop node

stays active and then receives the next transmission nigéy a

C. Principal Protocols S ) instead of receiving it in the next active period in case FTRS
Subsequently, we will discuss some canonical protocqlfs not used.

which aim at improving on some of the above listed short . .
. . ) : . In variable workloads, TMAC saves about five times more
comings. For convenience, they are again summarized in o .
. . energy than SMAC does. However, this is achieved at the
Table Il at the end of this section.

1) Increasing Flexibility: TMAC (Timeout MAC) [59] cost of an mcre_ased latency and ,thus reducec_i thro_ughput.
. . . Although TMAC improves on SMAC'’s energy savings, it still
follows up on the basic idea introduced by SMAC that consists X ) o
) ) . ; ..~ ~suffers from the main problem of the high cost of maintaining
in using common active/sleep schedules: nodes determsire th
active/sleep schedules in a way similar to SMAC. T™MAC R )
alleviates SMAC's rigidity by proposing an adaptive duty- EZMAC [61] uses a similar idea as TMAC except that it
cycle in which the duration of active periods is no longerdixedccumulates packets in a node until they reach a certaierouff
consists in making a node predict channel activity during &t@ in a burst. Although, this increases energy savings, it
active period so that it can switch its radio off before thivac @ISO increases latency and is not suitable for delay-afitic
period ends, in case it does not expect any traffic. Fig. 7 sho@Pplications.
the overall operation of TMAC and its difference compared to SWMAC (Separate Wakeup MAC) [62] targets reducing
SMAC. the length of active periods by dividing it into slots; each
By downsizing active period lengths, TMAC saves moraode is assigned a reception slot during which it wakes up
energy than SMAC. The proportion of this saving depends receive data. Slot distribution is performed according t
on the amount of time cut back on the initial active periododes’ addresses. Each slot is long enough to handle a full
duration; the more nodes sleep during active periods, tigela transmission, including RTS, CTS, DATA and ACK packets.
the saving. To optimize the sleep period durations, TMACTherefore, SWMAC will suffer from the same drawbacks as
moves all communications to a burst at the beginning of actisMAC.

ommon active/sleep schedules via exchanging SYNC packets
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2) Minimizing Sleep DelayAdaptive Listening [63] sug- a static sleep schedule for all nodes. Nodes that are one hop
gests the use of overhearing to reduce the sleep delay.almay from the sink use their initial sleep schedule. Nodas th
adaptive listening, the node that overhears its neighbodse two hops from the sink shift their sleep wakeup periods
transmission and learns from it when that transmission ensreduce latency. Q-MAC uses a common overlapping active
may sleep in the meantime and then wakes up just whpariod to allow communication between one-hop and two-hop
the transmission ends. This idea has also been proposedéighbors with minimum latency. The shifted periods aim at
nanoMAC [64]. Then, the node wakes up after that transeducing idle listening and alleviating contention to reelu
mission even if it might happen during its sleep period. Thisollisions. In contrast to DMAC, Q-MAC defines shifted
makes it possible for the node’s neighbor to immediatelydseactive periods in the sense of downlink traffic carrying deger
data to it, instead of waiting for the node’s next schedulddom sink to source nodes. For uplink traffic carrying data
active time. from sources to sink, Q-MAC has two options depending on

Technically speaking, nodes can learn about when a tramgiether the sink knows the route length to sources or not. If
mission ends if they receive the frame header that indi¢hates the sink knows the route length then intermediate nodes can
frame length or if they receive RTS or CTS that precede tlpect the instant of data transmission from sources to the
data frame - RTS and CTS frames indicate the transmissigink. In this case, each intermediate node wakes up only to
duration of the data frame. receive data and forward it back to its uplink neighbor. la th

In slotted protocols that use common active/sleep schedulsecond case, the sink and thus intermediate nodes do not know
the sleep delay is a serious drawback because it increases cine route depth from sources to the sink. In this case, Q-MAC
munication latency. Improvements such as adaptive listenilets each node remain active from the instant of the query
and TMAC only affect the next hop and the next two-hopeception to the instant of data reception and forwardirige T
nodes respectively. The following protocols aim at minimiz goal of this idea is to reduce data forwarding latency.
the sleep delay further. Although Q-MAC reduces latency, its energy efficiency

DSMAC (Dynamic SMAC) [65] protocol dynamically is questionable as nodes spend long times in idle listening,
changes each node’s duty-cycle to meet applications’ ddmarespecially in the second case when route lengths are notrknow
A node increases its duty cycle by adding extra active perioth advance.
when it requires less latency or when it observes an inargasi 3) Handling Mobility: The initial SMAC protocol targets
traffic load. DSMAC assumes that all nodes start with th&ationary sensor networks and it does not envisage specific
same duty cycle. Then, when a node needs to increase its dytyimizations to handle node mobility efficiently. With mo-
cycle, it sends &YNCpacket to its neighbors to inform thembility, the node’s schedule is no longer valid whenever the
about its additional active schedule. After receiving 8¥NC node moves to another virtual cluster. To re-establishemsaa n
packet, each neighbor locally decides whether to increasedchedule, a node keeps continuously listening for a duratio
duty cycle to meet the announced schedule or not. The kafy an active period plus a sleep period to receive a sync.
idea that makes DSMAC work even with nodes that do n®obility decreases SMAC’s energy savings as mobile nodes
increase their schedules is that, initially, active pesiogver waste extra energy in establishing new schedules. Furtiterm
get changed; nodes only insert their new active schedulkgin mobility increases communication latency as mobile nodes
middle of the sleep period. Note that nodes can also decreapend additional time to establish a new schedule and setup a
their duty-cycles by removing the added active periods.  connection.

FPA (Fast Path Algorithm) [66] makes nodes wake up The MSMAC (Mobility-aware SMAC) [69] proposes a
for an additional time, even during their pre-schedule@sle mechanism that adapts the duty cycle of SMAC to improve
periods, to ensure timely relaying of frames. A node uses itsnnection setup times in mobile environments. Nodes mea-
hop-distance from the sender to estimate when its upstreaore changes in received signal levels of the peri@¥iNC
neighbor will send a frame to it. Then, the node wakes ugackets and use them to estimate the mobility speed. A node
at the estimated time only to receive and potentially fodvarfirst estimates the speed with each one of its neighbors. Then
the frame to its downstream neighbor. The node sets thésaforms its neighbors about the maximum estimated speed
additional wakeup times from information piggybacked ie thby including that speed iI8YNCpackets. When the node’s
first data packet on that path. neighbors receive th8YNCpackets, they create attive zone

DMAC (Data-gathering MAC) [67] considers the situatioraround it. In active zones, nodes increase their activeogeri
where many sources send data to a sink through a uby staying awake longer to reduce the connection setup time.
directional tree, called convergecast communication. édod 4) Minimizing Number of ScheduleMultiple active sched-
exploit this tree to determine their active schedules. Aenodiles lower SMAC's energy saving rates as nodes spend more
determines its active schedules according to the traffid loime in active periods. Experiments with motes reported in
and to its depth in the tree. The active periods of DMAC aif¢6] and results of simulations reported in [60], show thatren
similar to the additional active periods of FPA. DMAC mainljthan half of the nodes have more than one active schedule. The
targets stationary networks as it does not envisage comnm®BA (Global Schedule Algorithm) [66] focuses on minimizing
global active periods. Thus, dynamicity may decrease DMACthe number of active schedules by making all nodes within a
performance drastically. sensor network converge to a common global schedule. The

Q-MAC (Query MAC) [68] proposes a scheduled MAC thaGSA uses the schedule’s age to determine which schedule to
adapts to traffic conditions. It is similar to DMAC. It defineskeep; when a node has to select between many schedules,
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Preamble Data

it selects the oldest one. Results reported in [66] show that _—
the GSA converges to one schedule in a network of 40 nodes Sender
organized in a linear topology. A refinement to this mechanis Check Interval
has been proposed in [70]. — Receiver

5) Using Statistical Techniquef®RL-MAC (Reinforcement “\ /'” S
Learning MAC) [71] tackles the problem of optimizing active Periodic Channel Sampling Radio off Radio on

and sleep periods with the double aim of increasing throughg:i
and saving energy. RL-MAC uses MDP (Markov Decision
Process) to model the process of active time reservatioa. Th

main drawback of this protocol is that it relies on a constant Fig. 9 shows an example of a preamble sampling proto-
traffic load over a long period of time. col operation. According to the duty-cycle parameter, 1sode

U-MAC (Utilization-based MAC) [72] does not adapt theyeriodically switch their radios on to sample the chanrel. |
same duty cycle for each node. In U-MAC, each node usgsnode finds that the channel is idle, it goes back to sleep
a utilization function to tune its duty cycle. The utilizati jnmediately. However, if it detects a preamble transmissio
function is the ratio of the actual transmissions and reeapt g, the channel, then it keeps its radio on until it receives th
performed by the node over the whole active period. Th@psequent data frame. Right after the reception of the data
utilization function is less than 1. If the utilization futian frame, the node sends an ACK frame, if needed, and goes
is low then the node is experiencing a long idle period withigack to sleep afterwards. To be effective, the duration ef th
the active period. In U-MAC a node maintains two valuegreamble transmission needs to be at least as long @ek
Unaz @ndUnin, and adapts its activity period to let its curreninteryal (Cl) defined as the period between two consecutive
utilization function in this interval. U-MAC’s basic idea akin  jystants of node wakeup. In this way, a node makes sure that al
to T-MAC’s and thus they share the same drawbacks. potential receivers are awake during its preamble trarsanis

6) Using a Wakeup RadioRMAC (Reliable MAC) [73] 5o that they get the subsequent data frame. The preamble
works. It proposes techniques to reduce collisions and cofig with CSMA in [76].
gestions through the use of implicit ACKs, adaptive retrans e can find in the literature other terminologies that refer
missions, and transmission rate control. For example, desenyg 3 similar approach, e.g. Cycled Receiver [77], LPL (Low
does not transmit another packet immediately but waitstéor ipgwer Listening) [78] and Channel Polling [79]. Hereafter,

parent's end of transmission to avoid colliding with it. these protocols are collectively referred to as preamhie- sa
E2RMAC (Energy-Efficient Reliable MAC) [74] improves pling protocols.

the energy-efficiency of RMAC by reducing idle listening and
overhearing. It is based on the use of an additional wakeup _. .
radio. When a node wants to send a packet, it sends a toneonPscussion

its low power radio. As this tone wakes up all the neighbors, By reducing synchronization overhead, preamble-sampling
the node sends a filter packet on the data radio to let the n@fotocols realize larger energy savings; however, thisesoat
concerned nodes go to sléeft2RMAC integrates the samethe cost of a longer preamble. The use of a longer preamble
features of RMAC like immediate data forwarding to save ogauses two major problems which are discussed below.

ACK transmissions. After sending a packet, a node goes tol) Costly Collisions: The preamble sampling technique
sleep mode for a duration equal to the time needed by tgkifts the cost of coping with idle listening from the reasiv

receiver to forward the packet, which is similar to adaptivi® the transmitter. The receiver uses less energy as it wakes
listening. up only for a very short time, whereas the transmitter uses
more energy as it transmits a long preamble before each
data frame. This is highly beneficial for applications in ehi
) transmission is not frequent, such as surveillance. Homeve
A. Basic Idea in some applications when traffic is quiescent, collisiors a
Preamble sampling protocols do not use common aitequent.
tive/sleep schedules; instead, they let each node chosse itThe high transmission cost counteracts the energy effi-
active schedule independently of other nodes around. diency of preamble sampling protocols in situations with
preamble sampling protocols, a node spends most of the tiligh collision rates. When a collision occurs, it very likely
in sleep mode; it wakes up only for a short duration to chedkplies retransmission, which is costly. Preamble sangplin
whether there is a transmission on the channel. To avgitbtocols should have robust mechanisms in place for avpidi
deafness, each data frame is preceded by a preamble thatlfsions.
long enough to make sure that all potential receivers detectAs a packet contains a long preamble, transmission and thus
the preamble and then get the data frame. collisions/retransmission are very costly. It is a goodaide
use techniques (coding for e.g.) to make the transmission of
4Note that recent radio chips such as the Chipcon CC 2500 implsmedata more error-resilient.

this option in hardware, i.e. the radio chip is able to perf@ddress filtering . . R
without the need for microcontroller processing, which istéa and reduces 2) Limited Duty Cyde'ln order to extend nodes’ lifetime,

the overhead as the microcontroller can stay in low-power mode applications need to save more energy by lowering the duty

g. 9. Preamble sampling.

V. PREAMBLE SAMPLING PROTOCOLS



16

[ Function | Protocols ]

Canonical Solution| SMAC [57
Increasing Flexibility | TMAC [59], E2MAC [61], SWMAC [62]
Minimizing Sleep Delay| Adaptive Listening [63], nanoMAC [64], DSMAC [65]
FPA [66], DMAC [67], Q-MAC [68]
Handling Mobility | MSMAC [69]
Minimizing Schedules| GSA [66]
Statistical Approaches RL-MAC [71], U-MAC [72]
Using Wake-Up Radio] RMAC [73], E2RMAC [74]

TABLE Il
SUMMARY OF MACS AND THEIR PRIME ROLES FOR PROTOCOLS WITH COMMON ACTIVE PEGDS.

comings. For convenience, they are again summarized in
Table IV at the end of this section.
i 1) Improving CCA: CCA (Clear Channel Assessment)
based on thresholding is a poor technique for estimating the
channel status. It may result in false positives, which cegu

_ _ throughput. False positives may induce the receiver to keep
—+&— High Traffic Load .. .
— o Medium Traffic Load | receiving a noise taken for a preamble.

Low Traffic Load Clear Channel Assessment (CCA) is the operation that
1 determines whether the channel is clear. In CSMA (Carrier
Sense Multiple Access), a node performs a CCA before

I transmitting a frame to avoid causing a collision in case it
| | transmits while the channel is busy. A common method used
to performing a CCA is thresholding. As used in the IEEE

e ‘ 802.15.4, thresholding consists in measuring the power of a
Check Interval —— > received signal and comparing it to the noise floor. The cabnn
is considered clear only if the measured signal is below the
Fig. 10. Lifetime of nodes according to different check ingds and traffic nOIS.e. floor. Thresholdlng_ ggnerates a Iarge number of false
loads. positive because of the significant variance in channelggner
[78]. False positives lower the effective channel bandwidt
thus they should be reduced.
cycle. Lowering the duty cycle implies putting nodes in plee |nstead of thresholding, thBMAC (Berkeley MAC) [78]
mode for larger periods, which means extending the cheglotocol proposes a technique based on outlier detection to
interval. improve the quality of CCA. In this technique, a node seasche
While using a larger check interval reduces the cost of idigr outliers in the received signal such that the channetgne
listening at the receiver, it increases the transmissit @8 s significantly below the noise floor. If the node detects an
the transmitter uses a longer preamble. Thus, nodes canf@fier during channel sampling, then it declares the chann
indefinitely extend their check intervals with the aim ofis&v s clear because a valid signal has outliers significantigvbe
more energy. the noise floor with low probability only. If the node does
There is an optimal value for the check interval beyongyt find any outlier within fives samples, then it declares the
which nodes waste more energy in transmission than thgyannel to be busy. Outlier detection substantially otitpers
save in reception. Finding the optimal check interval qdﬂenthresholding as reported in [78] .
upon several parameters such as transmission power, iBtept The gytlier detection technique depends upon the accuracy

power, traffic load and switching times of the radio chipyt he noise floor estimation. BMAC uses automatic gain
Fig. 10 shows that there is an optimal value for the cheglgnirol for estimating the noise floor to adapt to ambient
interval that maximizes the lifetime. This value also def®en ,ise changes. Each node takes signal strength samples at
on the traffic load. Therefore, preamble-sampling pro®cofines when the channel is supposed to be clear, such as

have a limited duty cycle that is determined by the optimghmnediately after transmitting a frame. From these values,

check interval value. _ _ each node calculates an average value and uses it as a simple
Reducing the duty cycle involves extending the chegk, pass filter for the noise floor estimate.

interval. On one side, this saves energy because the rece|veApart from collision avoidance and good channel utilizatio

will sleep for longer periods. On. the (.)ther side, this dra"'Ef\‘ccurate CCA has additional benefits. It makes it possible fo
more energy because the transmitter will use larger prmnbla node, listening to the preamble while waiting to receive th
o data frame, to determine whether the channel is still busy. |
C. Principal Protocols the case the node detects that the channel is back to idlesbefo
Subsequently, we will discuss some canonical protocdtsreceives the data, it stops listening and goes back sigepi

which aim at improving on some of the above listed shoBy avoiding this reception, an accurate CCA further impsove

Lifetime ——>
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Short Preambles (RTS)

preamble-sampling performance.
2) Adapting Duty Cycle:Determining the optimal check —-_._-,_,l\ Data Sender

\/

interval in preamble sampling protocols requires knowing Wake up TS

applications’ traffic load priori because nodes have no means . I_-F/]T\ Receiver

for adapting their check interval to traffic load changesisTh P P >
constraint makes preamble sampling inflexible for applica- Wake up _I/_ crs

tions with highly fluctuating traffic loads. BMAC proposes Case 2 I_I_- [0S Receiver
to alleviate such rigidity through the use of a versatile low P2 PP -

power listening in which each node has an interface f [ 11 Princiole of DPS-MAC 87]
dynamically configuring several MAC layer parameters, such” ™ P '
as the check interval. BMAC proposes eight standard listeni
modes corresponding to eight different check intervalsoden

can dynamically switch from one listening mode to another1
meet applications’ new and changing demands.

EA-ALPL (Energy-Aware Adaptive Low Power Listening)

8ngth, as transmitters do not require always using a full-
ength preamble. However, STEM-T uses a simpler transceive
on the wakeup channel, which can be significantly cheaper

[80] exploits BMAC's reconfiguration interfaces to adapt t nd Iess_ energy consuming than a transceiver used for data
traffic changes; that is, each node sets its listening moﬁgmmumcat.lon. o
according to its current and past forwarding loads. EA-ALPL 4) Reducing Preamble Length by Packetizatifany pro-
also makes use of these different listening modes to infleierf@C0IS such aESMA-MPS (CSMA with Minimum Preamble
routing decisions. For example, an overused node that dtes #2MPIling) [82], TICER (Transmitted Initiated Cycled Re-
want to forward other nodes’ traffic anymore, voluntarily inC€iver) [77],X-MAC [83], andMH-MAC  (Multimod-Hybrid
creases its listening mode to encourage its neighbors tosenoMAC) [84] use techniques similar to STEM-B, but with a
another node to continue relaying their traffic. In energyingle channel: beacons are transmitted on the same data
efficient routing, a node selects the next hop with the mimmuchannel. These protocols using preambles split into packet
check interval because transmitting to that node consuesss [With @ gap between consecutive packets have the advantage
energy as it requires a shorter preamBEESAW [81] is of nqt always requiring the fuII-Iepgth preamble. In t.heecas
another protocol that uses the similar idea. It allows a rtode ©f Unicast transmissions, the receiver sends the ACK indipe g
change its duty cycle according to its traffic load. between the frame_s, thus stopping the preamble transmissio

3) Using Two Separate Channelsthe STEM (Sparse However, in very I!ghtly loaded net_works, these protoc@s d
Topology and Energy Management) protocol [46] makes u§8t g_uaraptee optimal energy savings, becguse they imcreas
of two channels: a wakeup channel and a data channel. TR listening at the receivers. When there is a gap between
wakeup channel is used to organize a meeting between {ffémes, nodes should stay in receive mode for a duration
transmitter and the receiver to avoid deafness, whereas {f@er than the gap to sample the channel. Therefore, the
data channel is only used for data exchange once the meeﬁﬁ@plmg_ duration increases and thus nodes waste moreyenerg
occurs. To ensure a meeting between the transmitter and fh&ampling.
receiver, nodes follow a preamble sampling approach: theAnother similar class of protocols replaces the preamble
receiver periodically samples the wakeup channel and th¥ actual data packets, examples of which inclu©R
transmitter sends preambles on the wakeup channel befdfé@ke On Radio) [21],SpeckMAC-D [85] and MX-MAC
sending the data on the data channel. [86], and terminate transmission once successful reagjio

STEM has two preamble variantSTEM-T (STEM Tone) acknowledged.
and STEM-B (STEM Beacon). In STEM-T, the preamble DPS-MAC (Dual Preamble Sampling MAC) [87] improves
consists of a simple busy tone. Thus STEM-T is very simil&TEM-B-inspired protocols by reducing the sampling darati
to traditional preamble sampling protocols except for gsirof nodes. As shown in Fig. 11, a node that wakes up to
two separate channels instead of only one. In STEM-B, tisemple the channel does not need to be awaken for a duration
preamble consists of a series of beacons, each beacomgarriarger than the inter-preamble packet gap. In DPS-MAC, the
the MAC addresses of the transmitter and of the receiver. Ts@mpling duration is the minimum of time needed to check
node that wakes up to sample the channel expects to receivhgther a preamble is being transmitted (i.e. RSSI chetk). |
beacon. When the node receives a beacon, it learns from the node wakes up and finds that the channel is free for the
MAC addresses carried therein whether it is the destinatifirst wakeup, then it needs to wake up again to ensure that
of the data frame. If so, the node sends an acknowledgmém channel is really clear, because the first wakeup might
back to the sender (note that beacons are not transmitted daave happened during the gap period. The duration between
tiguously), inter-beacon blanks being intentionally ined to the first and the second wakeup i${,tp2] and the duration
let the receiver send its acknowledgment. When the trarmmitef the second channel sampling, can be found in [87]
receives an acknowledgment, it stops transmitting beaaods DPS-MAC further reduces idle listening of STEM-B-inspired
switches to the data channel to send the data frame. Afggptocols, which results in further energy savings, esigdn
sending the acknowledgment, the receiver also switchdseto tightly loaded networks. However, the efficiency of the nueth
data channel to receive data. depends on switching times of the radio being used.

STEM-B has the advantage of cutting back the preambleCMAC (Convergent MAC) [88] uses a similar technique
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as X-MAC, which will be discussed below. Its preamble is | _Sd—
composed of a burst of RTS packets. The gap between two ==
consecutive RTS packets is large enough to contain 3 CTS Wait
slots. These CTS slots are sorted to let the best next-hop Receiver

. . o o | E—
node reply first to the transmitter. The best next-hop node \ ™

is the geographically furthest one from the transmitter as Radio off Radio on

described byGeRAF (Geographic Random Forwarding) [89]'Fig. 12. WiseMAC improves on preamble sampling energy savingsigh
Note that this idea is similar to that introduced before fahe use of short preambles. In WiseMAC, each transmitter kmgvthe
the 1-hopMAC [90]. As there is a possibility to have twor/\"'ik‘?upr ﬂmi of th?-hrectfi\fr r;ig?snjgs tfzgsgizim J'Urzfa?nnbltmﬂgggf
best next-hop nodes (nodes from the same re_gu_)n), a callis ﬁtes“/:bovx?tﬁgprécei\?er'sa vjakleup timg ng]. P
may occur. CMAC use a contention window within each CTS
slot to alleviate collisions. The gaps introduced implyttha
potential receivers have elaborated channel samplinggoid a In preamble sampling, a node that wants to transmit a data
missing transmission (this happens when a node samples filaene uses a preamble that is as long as the check interval
channel during a gap, i.e. CTS slots). CMAC makes eatlreafter referred to as full-length preamble. The tratisigi
node sample the channel five times, each duty cycle perioghde uses a full-length preamble because it does not know
to make sure that it does not miss a RTS/CTS transmissiavhen the receiver wakes up. To save the transmitter the
Although the idea is interesting as it is a sort of cross linleverhead of using a full-length preamble, WiseMAC aims at
routing protocol, it has a non-negligible overhead reaglti letting each node learn about its neighbors’ wakeup times;
from sampling the channel many times to check wheth#rthe transmitter knows the wakeup time of the receiver,
there is an active transmission on the channel. The autforglen it can timely start its transmission just to meet the
CMAC are using XSM radios [91] that perform rapid channekceiver wakeup. Clock drifts may make the transmitter lose
check. CMAC has another phase in addition to the anycasicuracy about the receiver’s wakeup time. In such a case, th
phase described above. After receiving a data packet, tr@nsmitter uses a preamble that is just long enough to make
receiver keeps its radio on waiting for potential additiaata; up for the estimated maximum clock drift. The length of the
this phase is called the convergence phase. CMAC convergesamble used in this case depends on clock drifts: the emall
from unsynchronized anycast to synchronized unicast. én tthe clock drift, the shorter the preamble the transmitter toa
synchronized unicast, the sender and the receiver synigkroruse. Fig. 12 shows an example of short preamble utilization.
to exchange information. Once, they are no longer exchangin Each node running WiseMAC makes use of an internal table
information, they go back to the unsynchronized anycast. to store its neighbors’ wakeup times. To keep maintenande an
TheRICER (Receiver Initiated Cycled Receiver) [77] shiftsconstruction of such tables low-cost, nodes adopt a passive
communication initiation from the transmitter side to thepproach: each node declares its wakeup time by piggybgckin
receiver side. When the receiver wants to receive a franie,on the ACK frames used to acknowledge a successful
it sends a beacon to announce that it is awaken. Right afteception. When a node receives an ACK frame, it updates
beacon transmission, the receiver monitors the channeh foits table with the wakeup time of the node that transmitted
certain time waiting for a response from the sender. If thhe ACK. Note that a node may have no information about
receiver gets a response, it transmits the data just aftdswathe wakeup time of a neighbor to which it wants to transmit
otherwise, it goes back to sleep. To send a data frame, thérame; in that case, the node uses a full-length preamble.
transmitter stays awake and monitors the channel waiting fo Many other protocols use a similar idea to WiseMAC to
a beacon from the receiver. Once the transmitter receivees horten the length of the transmitted preamble in the case of
beacon, it transmits the data frame and waits for an AClHhicast packetsRATE EST (Rate Estimation MAC) [93] is
to end the session. RICER achieves high energy savings $omilar to WiseMAC except that it is used for nodes with
unicast and anycast communications. However, it cannot tve radios (thus similar to STEM-T too)SP (Sensornet
used for broadcast and multicast communications, becaus®@riotocol) [20] also features this preamble length optitiira
is receiver-initiated. The idea of RICER is similar to préden SyncWUF (Synchronized Wake Up frame) [94] combines it
sampling; however, the transmitter keeps receiving imstgfa with the Packet Preamble technique for further energy gavin
transmitting a full-length preamble. The receiver periadly 6) Avoiding Unnecessary ReceptiongFP (Micro Frame
sends frames to announce it is ready to receive frames damamble) [95] identifies two kinds of unneeded receptions:
monitors the channel thereafter to receive the ACK and tlo@e is general and concerns the reception of redundant $rame
transmission. This overhead is large in lightly loaded meks in the case of a network-wide broadcast, and the other is
as the receiver does this periodically. specific to sampling protocols and concerns the reception of
5) Reducing Preamble Length by Piggybacking Synchrtie remainder of the preamble until the data. To avoid thase u
nization Information: Large preambles decrease the perfonreeded receptions, MFP replaces the continuous long pteamb
mance of preamble sampling protocols because nodes drgime) by a series of small packets called microframes. Each
significant energy in transmissioWiseMAC (Wireless Sen- microframe contains an indicator on the data frames comtent
sor MAC) [92] alleviates this drawback by making it possiblsuch as destination address or a digest of the data field. In
for nodes to use short preambles for some unicast transna@ddition, each microframe contains a sequence number that
sions. indicates the number of microframes to be transmitted leefor
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the data packet. A similar idea has been proposed in [96]. Beacon Bp Bea?on
When a node wakes up to perform sampling and receiv. —— i CAP CTP e
a microframe, it learns from the sequence number wh
the forthcoming data will arrive. After the reception of ¢
microframe the nodes goes back sleeping to avoid receivi
the subsequent microframes. As the node knows when 1 GTs1 GTs|2 st Bades)
data frame arrives, it wakes up again to receive the dataefra
in the case it considers that the data frame is worth reagivir

Data frames whose reception is not required are unicasefan 01 2,3 456 7 89101112131415 t
destined to another node or broadcast frames that havelgplre SD_ (Active Period)
been received. Redundant data frames appear when a netw BI

wide broadcast is executed. For example, when nodes floo_. _.* Slofted CSMA/CA
packet, a node may receive multiple copies of the same pac}_get
. ) X .13,
resulting from the systematic forwarding of the broadcast’
packet by its neighbors.
The information carried in a microframe allows a node t
identify those unneeded receptions. The destination addr

allows a node to filter out unicast packets destined to oth%‘fhedmed protocols discussed before.

nodes and the digest field allows it to filter out redundant MOst of the pertinent features of IEEE 802.15.4 are in the
broadcast. The authors in [60] show that the digest field mBgacon-enabled mode and are hence subsequently discussed
be a hash of the data payload or a unigque sequence num ith reference to Fig. 13, the beacon-enabled_ mod.e uses a
Reducing unneeded receptions, especially the remaindeSyperrame structure where the MAC frame is split in an
the preamble, makes the energy savings by MFP substan@éiive and an mactwg perlod; tuning the length of each.of
compared to basic preamble sampling protocols. This idea deém allows to dynamically adjust the duty cycle. Each activ
also be used to further enhance all improvements on preamtjgriod is preceded by a beacon frame which is emitted by

sampling protocols, such as proposed for tHeopMAC [90]. the coordinator at an intervgl BI adjustaple to 15ms to 245s.
The length of the active period is determined by SD; the duty

cycle can hence be calculated as 2SD/2BI. The active period
is further split into 16 time slots of duration BP. The active
A. Basic Idea period consists of 1) the beacon; 2) a Contention AccessdPeri

Protocols of this category combine above discussed pi&AP); and 3) a Collision Free Period (CFP). The CFP is only

tocols to take advantage of their characteristics to aehiedvailable if Guaranteed Time Slots (GTS) are allocated by th
ordinator; each GTS can occupy multiple timeslots among

high performance under variable traffic patterns. When alsma? , .
number of nodes transmit, contention-based approachiss yid'® 16 available, but only 7 GTS are allowed in the CFP.

The main protocols using this hybrid technique are presenté has, then it remains powered off until its GTS is scheduled
below. to transmit the data. If no GTS is reserved, then it uses

CSMAJ/CA during CAP where the typical back-off procedures

o are applied (note that to save energy, the backoff exporsnt ¢
B. Principal Protocols be limited to 0-2).

Superframe structure of the IEEE 802.15.4 MAC [5].

Beacons and hence maintain a slot structure, similar to the

VI. HYBRID PROTOCOLS

We now discuss key hybrid protocols, which are summa- As discussed already with the scheduled protocols, the main
rized in Table V at the end of this section for convenience.issue here is the synchronization of the entire network ds we

1) Flexible MAC Frame StructureThe MAC proposed by as maintaining this synchronization. The IEEE 802.15.4 MAC
the IEEE 802.15.4 [5] is very flexible by allowing to switchenvisages two methods of synchronization, i.e. 1) the beaco
between many different modes. It supports two device ctassracking mode; and 2) the non-tracking mode. In the former
i.e. 1) the full function device (FFD) which can form any typease, the devices synchronize to the first beacon and then
of topology and can play the role of a network coordinatouse therein inserted information to switch on just before th
and 2) the reduced function device (RFD) which can only formext beacon taking clock-drifts into account. In the lattase,
star topologies by connecting to the network coordinator. synchronization is only done once when some data needs to

Since devices are expected to be very heterogeneous inbe-transferred; however, this requires that the synchiramiz
quirements, complexity and power availability, a flexibl&® radio is on for half of the superframe in average. The authors
has been designed which allows for two basic communicatioh[97] have quantified the tradeoff in energy consumptiod an
modes, i.e. 1) beacon-enabled; and 2) non-beacon modista rate for both tracking methods and found that whilst the
Since the latter is essentially reduced to a CSMA/CA MAQGracking approach is almost independent of the data rate, th
it is of interest in networks composed of very low complexityon-tracking mode almost linearly depends on the rate.elher
nodes which are only able to perform simple sensing. Tl a cross-over point which suggests that below a given data
former is used in networks where FFDs are able to senate the non-tracking mode and above this rate the tracking-
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Function | Protocols ]

Canonical Solutions| Preamble-Sampling ALOHA [75], Preamble-Sampling CSMA [76],
Cycled Receiver [77], LPL [78], Channel Polling [79]
Improving CCA | BMAC [78]
Adaptive Duty Cycle| EA-ALPL [80]
Reducing Preamble Length by PacketizatiborCSMA-MPS [82], TICER [77], WOR [21], X-MAC [83], MH-MAC [84]
DPS-MAC [87], CMAC [88], GeRAF [89], 1-hopMAC [90], RICER T,
SpeckMAC-D [85], MX-MAC [86]
Reducing Preamble Length by WiseMAC [92], RATE EST [93], SP [20],
Piggybacking Synchronization Information SyncWUF [94]
Using Separate Channels STEM [46]
Avoiding Unnecessary Receptiorls MFP [95], 1-hopMAC [90]

TABLE IV
SUMMARY OF MACS AND THEIR PRIME ROLES FOR PREAMBLE SAMPLING PROTOCOLS

mode ought to be used. Sensors
2) CSMA inside Large TDMA Slots for Variable Traffic:
ZMAC (Zebra MAC) [98] finds a solution to increase the
throughput in networks with variable traffic patterns. ZMAC
defines a hybrid method that runs CSMA in low traffic
and switches to TDMA in high traffic conditions. At the
initial phase, nodes run a distributed slot allocation athm
DRAND [99] to assign a slot to each node. The algorithm

takes care to distribute slots in a way that avoids hidderenod Intensity TDMA/CSMA
i ; R Region

collisions which may happen when a node and its two-hop o

neighborhood share the same time slot. The slots assigned to

each node are large enough to allow transmission of multiple ) Sink

packets. Thus, there is no need for strong synchronization.
Once the TDMA schedules are established, each node uSgsl14. Funneling MAC [100].
the slot assigned to it for transmission. If a node needs more
than one slot, it attempts to utilize its neighbors’ unudetss
To utilize a non pre-assigned slot, a node starts a randdie f-nodes that are at the boundary of the intensity region
back-off timer at the beginning of that slot. When the randoecome path-heads. An f-node becomes a path-head in two
backoff expires and the slot is still unused by its owner, tH@ses: 1) when it receives a data packet from another node
nodes appropriates the slot and starts transmitting. Nwte toutside the intensity region; or 2) when it originates a data
the random backoff is large enough to let the slot owner hapacket. Path-heads send their identities to the sink soitthat
access to its slots before the others. ZMAC experiencesischnows their number and how many hops away they are from
ule drifts [100] and thus it would be necessary to periodjcalit. This information is sent according to passive regigtrato
re-run DRAND to resolve the schedule drift, which reduce@void exchanging extra packets. The passive registrases u
its energy efficiency. a dedicated field (path information field) in the MAC header
3) Spatial Separation to Mitigate Funneling Effedeun- containing the path-head ID and the number of hops.
neling MAC [100] uses TDMA in regions close to the sink When the node receives the identities of path-heads and
and CSMA elsewhere, as shown in Fig. 14. As most trafffbeir relative depth, it runs a slot distribution algorithithe
patterns in wireless sensor networks are convergecasgsnogink node sends a schedule announcement packet in which it
in regions close to the sink experience higher traffic load§icludes the path-heads and the number of slots assigned to
Traffic intensity in those regions is high so that more tha@ach path-head. As the schedule is broadcast, all inteateedi
80% of packet loss happens in the two-hop neighborhoédodes can figure out their schedules.
of the sink when a CSMA-based MAC protocol is used. As The sink determines the optimal depth [101] of the intensity
collisions reduce both energy efficiency and bandwidth,-Furegion to maximize throughput and minimize packet loss.
neling MAC proposes to use a hybrid protocol TDMA/CSMATo construct an intensity region with an optimal depth, the
in these regions. Outside these regions in which traffic §nk uses a depth-tuning algorithm in which it varies the
less intense, Funneling MAC uses pure CSMA to have betteansmission power according to the obtained depth. Ifitile s
energy/throughput performance. realizes that the obtained depth is smaller than the optimal
The sink periodically sends on-demand beacons to dynardéepth, it increases the transmission power of the beacons.
cally drive the depth of the intensity region and to syncimen However, if it finds that the obtained depth is greater than
the nodes inside the intensity region. At the bootstrap ef tithe optimal depth, then it reduces the transmission power of
network, the power used for beacon transmission is the sah@sacons.
as that of sensor nodes. Nodes that receive a beacon considéunneling MAC envisages CSMA periods for many reasons
themselves as inside the intensity region and become fanod@00]. For example, CSMA slots can be used by nodes that
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are inside the intensity region but lose synchronization or 04?4?4%4'

by those nodes that are new in the intensity region due to , *  Nadpive Dynamic extension N rerchecks
- 1* Regular 2™ Regular
mobility. These nodes do not have allocated TDMA Slot§,ma | — T n L. ..
so CSMA periods allow them to communicate and perforfi'ine pees
a registration at the sink. Intermediate nodes shouldnlistg.ke ,:":"ﬂ cee ,:lg—cB 3552 i

to all CSMA periods. Listening to TDMA and to CSMA™
slots are both performed according to the preamble sampliplg. 15
technique. Funneling MAC defines a superframe as TDMA
slot followed by a CSMA slot. Beacons are sent between
several superframes, and schedules announcement packet

transmitted from time to time in the slot following beacor}lavin low alobal collision probabilit
transmission. g g p Y.

As any TDMA schemes, Funneling MAC may suffer from _To reduce synchronization cost, SCP piggybacks synchro-

network dynamics such as node mobility which requires tlization information in exchanged data packets. In the case
sink to recalculate the path-heads and the traffic on eath p&2ta rates are lower than synchronization periods, explici
MH-MAC [84] is another protocol similar to Funneling MAC Synchronization packets are sent.
allowing nodes to switch from asynchronous mode (pream-BY Synchronizing all nodes on a common schedule, SCP
ble sampling) to synchronous mode (common active/wake@pOWs efficient broadcast communications compared to sam-
schedules with contention based access) to full-on modeR#g Protocols. However, the adaptive channel pollingapt
adapt to varying traffic conditions. may increase idle listening in case the information trattsahi

4) Hybrid Slotted and Sampling to Reduce Preamble Co$@"n fit ina single packet, becagse a node that receives atpacke
SCP (Scheduled Channel Polling) [79] synchronizes neigﬁi_unng its regular channel polling systematically wakesimup
boring nodes on a common schedule like SMAC. Howevéhe . subsequent adaptive slots as shown in Fig. 15.
it avoids idle listening within the active periods througiet 5) Receiver Based Scheduling to Avoid Overhearing:
use of sampling techniques. When a node wakes up duri@ggankshaft [102] decomposes time into frames. Each frame
the common active schedule and does not find a preamblegadntains slots. There are slots dedicated for unicastdraffi
goes back to sleep like in sampling protocols. the beginning of the frame and others destined to broadcast

SCP reduces idle listening and it also adapts to traffieaffic at the end of the frame. The assignment of slots is
changes. The basic idea of adaptability to traffic is to detgi€ceiver-based, i.e. each node has its own slot during which
bursty traffic. When the traffic is high additional wakeups arié wakes up to receive potential data. In broadcast slots, al
added in the interval between two regular wakeups as sho#@des wake up. Each node owns a slot according to its MAC
in Fig. 15. address; if there are unicast slots, the node owns slothat

As nodes have synchronized wakeups (wake up at the sagméhe result of its MAC address moduio It is tolerated that
time), and each node uses a short preamble during the wakdwg, neighbors share the same slot. Although there are more
a strong contention is expected. To alleviate this contentielaborated collision-free slot assignment methods, tlaig of
and to reduce collisions, SCP uses a two-phase contenti@gsigning slots aims at reducing complexity. As many nodes
It defines two contention windows CW1 and CW2. In CWi1may want to transmit a frame to a node at the same time,
nodes contend to send a wakeup tone: each node that w&f@nkshaft uses a contention mechanism prior to transonissi
to transmit a packet randomly selects a slot in CW1; if thend each transmission is followed by an acknowledgement
channel is idle, then it sends a preamble to wake up thacket. The duration of a slot should be large enough to
receiver; the preamble should have started before the sagnplcontain contention, data, and acknowledgment. Contension
period so that it meets the receiver. In the second phas#nilar to WiseMAC and SCP, transmitters start at random
only nodes that have succeeded in transmitting the preamflements transmitting a preamble in the contention period.
compete for the second contention for actual data trangmiss The transmitter that starts before the others wins the con-
In the second contention window CW2, nodes randomly seléention because when they want to transmit they perform a
a slot in CW2 and then perform a carrier sense; if they find tigarrier sense before transmitting. When they find the channel
channel idle then they transmit the data. The rationalenehibusy, they stop the contention. The contention is performed
using two contention periods CW1 and CW2 instead of usirgcording to the Sift technique to reduce collisions. In$ife
one of similar length (CW1 + CW?2) is that the probability otechnique (described above), starting transmission aftedgh
collision in the former case is lower than that of the latfene  to the end of the contention window, which reduces the amount
assume that the length of each one of the contention windo@fsthe transmitted preamble and thus increases energygsavin
is m/2, then the probability of having a collision in the latterThe maintenance of synchronization is achieved according t
case isl/m. However, the probability of collision in the latterin-band signaling in which each transmitted packet costain
case isl/(m/2)x1/(m/2), which is equal tet/m?. Therefore, information about synchronization in its header.
the second case is more advantageous wher 4. In the Although Crankshaft reduces idle listening, it has some
SCP implementation, the authors use 8 slots for the copntentoverhead resulting from sampling all the broadcast slotéchv
for preamble transmission and 16 slots for the transmissiotreases the energy drained. Another drawback is the use
of data. This is to stress on reducing collisions during datd TDMA, which decreases the flexibility of the protocol

SCP Adaptive Slots [79].

£ & smissi . o .
ransmission more than during preamble transmission while
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Each node of a 1000—node network can send a message in average every:

0 Sec 100 sec 33 sec 8 sec

Preamble Sampling Protocols Protocols with Common Active Period Scheduled Protocols

Fig. 16. Assuming a 1000-node network and generated Poisaffic,tdifferent protocol families perform better underfeient traffic conditions [103].

especially with sporadic traffic between some nodes. which it wants to communicate. Finally, the wakeup radio may
6) Optimum Protocol Switching PoinfAs has become clearincrease the overall cost of a sensor node.

in prior exposure, different protocol families perform teet

under different traffic conditions. Notably, whilst preaeb

sampling based MAC protocols perform well under very ligh8. Packet-Based vs Bit-Based Radio

loads, protocols with common active periods are suita}ble-l—hiS is a question of versatility (flexibility of programngh
to medium loads and scheduled MAC protocols to highersys performance; it is essentially also the question of
loads. Under well-specified conditions, [103] has quantifigyarrowband versus wideband radios.
the points where protocol families should be switched in Naprowband radios are more flexible as the microcontroller
dependency of the traffic conditions. controls most of the radio functionalities: every bit tranitsed

To exemplify these switching points, let us assume a Nefger the air interface can be controlled by the MCU (incliggdin
work composed of 1000 nodes producing traffic according {Re physical preamble and CRC). These radios have also very
a Poisson distribution which needs to be delivered to a singl, 5| switching times thus they offer large energy savings
sink. Given typical values for the CC1100 radio, the switthi 55 switching times cause major energy waste in optimized
points are shown in Fig. 16. It can clearly be observed thgloiqcols. However, the main issue of these radios is thie hig

there is a lower bound on the frequency a node in a netwagk eror rate as they use simple modulation schemes, and no
can send a packet, which in this case is every 8 seconds. -EB?eading codes.

reason is that the sink node cannot absorb more packets, EV&ideband radios are robust to noise but this is at the cost

if an ideal MAC was used. It can further be observed that thg , |5 flexibility. Modulation schemes (such as DSSS) are
regions, where the scheduled protocols and the protoctls Wi, e 1opust to noise but consume more power. These radios
common active period are optimum, are comparatively ShQjf, 5 cyet-hased and the transmission of a packet is done
compared to the operatmg range of the preamble Samp"ﬁ‘;? hardware because the microcontroller cannot afford the
based protocol family. overhead of these operations. These radios have dedicated
circuits for synchronization, channel coding and even sgcu
VII. HARDWARE FACTORS In these radios, the microcontroller has no control on each
Last but not least, it is important to discuss a few har@ngle transmitted bit over the air, it sends data to theoradi

ware factors which eventually limit the performance of thEhat transforms it into a packet and sends it to the air
implemented protocols. We will very briefly discuss the modfterface. Major operation performed by these radios may

important design factors and their impact onto the MAdclude coding, physical preamble transmission, enocoypti
performance. CRC, address filtering, automatic ACK transmission. Some

radios such as the CC2500 [21] are also able to perform a
) _ ) periodic channel sampling without the need for the MCU.
A. Single Chip vs Wakeup Radio For some specific radios, it is not possible to control the
The wakeup radio has the following advantages: it allowsteansmitted packet length, e.g., the maximum frame length
guick and on demand wake up, which reduces idle listenitigat could be transmitted by an IEEE 802.15.4 radio is 127
of the main radio to the minimum. However, it has théytes. Implementing some protocols with such radios may be
following drawbacks. If it is too simple then it cannot carnchallenging (see [79] for implementing SCP on CC2420 radio
any information including the address of the destinatiodeno [104]). These radios have higher bit rates thus their discui
Therefore, it will wake up all neighbors uselessly, whicim caare more complex, and additionally require longer switghin
potentially be a large set of nodes. Moreover, the wakeujo radimes.
may be very sensitive and thus may generate a large numbein conclusion, selecting the most suitable radio depends on
of false positives; nodes may take some noise for a waketlfg parameters required by the application, which includes
tone, which results in many useless wakeups. Furthermuee, tobustness to interference, switching times, flexibillbgnd-
wakeup and the data radios are in different channels, thusvith, power consumption of the different modes, programma
transmitter node might not be able to wake up a node wiliility, cost, etc.
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[ Function | Protocols ]
Flexible MAC Structure| IEEE 802.15.4 [5]
CSMA inside TDMA Slot | ZMAC [98]
Minimizing Convergecast Effect Funneling MAC [100], MH-MAC [84]
Slotted and Sampling SCP [79]
Receiver Based Scheduling Crankshaft [102]

TABLE V
SUMMARY OF MACS AND THEIR PRIME ROLES FOR HYBRID PROTOCOLS

C. Frequency-Agile MAC Protocols E. Transmit Power Control

Current low power radio chips enable the center frequencyPower control has been put forward in various recent
to be programmed within a range of several tens of MHz. A®ntributions to improve the energy efficiency of the wissle
an example, on a CC2500 radio chip the 250 kBaud MS$ensor network; see, for example, [105], [106], [107], and
modulation occupies 296kHz of bandwidth [21]; adjacedi08]. Whilst it is a useful tool to control traffic flows,
carrier frequencies can thus be safely positioned as clgggestion and interference levels, the power savings due
as 500MHz apart. With the operating frequency range &pduced transmission powers are negligible since the 'sadio
2400-2483.5MHz, there is potentially room for over 150 norROWer consumption is in the range of the transmit power gvel

overlapping channels. typically employed for embedded WSN nodes.
In single-channel MAC protocols, all nodes are configured
to use a single frequency all the time. Frequency-agile MAC VIIl. CONCLUSIONS

protocols switch between multiple frequencies during run-
time. Recent radio chips are able to switch between frequenc AS has become apparent, a large amount of work has
channels fast (e.g. in less that 1Q@). We envision that been produced over the past two decades on wireless sensor
multi-channel hardware support will have a significant intpanetworks. Since these networks operate wirelessly, theumed
on WSN MAC protocol design, and that it will become ccess control is of pivotal importance. We have classifesd k
standard means of decreasing collisions, increasing ghmmut MACs which were put forward in past years, which we have
and improving reliability. summarized for convenience in Table VI. The time stamps
Multi-channel hardware support largely impacts MAC laye?" the publicatiqns indicate clearly that early realizmia_)f
design. It increases the network’s throughput by reducifySN MACs relied on scheduled MA,CS: often assuming a
contention: additional channels can be introduced when®3€-hop link between sensors and sink; thereafter, prbtoco
common base channel becomes too crowded [49], [52], ainilies W.I'[.h common active periods appeared since traffic
[53]. Multi-channel can also be used to increase robustnd@@d conditions relaxed; lately, preamble sampled MACs ap-
against narrowband long-lasting [53] and transient ieterice P€ared which are very appealing for light traffic conditions
[27]. Whereas most current multi-channel solutions assurffemultihop networks. Whilst the state-of-the-art is seegiyn
nodes are synchronized and time is split into time slots, [2B°MPlete, we believe that numerous issues are still wide ope
[49], [51], and [52], this assumption is broken in recerfind summarize these below. -
solutions [53]. Proof-of-concept experiments [53] and] [&2d First, a complete system-wide quantification of throughput

commercial products [27] show the great potential of multd€lay, energy consumption, etc., taking the multi-hop reatu
channel MAC protocols for WSNSs. and different applications into account has not been deeelo

to date. First attempts have been undertaken in [109] for a
specific MAC family, but outcomes are far from final nor
sufficiently general.

Furthermore, no MAC as of today is proven to be highly

The size of RAM should not be too large because #icalable as well as facilitate network ramp-up and auto-
increases current consumption and the status of the RANpanization/configuration/healing. This is particuaof im-
should be maintained to prevent losing the stored dataeddst portance, when sensor nodes arrive in a box of several thou-
additional circuitry should be developed to reduce code iz sands of nodes and are being switched on for deployment.
RAMSs. This solution also trades performances for flexiilit Since this large quantity of nodes are within their one-hop
Typical sensors have in the order of 4kB of available RAMadio neighborhood, any MAC described above will experenc
(examples include the MICA family from Crossbow). Ouserious operational problems.
of these 4kB, typical TinyOS applications require 2-3kB of There is also a strong need for security in WSNs, which
RAM; therefore, 1kB can be allocated for packet bufferingisually is not taken care of in MAC mechanisms. However, the
Under the assumption that data packets are about 100 bytet that WSNs are operating at their energy limit, the MAC
long, a typical buffer can hold at most 10 packets which dyeatcan be of help and hinder communication with nodes which
influences MAC performance. As per [103], the lower bounare deemed to be malicious. It should be able to detect atsemp
on the packet generation interval is shifted from 8 secondstb make a node uselessly enter the state of idle listening,
12 seconds when taking this constraint into account. overhearing, etc. It should also be able to avoid or minimize

D. Memory Size and Usage
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Protocols

TSMP [27], IEEE 802.15.4 [5], Arisha [29], PEDAMACS [30], BIAC [31],

G-MAC [32], SMACS [33], TRAMA [34], FLAMA [35], uMAC [36],

EMACs [37], PMAC [38], PACT [39], BMA [40], MMAC [41], FlexiMAC [42],

PMAC [43], O-MAC [44], PicoRadio [45], Wavenis [3], f-MAC B,

Multichannel LMAC [49], MMSN [51], Y-MAC [52], Practical Mitichannel MAC [53],
LMAC [50], AI-LMAC [54], SS-TDMA [55], RMAC [56]

SMAC [57], TMAC [59], E2MAC [61], SWMAC [62], Adaptive Listeimg [63],
nanoMAC [64], DSMAC [65], FPA [66], DMAC [67], Q-MAC [68],

MSMAC [69], GSA [66], RL-MAC [71], U-MAC [72], RMAC [73], E2RVIAC [74]
Preamble Sampling Protocols Preamble-Sampling ALOHA [75], Preamble-Sampling CSMA [76],

Cycled Receiver [77], LPL [78], Channel Polling [79], BMAGCY],

EA-ALPL [80], CSMA-MPS [82], TICER [77], WOR [21], X-MAC [8%

MH-MAC [84], DPS-MAC [87], CMAC [88], GeRAF [89], 1-hopMAC 90], RICER [77],

Function ]
Scheduled Protocols

Protocols with Common Active Period

WiseMAC [92], RATE EST [93], SP [20], SyncWUF [94], STEM [46))FP [95],
1-hopMAC [90], SpeckMAC-D [85], MX-MAC [86]

Hybrid Protocols

SCP [79], Crankshaft [102]

[EEE 802.15.4 [5], ZMAC [98], Funneling MAC [100], MH-MAC [,

TABLE VI

SUMMARY OF MACS BELONGING TO THE DISCUSSEIMAC FAMILIES.

jamming-style DoS attacks, unfairness selfish behaviod, an [9]
packet injection aiming at exhausting nodes’ energy.

On the deployment side, in the future, less nodes will reallyio
be equipped with batteries. It is expected that the majafty
the WSN nodes will be relying on power harvesting. This ha
a profound impact on the MAC design, including its schedulegi2]
For instance, if power can be harvested every 24h only, then
the MAC protocol needs accordingly be adapted to provide s
high activity level during the time the node is energized.

g
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