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Abstract—Due to their numerous advantages, communications technologies, this approach has its own merits. The second
over multicarrier schemes constitute an appealing approdt for  approach follows a different rationale based on a genewliz
broadband wireless systems. Especially, the strong penetion framework for multicarrier schemes| [2].][3], which may lead

of orthogonal frequency division multiplexing (OFDM) into the . . -
communications standards has triggered heavy investigain on to different techniques than OFDM. In this survey, we choose

multicarrier systems, leading to re-consideration of diferent t0 go after the second approach since it provides a wider
approaches as an alternative to OFDM. The goal of the present perspective for multicarrier schemes, with OFDM being a
survey is not only to provide a unified review of waveform desin  special case. Based on this strategy, the goals of the paper
options for multicarrier schemes, but also to pave the way fo are listed as follow:

the evolution of the multicarrier schemes from the current sate

of the art to future technologies. In particular, a generalized « To provide a unified framework for multicarrier schemes
framework on multicarrier schemes is presented, based on wat along with Gabor systems by emphasizing their basic
to transmit, i.e., symbols, how to transmit, i.e., filters, ad elements: what to transmit, i.e., symbols, how to transmit,

where/when to transmit, i.e., lattice. Capitalizing on ths frame-
work, different variations of orthogonal, bi-orthogonal, and non-
orthogonal multicarrier schemes are discussed. In additio, filter

i.e., filters, and where/when to transmit, i.e., lattices;
o To extend the understanding of existing multicarrier

design for various multicarrier systems is reviewed consiering schemes by identifying the relations to each other;
four different design perspectives: energy concentrationrapid « To review the existing prototype filters in the literature
decay, spectrum nulling, and channel/hardware charactestics. considering their utilizations in multicarrier schemes;

Subsequently, evaluation tools which may be used to compare | 14 nderstand the trade-offs between different multicar-
different filters in multicarrier schemes are studied. Findly,

multicarrier schemes are evaluated from the view of the pratical rier schemes in practical scenarios; .
implementation issues, such as lattice adaptation, equahtion, « To pave the way for the further developments by provid-
synchronization, multiple antennas, and hardware impairnents. ing a wider perspective on multicarrier schemes.
Index Terms—FBMC, Gabor systems, lattice, multicarrier 1o g vey is organized as follow: First, preliminary con-
schemes, pulse shaping, OFDM, orthogonality, waveform dig. . . .
cepts and the terminology are presented in Se€fion II. \ario
multicarrier schemes are provided in Section I, refegrin
the concepts introduced in Sectioh Il. Then, known protetyp
|. INTRODUCTION filters are identified and their trade-offs are discussed in
. . L Section[IV. Useful tools and metrics to evaluate the filter
The explosion of mobll_e applications and data usage rformances are investigated in Secfidn V, transceiveigde
the recent years necessitate the development of adaptggu(as for multicarrier schemes are investigated in Selip

erX|pIe, gnd efﬁmgnt radio access technollogles. To thid, er%nd’ finally, the paper is concluded in Section]VII.
multicarrier techniques have been extensively used ower t

last decade for broadband wireless communications. Thuie wi
interest is primarily due to their appealing charactesgstsuch
as the support for multiuser diversity, simpler equal@atiand
adaptive modulation and coding techniques. The purpose of this section is to provide preliminary
Among many other multicarrier techniques, orthogonal fre&soncepts related with multicarrier schemes along with the
guency division multiplexing (OFDM) dominates the curremotations used throughout the survey. Starting from thebas
broadband wireless communication systems. On the otlsgmbols, lattices, and filters are discussed in detail withe
hand, OFDM also suffers from several shortcomings such fiamework of Gabor systems. For a comprehensive treatment
high spectral leakage, stringent synchronization requérgts, on the same subject, we refer the reader to the books by I.
and susceptibility to frequency dispersion. Transitianirthe Daubechies[[4], H.G. Feichtinger and T. Strohmier [5], and
existing OFDM-based multicarrier systems to the next gendd. Christensen[6]. Also, the reader who wants to reach the
ation radio access technologies may follow two paths. In tldevelopment of Gabor systems from the mathematical point
first approach, existing OFDM structure is preserved, and iof view may refer to the surveys inl[3].][7]=[10]. Besides, it
shortcomings are addressed through appropriate solyt$ns is worth noting [11]-[24] constitute the key research paper
Considering backward compatibility advantages with éxgst which construct a bridge between the Gabor theory and its

Il. PRELIMINARY CONCEPTS SYMBOLS, LATTICES, AND
FILTERS
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applications on communications. These studies also réasal

the Gabor theory changes the understanding of multicarr . _|—|:_>_>g_

schemes, especially, within the two last decades. Additign i X5t — ) _; composite | 5 y)ﬁ__X
[25]-[28] are the recent complete reports and theses basec, 4., Effect |~ S
Gabor systems. et AR
A. Fundamentals ’TX — 0 [ oo 1vo r---R-X-F-'It--\—F----;U- i
liter anne 1 liter ~
In the classical paper by C. Shannpn|[29], a geometrical re Imie(t) h(z,t) Ul Yrtineme=1(® T A
. n . h . 1
resentation of communication systems is presented. Aguprd Y AN y

. . . . Projection: (y(t), =mk=¢(t
to this representation, messages and corresponding Sigrel ! O Vutin=mie )
A block diagram for communications via multicarrier sofes. Both the

points in two function spaces: message space and signa.sp nsmitter and the receiver construct Gabor systems.
While a transmitter maps every point in the message space

into the signal space, a receiver does the reverse operati P Pix
As long as the mapping is one-to-one from the message spi 3 ‘
to the signal space, a message is always recoverable at
receiver. Based on this framework, a waveform correspon
to a specific structure in the signal space and identifies t
formation of the signals. Throughout this survey, the signi . 3
space is considered as a time-frequency plane where til el o "
and frequency constitute its coordinates, which is a wel
known notation for representing one dimensional signals j4+1
two dimensions[[11],[[12]. When the structure in signal gpac
relies on multiple simultaneously-transmitted subcastiet
corresponds to a multicarrier scheme. It is represented by

“fF----a-=--

0o N-1
z(t) = Z Z Xonkgmr(t) 1)
m=—00 k=0 Time-frequency plane
wherem is the time indexk is the subcarrier indexX,,, iS  (b) Sampling the time-frequency plane. Modulated pulsesptaced into the
the symbol (message) being transmittéd js the number of time-frequency plane, based on the Iocation_s of samplemdrillustration,
. . . . . the product ofl /movo corresponds to the lattice density.
subcarriers, and,,(t) is the synthesis function which maps
X% into the signal space. The family @tnk(t) is referred Fig. 1. Utilization of the prototype filters at the transreittand the receiver.
to as aGabor systemwhen it is given by
pi2mkvot 2y Similar to (1), v, (t) given in [3) is obtained by a prototype
’ filter p,« () translated in both time and frequency, constructing
where p (t) is the prototype filter (also known as pulseanother Gabor system at the receiver.
shape, Gabor atom)y is the symbol spacing in time, and The equationd{1):(5) correspond to basic model for multi-
o is the subcarrier spacing. A Gabor system implies thatcarrier schemes illustrated in Figl 1(a), without stregdine
single pulse shape is considered as a prototype and othetdables in the equations. In a crude form, a multicarrier
are derived from the prototype filter via some translatiorstheme can be represented by a specific set of equations
in time and modulations in frequency, as given [ih (2). Theonstructed in the time-frequency plane, i.e., these et
coordinates of the filters form a two dimensional structure iare synthesized at the transmitter and analyzed at thevezcei
the time-frequency plane, known as lattice. Assuming aalineln the following subsections, symbols, filters, and lagide a
time-varying multipath channél(r,t), the received signal is multicarrier system are discussed in detail.
obtained as
B. Symbols

y(t) :/h(T,t)x(t—T)dT+w(t), 3 . _ .
™ Without loss of generality, the transmitted symbols are

where w(t) is the additive white Gaussian noise (AWGN)denoted byX,,, € C, whereC is the set of all complex
Then, the symboK,,; located on time index and subcarrier numbers. As a speC|a_I case, it is p035|ble_to limit the set of
index [ is obtained by the projection of the received signakmk to real numbers, i.eX;,, € R, whereR is the set of all

Sampling the
time-frequency plane

DU P
(rooooooo

To

Gmk(t) = pex (T — m7o)

onto the analysis function,;(t) as real numbers. One may choo3g,,; as a modulation symbol
or a part of the modulation symbol, e.g. its real or imaginary

X, = (y(t), ymi(t)) £ /y(t)ﬁz(t)dt , (4) part or a partition after a spreading operation. In addijtion
t is reasonable to consider finite number of elements in the set
where based on the limited number of modulation symbols in digital

j2mlvot communications. Note that the set of the symbols may be
Tni(t) = pex (t = n70) € : ®) important for the perfect reconstruction of the symbolssin



its properties may lead one-to-one mapping from messaged

space to the signal space [29], as in signaling over Weyl-

Heisenberg frames, faster-than-Nyquist signaling, otiglar P=> R U Pp. (8)
response signaling [23], [24], [30], [31]. mk

, wherep,,,; is the column vector generated by modulating and
C. Filters translatingp. As a simpler approach, it is also possible to
In digital communication, symbols are always associateglculate [¥) and{8) as
with pulse shapes (also known as filters). A pulse shape essen
tially corresponds to an energy distribution which indésathe Pex =S "p (9)
density of the symbol energy (in time, frequency, or any othe
domain). Hence, it is one of the determining factors for tH&
dispersion characteristics of the signal. At the receiids,ghe
dispersed energy due to the transmit pulse shape is colyerent
combined via receive filters. Thus, the transmit and receiygspectively, wheres = Q%Q. While the choicep = 1/2
filters jointly determine the amount of the energy translergeads to an orthogonal scheme 0 or p — 1 result in bi-
from the transmitter to the receiver. Also, they determime t orthogonal schemes [18]. When= 1, minimum-norm dual
correlation between the points in the lattice, which idgnti py|se shape is obtained.

the structure of the multicarrier scheme, i.e., orthogohal Note that orthogonal schemes maximize SNR for AWGN
orthogonal, or non-orthogonal. _ channel [[18] since they assure matched filtering. On the
1)_ MaFched Filtering:If the prototype filter em|_oloyed_ at the contrary, bi-orthogonal schemes may offer better perfoicea
receiver is the same as the one that the transmitter uuiuse; for dispersive channels, as stated in][16]. In addition, nvhe
Pux (1) = prx (¢), this approach corresponds to matched filtefre scheme has receive filters which are not orthogonal to
ing, which maximizes signal-to-noise ratio (SNR). As opgbs gach other, i€Vt (£), Yt (1)) # Snndyy, the noise samples

to matched filtering, one may also use different prototyRg.comes correlated, as in non-orthogonal and bi-orthdgona
filters at the transmitter and receiver, i.@u (f) # px (1) schemes [16].

[16]. 3) Localization: The localization of a i
. . . : prototype filter char-
2) Orthogonality of Schemdf the synthesis functions and acterizes the variances of the energy in time and frequency.

the analysis functions do not produce any correlation bem/veWhile the localization in time is measured tiyp(t)|2, the

the different po_ints in the lattice, i'e'@mk(.t)’%l(t» — localization in frequency is obtained dg P(f)||?, where||-||
Omn0ri, Whered is the Kronecker delta function, the schemgy o r2_ orm andP(f) is the Fourier transformation gf(t).
is either orthogonal or bi-orthogonal. Otherwise, the sohe The functions where| fP(f)|||tp(t)]| — oo are referred as

is said to be non-orthogonal, i.8gumx (1), Yui (1)) # dmndki  pon.localized filters; otherwise, they are referred aslined
. While orthogonal schemes dictate to the use of the safe. s

prototype filters at the transmitter and receiver, bi-ogthaal
schemes allow to use different prototype filters at the trans
mitter and the receiver. D. Lattices
A nice interpretation on orthogonality and bi-orthogotali
is provided in [18]. LetR be a Gram matrix given by
R £ QQ" whereQ" is a block-circulant matrix in which the
columns consist of the modulated-translated vectors gésebr
by an initial filter p(¢). Then, the relation between the filter
at the transmitter and the receiver for orthogonal and
orthogonal schemes can be investigated by

P =S~ 17F)p (10)

A lattice corresponds to an algebraic set which contains
the coordinates of the filters in the time-frequency plargj,[1
[20], [21], [23], [25]. In other words, it is a set generateg b
Ssampling the time-frequency plane as illustrated in Hd).1(
gj.determines the bandwidth efficiency and the reconstacti
properties of a multicarrier scheme. Without loss of gelitgra

a lattice A can be described by a non-unique generator matrix
Xk = RR™ X, = RPRR™(7P) X, L as,

= RPQQ"R™ U Xy, [
L =

Transmitted signal Py

z vy
5 Y. 1)

_ p-p —(1-p) H)H . . .
=RPQx(R Q)" Xomk 6) wherez, z # 0. The generator matrix contains the coordinates
Received symbol of the first two identifying points of the lattice in its colum

where[]¥ is the Hermitian operator and is the weighting VECtors, i-e.,(0,z) and (y,z) [18]. The IocaTtions of otrT1er
parameter to characterize orthogonality and bi-ortholjiyna POints are calculated by applying to [m k], where []

Using [B), the prototype filters at the transmitter and tH& the transpose operation. . .
receiver can be obtained from the first rows Bf?Q and 1) Lattice Geometry:Generator matrixl. determines the

R-(1-r)(Q, respectively, which yields lattice geometry. For example, the choice

rx — R_pm 7 o T 0
p ; Dmk (7) L_[O F}’ (12)




yields a rectangular structure as i (2) abd (5), with a symbo  function, e.g., Gaussian, whéfA) = 1, the Gram matrix

duration of 7" and subcarrier widthF. Similarly, a hexagonal R in (@) becomes ill-conditioned. Hence, the calculation
(or quincunx) pattern [18]/[23]/[25] is obtained when of the dual pulse shape becomes difficult. The degree
T 05T of ill-conditioning can b(_a measured via _the condition
L= {O F ] (13) number of R. As stated in[[1B], the condition number

of R approaches to infinity for Gaussian pulses when
Lattice geometry identifies the distances between the goint  §(A) — 1.

indexed by the integers, andk. For example, assuming that « Oversampled cas@(A) > 1): It yields an overcomplete

F =1/T, while the minimum distance between the pointsis1  set of functions. Gabor system cannot be a basis, but

for the rectangular lattice in_(12), it ig'1.25 for the quincunx it may be aframé@ with well-localized pulse shapes.
lattice in [13) [25]. However, since the Gabor system is overcomplete, rep-
2) Lattice Density/Volumet attice density can be obtained resentation of a signal might not be unique. Note that
as non-unique representations do not always imply loss of
1 1 one-to-one mapping from modulation symbols to signal
S(A) = (14) pping Y g

constructed. For example, a finite number of modulation
symbols may be useful to preserve the one-to-one relation
between the signal space and the message space [24].

vol(A) — |det (L)’

where|-| is the absolute value of its argument ard(A) is the
volume of the latticeA calculated via determinant operation

det (+). It identifies not only the bandwidth efficiency of the
scheme as E. A Combined Approach: Lattice Staggering

_ It is possible to circumvent the restriction of Balian-Low
e = Bo(A), (15) . _ . : 1
theorem on the filter design with lattice stagge[ﬁu[[gﬁ], [15],
where 3 is the bit per volume, but also the perfect record2], [35], [3€]. It is a methodology that generates inhéren
struction of the symbols at the receiver. In order to clarifgrthogonality between the points in the lattice for real dam
the impact of the lattices on the perfect reconstructiorhef tthrough mandating symmetry conditions on the prototype
symbols, the concept of basis is needed to be investigafér. Since the inherent orthogonality does not rely on the
along with Gabor systems. cross-correlation between the filters, it relaxes the donh
A set of linearly independent vectors is called a basis fibr the filter design. It is worth noting that the real domain
these vectors are able to represent all other vectors formay be either the imaginary portion or the real portion of
given space. While including an extra vector to the basike complex domain. Thus, in lattice staggering, the redl an
spoils the linear independency, discarding one from thelset imaginary parts of the scheme are treated separately. Hawev
stroys the completeness. From communications point of,viegrocessing in real domain does not imply that the real and
having linearly independent basis functions is a conseeatimaginary parts do not contaminate each other. Indeed, they
condition since it allows one-to-one mapping from symbolsterfere, but the contamination is orthogonal to the a@ekir
to constructed signal without introducing any constraions part.
the symbols. Representability of the space with the set ofThe concept of lattice staggering is illustrated in detail
{gmr(t)} is equivalent to the completeness property, whidh Fig. [2. The lattices on real and imaginary parts of the
is important in the sense of reaching Shannon’s capécilly [1§cheme are given in Fig] 2[a) and Hifj. 2(b), respectivelgyTh
[16]. Gabor systems provide an elegant relation between thigo correspond to the lattices on in-phase and quadrature
linear independence and the completeness properties basetiranches in baseband. While the filled circles represent the
the lattice density. This relation for Gabor systems is gige locations of the filters on the cosine plane, the empty drcle
follows [16], [22], [2€], [32]: show the locations of the filters on the sine plane. Cosine
« Undersampled cas@f(A) < 1): Gabor system cannotand sine planes indicate that the filters on those planes are
be a complete basis since the time-frequency plane is maedulated with either cosine or sine functions. First, cbers
sampled sufficiently. However, this case gives linearly irthe lattice given in the cosine plane of Fig. 2(a). According
dependent basis functions. Well-localized prototyperfilteto the Euler’s formula, a pulse modulated with a complex
can be utilized, but the bandwidth efficiency of the Gab@xponential function includes components on both cosine
system degrades with decreasing\ ). and sine planes. Hence, when the filters on this lattice are
« Critically-sampled casgd(A) = 1): It results in a modulated with complex exponential functions, there wél b
complete Gabor System. Bases exist, but they canrsgme lattice on the cosine and sine planes, as illustrated in
utilize well-localized prototype filters according to theFig. and Fig[[2(h). It is important to observe that the
Balian-Low theorem[[12]. This theorem states that there

is no well-localized function in both time and frequency, Framesare introduced in 1952 by Duffin and Schaeffrl[33], as an

. . xtension of the concept of a basis. They can include more ttiea required
for a Gabor basis Wherfé(A) = 1. It dictates the _elements to span a space. This issue corresponds to an y#ete system,
use of non-localized functions, e.g., rectangular and simbich causes non-unique representatiéns [6] [34].

functions. A consequence of Balian-Low theorem canz'” the literature, this approach appears with different esyre.g. offset
adrature amplitude modulation (OQAM), staggered mduulaRather than

. u
?ISO be observed when the dual f”.t_ers are CaICUIaFed i%@cating a specific modulation, it is referred lagtice staggeringhroughout
in (@) and [B). If one attempts to utilize a well-localizedhe study.
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(c) llustration for the orthogonality based on even-synmuoefilters. Inner product
of three functions is zero wher is set tol/2vyg.

Fig. 2. Lattice staggering.

cross-correlation among the points indicated by arrowsién tutilizing Wilson bases on each real and imaginary parts ef th
cosine plane of Figl]J2(p) is always zero, when the filtescheme, which is equivalent to the linear combinations aof tw
are even-symmetric and the symbol spacing is selected Gabor systems wher®A) = 2 [7], [9], [L7], [18].

70 = 1/214. This is because of the fact that the integration of

a function which contains a cosine function multiplied with

a symmetric function about the cosine’s zero-crossingslyie . Summary

zero, as illustrated in Fig[ 2(c). From the communicatiooisp A he relations b he fund el
of view, this structure allows to carry only one real symbol S a summary, the relations between the fundamental ele-

without interference. Considering the same structure @&n tment; of a myltlcarcr)ler sche(;ne, €. syrp]bols, Ilattlce, dgﬂf' d
imaginary part by staggering the same lattice, illustrated are given in FigB. ~necan etermine these eeme"!ts ased on
Fig.[d(b), another real symbol could be transmitted. Algiou Gabor theory, considering th_e ”e?ds of the communicatisn sy
transmitting on the imaginary and real parts leads to contamm' F_or example, let the 5|gnal|ng be an orthog(_)nal _scheme
inations on the sine planes, these contaminations are aIw%WCh is based on a rectangular lattice geometry withotitiat

al

orthogonal to the corresponding cosine planes when the fil ggering. Then, the localization of the filter is detgredln
is an even-symmetric function. according to the statements of Gabor theory. For instance,

equipping this system with well-localized filters yields iiln

Lattice staggering induces an important result for therfilte J jitionedr when§(A) = 1. Other inferences can also be
design: In order to obtain an orthogonal or biorthogongh . aq by following Fig[13.

scheme using lattice staggering, the correlation of thestrat
filter and the receive filter should provide nulls in time and

frequency at the multiples oy and 2v. In other words, 1. M ULTICARRIER SCHEMES
the unit area between the locations of the nulls in time-
frequency plane €7y x 219, which is equal t® sincery is In this section, the concepts introduced in Secfidn Il are

set tol /2. This is because of the fact that even-symmetrichhrnessed and they are associated with known multicarrier
filters provide inherent orthogonality between some of ttechemes. Rather than discussing the superiorities of sshem
diagonal points in lattice wherny = 1/21, even though the to each other, the relations between the orthogonal, bi-
filters do not satisfy Nyquist criterion, as illustrated iilgH2. orthogonal, and non-orthogonal schemes within the framiewo
Also, this approach circumvents the Balian-Low theorersesinof Gabor theory are emphasized. An interpretation of the
d0(A) = 1/7ov9 = 2. Hence, lattice staggering allows or-spreading operation in multicarrier systems (e.g., asnglsi
thogonal and bi-orthogonal schemes with well-localize@fd carrier frequency division multiple accessing (SC-FDM4))
while maintaining bandwidth efficiency as= 3. From the also provided in the context of Gabor systems. Finally, mile
mathematical point of view, lattice staggering corresotad stones for multicarrier schemes reviewed for completeness
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Fig. 3. Multicarrier schemes based on lattices, filters, syrbols.

A. Orthogonal Schemes

. : Xoo Xo1 X,
The schemes that fall into this category have orthogor 20 Xo1 Koz Xos

basis functions at both the transmitter and the receiver a
follow matched filtering approach. The phraseosthogonal
frequency division multiplexings often used for a specific )
scheme that is based on rectangular filters. However, th«ﬁ \—/ f — f
are other multicarrier schemes which provide orthogopalit
We begin by describing the orthogonal schemes which do not
consider lattice staggering:

o Plain & Zero Padded-OFDM (ZP-OFDM)Plain OFDM
is an orthogonal scheme which is equipped with rec
angular filters at the transmitter and the receiver whe
6(A) = 1. In order to combat with multipath channel,
one can provide guard interval between OFDM symbol
known as ZP-OFDMI[37]. It corresponds to stretchin
the lattice in time domain, which yield§A) < 1.

« Filtered multitone (FMT):FMT is an orthogonal scheme
where the filters do not overlap in frequency domain. (c) SMT. (d) CMT.
There is no specific filter associated with FMT. Insteagy. 4. lllustrations of various orthogonal multicarriezhemes.
of the guard intervals in ZP-OFDM, guard bands between
the subcarriers can be utilized in order to obtain more
room for the filter localization in frequency domain.

(a) Plain OFDM. (b) FMT.

XOO X01X02 X03

f

real or imaginary part of the modulation symbols. The
Hence, it is based on a lattice whef@\) < 1. For more main dif_ference betV\{een the SMT and the CMT ig the
details we refer the reader to the studie<in [2]] [38-[42]. Modulation type. While SMT uses quadrature amplitude

« Lattice-OFDM: Lattice-OFDM is the optimum orthog- modulation (QAM) type signals, CMT is dedicated to
onal scheme for time- and frequency- dispersive chan- Vestigial side-band modulation (VSB). Yet, SMT and
nels in the sense of minimizing interference between CMT are structurally |dent|(_:al; it is possible to_synthml_z
the symbols in the lattice [18]. It relies on different ~ ©n€ from another by applying a frequency shift operation

lattice geometries and orthogonalized Gaussian pulses, 2d proper sympol placement [36]. .
depending on the channel dispersion characteristics. Fotllustrations for Plain/ZP-OFDM, FMT, SMT, and CMT in

more details, we refer the reader to Secfion VI-A. time and frequency are provided in Fig. 4.
The orthogonal schemes which consider lattice staggering
are given as follow: B. Bi-orthogonal Schemes

« Staggered multitone (SMT) and Cosine-modulated multi- These schemes do not follow matched filtering approach
tone (CMT):Both schemes exploit the lattice staggeringnd do not have to contain orthogonal basis functions at the
approach to obtain flexibility on the filter design wherransmitter and the receiver. However, transmit and receiv
e = B [2], [36], wheree is the bandwidth efficiency filters are mutually orthogonal to each other.
and 3 is the bit per volume, introduced i (15). In these « Cyclic Prefix-OFDM (CP-OFDM)Plain OFDM is often
schemes, the symbols are real numbers due to the lattice utilized with cyclic prefix (CP) to combat with the
staggering, however, as a special case, they are either multipath channels. CP induces a lattice whié) > 1.



At the same time, it results in a longer rectangular
filter at the transmitter, compared to one at the receiver.
Therefore, CP-OFDM does not follow matched filtering
and constructs a bi-orthogonal scheime [3]] [21]] [43]. Yet,
it provides many benefits, e.g. single-tap equalization ande
simple synchronization.

Windowed-OFDMOFDM has high out-of-band radiation
(OOB) due to the rectangular filter. In order mitigate
the out-of-band radiation, one may consider to smooth
the transition between OFDM symbols. This operation
smooths the edges of rectangular filter, and commonly
referred as windowing. If the windowing is performed
with an additionalguard period, a bi-orthogonal scheme
whered(A) > 1 is obtained.

Bi-orthogonal frequency division multiplexing (BFDM):
In [16], it is stated that extending the rectangular filter as
in CP-OFDM is likely to be a suboptimal solution under
doubly dispersive channels, since this approach does not
treat the time and frequency dispersions equally. As an
alternative to CP-OFDM, by allowing different filters at
the transmitter and the receiver, BFDM with properly
designed filters can reduce the interference contribution
from other symbols in doubly dispersive channels. In
[16], the design is given based on a prototype filter
constructed with Hermite-Gaussian function family and
a rectangular lattice geometry wheiA) = 1/2. In
order to maintain the bandwidth efficiency, one can utilize
BFDM with lattice staggering, as investigated [n [[35],
[44).

Signaling over Weyl-Heisenberg Framdgain motiva-
tion is to exploit overcomplete Gabor frames with well-
localized pulses and finite number of symbols for digital
signal transmission. It is a unique approach that allows a
scheme wheré(A) > 1 with the perfect reconstruction
property, which exploits subspace classifications [24].

It is interesting to examine bi-orthogonal schemes from

are combined on each point in the lattice and each
Hermite pulse carries one symbol. Although Gaussian-
Hermite functions are orthogonal among each other, the
pulses between neighboring points are not orthogonal.
Faster-than-Nyquist & Partial Response Signalifghen
0(A) > 1, certain conditions may yield the recon-
struction of the transmitted symbols. This issue firstly
is investigated by Mazo in 1975 as faster-than-Nyquist
by addressing the following question: to what extent
can the symbols be packed more than the Nyquist rate
without loss in bit error rate (BER) performance? It
is shown that the symbol spacing can be reduced to
0.802I" without suffering any loss in minimum Euclidean
distance between the synthesized signals for binary mod-
ulation symbols and sinc pulde |31]. In other words, BER
performance is still achievable witbptimal receivers
even when the symbols are transmitted at a rate greater
than the Nyquist rate. The minimum symbol spacing
that keeps the minimum Euclidean distance is later on
referred as theMazo limit in the literature. By gen-
eralizing faster-than-Nyquist approach to other pulses,
various Mazo limits are obtained for root-raised cosine
(RRC) pulses with different roll-off factors in_[48]. For
example, when roll-off is set to 0, 0.1, 0.2, and, 0.3,
Mazo limits are derived as 0.802, 0.779, 0.738, and,
0.703 respectively. The faster-than-Nyquist approach is
extended to multicarrier schemes by allowing interference
in time and frequency ir_[49]=[51], which show that two
dimensional signaling is more bandwidth efficient than
one dimensional signaling. Another way of developing a
scheme wheré(A) > 1 is to transmit correlated symbols.
This approach corresponds to partial-response signaling
and introduced in [30]. Similar to the faster-than-Nyquist
signaling and partial-response signaling, [in][23], Weyl-
Heisenberg framesi(A) > 1) is examined considering

a hexagonal lattice geometry and sequence detector is
employed at the receiver for symbol detection.

the point of equalizers. We refer the reader to the related
discussion provided in Sectign VI-B.

D. Multicarrier Schemes with Spreading Approaches

C. Non-orthogonal Schemes Spreading operation is commonly used to reduce the peak-

The schemes that fall into this category do not contaid-average-power ratio (PAPR) in multicarrier schemes, in
orthogonal basis functions at the transmitter or the r@eeivivhich modulation symbols are mapped to the multiple points
AlSO, there is no bi—orthogonal relation between the filtatrs in the lattice. One way to interpret and genera”ze the m[@
the transmitter and the filters at the receiver. operation in multicarrier systems (e.g., as in SC-FDNA [52]
« Generalized Frequency Division Multiplexin@general- and filter-bank-spread-filter-bank multicarrier (FB-SN8)
ized frequency division multiplexing (GFDM) is a non-[53]) is to consider another Gabor system that spreads the
orthogonal scheme which allows correlation between tlemergy of the modulation symbols into multiple subcarriers
points in the lattice in order to be able to utilize welldn other words, as opposed to using single Gabor system at
localized filters whend(A) = 1 [45]. Also, it utilizes the transmitter and receiver, two Gabor systems combintd wi
complex symbols and CP along with tail biting in theserial-to-parallel conversions are employed at the tratesm
pulse shape. At the receiver side, successive interfereraral the receiver. For example, it can be said that SC-FDMA,
cancellation is applied to remove the interference betweeiich allows better PAPR characteristics and frequency do-
the symbols|[[46]. main equalization (FDE) along with CP utilization [54]-]57

« Concentric Toroidal PulsesBy exploiting the orthog- employs an extra Gabor system equipped with a rectangular
onality between Hermite-Gaussian functions, concentritter and §(A) = 1 to spread the modulation symbols at
toroidal pulses are introduced to increase the bandwidtie transmitter (i.e., discrete Fourier transformatior-Tl)
efficiency of the transmission [47]. Four Hermite pulseand de-spread them at the receiver (i.e., inverse DFT). On



the contrary, in OFDM, since there is no spreading of th&. Design Criterion: Energy Concentration

modulation symbols in frequency domain, employed protetyp |n practice, limiting a pulse shape in time decreases the
filter for spreading is a Dirac function. computational complexity and reduces the communications
i latency, which are inversely proportional to the filter léng
E. Milestones for Orthogonal Schemes However, using shorter or truncated filter may cause high
Having discussed the different variations of multicarriesidelobes in the frequency domain. Prolate spheroidal wave
systems in the earlier subsections, this subsection pgevad functions (PSWFs) address this energy-concentratioe todid
brief history on the development of aforementioned muiticaproblem through obtaining a time-limited pulse with minimu
rier systems. Earlier works related to orthogonal multiear out-of-band leakage or a band-limited pulse with maximal
schemes actually date back to 1960s! [5B].) [59], which ukoncentration within given interval. There are severalysva
lize a bank of filters for parallel data transmission. Inl[58}o characterize PSWF5 [75]. A convenient definition for the
Chang presented the orthogonality condition for the multprototype filter design is that PSWFg),, ,.. (1)}, is a family
carrier scheme schemes considering band-limited filtengs Tthat includes the orthogonal functions which are optimal in
condition basically indicates that the subcarriers canpaeed terms of the energy concentration ofrebandlimited function
half of the symbol rate apart without any interference. Thisn the interval|—r, 7], wheren is the function order. In the
scheme has then been re-visited by Saltzberg in 1967 [S9] fanily, Yo.+.0 () is the most concentrated pulse and the con-
showing the fact that Chang’s condition is also true when th@ntration of the functions decreases with the functiororid
time and frequency axes are interchanged, based on OQAdther wordsg),, ., () is the most concentrated function after
Indeed, Chang and Saltzberg exploits the lattice staggerigz]nflym (t) and it is also orthogonal t@,, ;.. (t). Hence,
for their multicarrier schemes which includes the basics @fone provides the filter length and the bandwidth (where the
CMT and SMT. However, the idea of parallel transmissiopulse should be concentrated) as the design constraimts, th

suggested in_[58] and [59] wenenreasonably expensive andoptimum pulse becomeg, -, () constructed based on these
complexfor large number of data channels at that time[ 1n [60§onstraints.

through the use of DFTs, Weinstein and Ebert eliminated thePSWFs have many appealing properties] [67].] [71]. For
banks of subcarrier oscillators to allow simpler implenatioh  example, they are the eigenfunctions of the operatiofirstt
of the multicarrier schemes. This approach has been lateicate-then-limit-the-bandwidtiTherefore, these functions
named as OFDM, and it has become more and more popwah pass through this operation without any distortion or
after 1980s due to its efficient implementation through fafittering effect excluding the scaling with a real coeffidien
Fourier transformation (FFT) techniques and FDE along wiite, eigenvalue, which also corresponds to the energy after
CP utilization [61] compared to other multicarrier schemesghis operation. Assuming that the energy of the pulse is
On the other hand, Weinstein’s DFT method in![60] limitg, eigenvalues will always be less than 1. Also, PSWFs
the flexibility on different baseband filter utilization Wi correspond to an important family when= o — oo, known
modulating or demodulating the subcarriers, but instead @s as Hermite-Gaussian functions which are the eigenfunstion
time windowing technique to cope with the spectral leakagef Fourier transformation. Hermite-Gaussian functiormsite
In [62], by extending Weinstein's method, Hirosaki showedptimum concentration in time and frequency at the same. time
that different baseband filters may also be digitally impledence, they are able to give isotropic (same) responses in
mented through DFT processing by using a polyphase netwaifkie and frequency. We also refer the reader to the detailed
(PPN) [63], [64]. Several other developments over the lagiscussions on the properties of PSWFs [in] [66].] [68]-[70],
two decades have demonstrated low complexity and efficigig], [76]
implementations of lattice staggering, paving the way fer i In the following subsections, the prototype filters thager
consideration in the next generation wireless standarels (sime-frequency concentration are discussed. Their clexiae
e.g., [2], [15], [6%], and the references listed therein). tics are inherently related with the PSWFs.
1) Prolate Window: Prolate window addresses the energy
IV. FILTER DESIGN concentration in frequency for a given filter length and band
In a multicarrier scheme, a prototype filter determines theidth. In time domain, its expression correspondsa. » (f)

correlation between the symbols and the robustness of #he(th order Slepian sequence in time for the discrete case
scheme against dispersive channels. This issue induceq7@. This issue is explained as a sidelobe minimization
design prototype filters which are suitable for commun@ai problem in [2], as shown in TABLE I. The time and frequency
in time-selective and frequency-selective channels. We¢ of characteristics of prolate window are given in Hij. 5.
this section is to review the filters available in the literat 2) Kaiser Function: An efficient solution for a filter with
In order to reveal the connections between the filters, Viiaite length is proposed by Jim Kaiser by employing Bessel
categorized the filters based on their design criteria: £gyn functions to achieve an approximation to the prolate window
concentration [[18], [[66]£[76], 2) rapid-decay [77]-[8@) [72], [81]. It offers a suboptimal solution for the out-o&hd
spectrum-nulling, and 4) channel characteristics andwarel leakage. A favorable property of Kaiser filter is its flexityil
Analytical expressions of the investigated filters are giie to control the sidelobes and stop-band attenuation, thr@ug
TABLE [l For more detailed discussions on the discusseihgle design parametgrwith a closed-form expression. The
filters, we refer the reader to the review papérs [2]] [812] [8 expression is given in TABLE | wherk (x) denotes the zeroth
and the books [34]]142]. order modified Bessel function of the first kind.



TABLE |

ANALYTICAL EXPRESSIONS OF KNOWN PROTOTYPE FILTERS IN THE LIERATURE.
Filter || Analytical Model | Comments

1 It < 1 [t distributes the symbol energy uniformly
Rectangular p(t) = ’ 0therw1se in time domain. It is the prototype filter for

i CP-OFDM schem
Hannin cos(27rt) I < L The runctlon |tse|r and its first derivative
(Raisedqcosine) p(t) = -2 are continuous. Hence, the power of the
otherwise sidelobes fall atl/|w|® per octave.
. —5 Cos @2rt), |t<i Exact Hamming filter places zero at the
_J 36 =32

Exact Hamming p(t) = {0 otherwise position of the first sidelobe.
Exact Blackman p(t) = T + ok Cos(27t) + Teegk cos(dmt) , [t < § Exact Blackman filter places zeros at the po-

0, otherwise sitions of the the third and fourth sidelobes.

1 t] < 17Ta It is the rectangular filter where the edges
Tapered-cosine-in- 1-a 1—a 1ta are tapered by convolving a rectangular
time (Tukey) p(t) = 2 2 COS( (It‘ )> ’ 2 <M= function with a cosine lobe. Whea = 1,

otherwise it corresponds to Hanning filter.

Tapered-cosine-in-
frequency (Tukey)

_ sxn(wt) cos(mwat)
p(t) 7t 1—4a2t?

Tt distributes the symbol energy uniformly
in frequency domain when = 0.

1—a+4%, =
H[(+2)snGE) + (1= B eos ()], 1=

It corresponds to tapered-cosine-in-

Root-raised-cosine|| p(t) = sin ( (1—a)nt ) +4at cos ((1+a)wt> frequency after matched filtering.
s otherwise
ﬂt(1716a2t2>
K—1
() = aog + 2 Z apcos(2rmlt) , |t| < % ,
0 =1 o It provides rapid-decaying. Power of the
; otherwise o sidelobes fall atl/|w|9T®) per octave,
Mirabbasi-Martin ! 5 o . where q is the derivation order. Last equa-
ki=(-D'a, ko=—-1, kF+k} =1, ko+2) k=0, tion is utilized to construct a complete set
Kot =1 of equations.

> 1% =0, qg>2, g€ {2n|n € Z}
=1

[T iS the optimally-concentrated puise in

Prolate p(t) = arg mm {f |P(f)IPdf - [7, |2df} frequency for a given filter length and band-
width
It Is the optimally-concentrated pulse for a
Optimal finite given duration and bandwidth, which also

duration pulses

N
pt) = anta o ()

satisfies Nyquist criterion in both time and
frequency.

10(,6\/1749)

Kaiser filter has very similar time-frequency

p(t) =<9 o It < % characteristics of prolate filter. Although it
Kaiser 0, otherwise is suboptimum solution for concentration
i . S ) i
h(@) =145, (%2!) ] fprz)orgl.em, its formulation is given in closed
Ip ([1‘\/1—49)—1 1 In order to provide faster decaying, Kaiser
Modified Kaiser p(t) = To(B)—1 s <3 window is modified to obtain zeros & =
0, otherwise 1/2.

It 1s the optimally-concentrated filter when

Gaussian p(t) = (zp)l/‘le*’fﬂ’f2 . P(f) = Pgaussian(t, 1/p) there are no restrictions on filter length and
bandwidth andp = 1.
— — T .
p(t) =F OTO}— Ouﬂpgdusz‘(*‘;)‘(t) IOTA vyields optimally-concentrated func-
IOTA Oax = i el z(t) €R tion when there are no restrictions on fil-
k=mee T v ter length and bandwidth. It also fulfills
FIX(f) = [ X(fe 92mPtdf | Fa(t) = /x(t)eﬂ"ftdt Nyquist criterion after matched filtering.
N By deforming the Gaussian filter with the
Hermite Pt = antaroo . (t) high-order Hermite functions, it obtains
1=0 P zero-crossings to satisfy Nyquist criterion.
P, 00,00 (t) = Hy (\/ 27Tt> , Ho (t) = (=1)"e" gme™ It has similar characteristics with I0TA.
Extended p(t) = {Z dk.p,vo [pgausman(t + k/v0, p) + Pgaussian (t — kUOW)H X It is a generalized family based on Gaus-
G);L?Qsign sian function which gives the closed-form

Z 11/ 0,70 cos(2wlt/T0)
=0

expression of the filter derived via IOTA.




10

3) Optimal Finite Duration PulsesAlthough prolate win-

dow is an optimally-concentrated filter in terms of minimum ° T Saussn
sidelobe energy for a given filter length and bandwidth, &slo -20f Hermite |
not satisfy the Nyquist criterion that ensures zero-imemice | 3 WNeSew. |- gfg‘;e(f(":)‘)
between the points in the lattice. Considering this fachlivia 4ot - = = Kaiser (3= 10)|]

exploits PSWFs to realize a new family which is referred as _ _|
optimal finite duration pulse (OFDP) [74] by generalizing th
optimization procedure given for single carrier, presdrite
[73]. The aim is to achieve a Nyquist filter in both time and
frequency with the maximum energy in the main lobe for a
given bandwidth and filter length. In order to develop these -120f
pulses, as summarized in TABLE I, Vahlin chooses the signal
representation of OFDPs as the linear combinations of the
PSWFs and formulates the constraints as an optimizatidnpro  _;¢,
lem to find the weightsy; for ith PSWF for a given interval, 0
using Lagrange multipliers and calculus of variations.c8in
only the even-indexed prolate functions are even-symuoadfri
only ay; are considered through the optimization procedure.

-80}

10logy|p(t)]

-100

-140

05 1 15 2 2.5 3 35 4
T
(a) Energy distribution in time.

-100
?

By applying similar optimization procedure, OFDP has been 0 %aTulisian |
utilized in [65]. Also, another optimization procedure wihiis —o0l Hermite |
based on deriving the composite matched filtering respohsec | ™\ W ... | T _ gfg‘;e(l((":)‘)
OFDP filter instead OFDP itself is suggested[in/ [83] to reduce 49| - = = Kaiser (5= 10) ||
the optimization complexity. = ool |
4) Gaussian Functionit is a prolate window when = = “)"l\ N
o — oo. It is utilized with a parametep in [18], [25], [41], = 8o Vo AP gy
[84] to control the filter localization. Using the propesief e “{\:';‘\ 1
r.:

l"‘( ‘
Fourier transform, one may show that the frequency respons 43 ?"
of a Gaussian function is also another Gaussian fundtioh [25  -120} !
When p = 1, it yields identical responses in time and
frequency and it corresponds to optimally-concentratddepu Bl
among all functions. On the other hand, since it has no zero _ ., ‘ ‘ i i i i i
crossings, Gaussian filter does not satisfy the Nyquistrioin. o st ts 228 s 88 e
In other words, it introduces interference from one point to
other points in the lattice. . ] o o

5) Isotropic Orthogonal Transform Algorithmisotropic Q]gér;’y ;;?]“Cirﬁ’t?;’tigﬁ_q“e”‘:y characteristics of the fitersigreed based on
orthogonal transform algorithm (IOTA) targets to obtain a
filter which preserves the optimum concentration propefty o . o
Gaussian filter, and orthogonalizes it to prevent interfeee Where [86] lists the coefficients, ; for 0 < k <14 and0 <
to neighboring points in the latticé [15]. Starting with the < 7- Forp =1, 7 = \/_§T_/2 andp = V2F/2, EGF gives
Gaussian function, orthogonalized pulse is obtained agishotn€ identical responses in time and frequency. In additoe,
in TABLE [where F and F~! are the operators for Fourier™ay truncate EGFs into one symbol dura‘uon to hgnd[e_the
transform and its inverse, respectively, afd is the orthog- Igtency dr_awl.:)ack due to the fllter_ Ie_ngth while maintaining
onalization operator. This operation also correspondshéo ffilter localization through some optimization procedui2g]]
orthogonalization process in] (9) ad{10)1[18]. The corcsed [65]. L o , ,
prototype filter fulfills the Nyquist criterion and may yield 7) Hermite Filter: Hermite filter is obtained from the linear

isotropic response in time and frequency. For example, whegmbinations of Hermite-Gaussian functions. By deforming

p =11 = 2I/2 and vy = v2F/2, the pulse shape the Gaussian filter with the high-order Hermite functions,

becomes identical to its Fourier transform as shown in[Big. &570-crossings are provided to satisfy Nyquist criteri8@]{

6) Extended Gaussian FunctiofExtended Gaussian func-lt has similar characteristics with IOTA and yields isotiop

tion (EGF) corresponds to the analytical expression of tﬁgstﬁon;e, W2|crécan .be obsetr)\_/edt_ln Ebl 5. Ad""?‘gcefh;";ms
function obtained via IOTA[[85] as given in TABLH] | ot the Hermite->aussian combinations also consider IS

where 0.52812 < p < 7.56812 andd.,., are real valued persion characteristics of communication medium, which is

coefficients. It is shown that these coefficients can be Cmudlscussed in Sectidn IV-D2.
(for finite number of coefficients,, ;) as

(b) Energy distribution in frequency.

B. Design Criterion: Rapid-Decay
Jk ) (25 Even though PSWFs provide the optimum solution for the
di.pvo = Z by je” (TP/2)@ITR) 0 <k <K, (16) energy concentration problem, they do not address the-rapid
j=0 decaying of the sidelobes, as can be seen in[Fig. 5. Decaying



11

TABLE I :
FILTER COEFFICIENTS FORMIRABBASI-MARTIN [79]. — Hanning i
+1oo00 Tapered-cosine—in—time (@ = 0.25)
N\ = = = Mirabbasi-Martin (K = 8) 5
|| K=3 | K=14 | K=6 | K=28 ) N == Mirabbasi-Martin (K = 4)
e T T T T : [ Q/Iodified Kaiser (B = 10) |
a1 || 0.91143783 | 0.97195983 | 0.99818572 | 0.99932588 : a W \I’ IR
as || 0.41143783 | 0.70710678 | 0.94838678 | 0.98203168 2 -60 B { \ \s/ .
a3 0.23514695 | 0.70710678 | 0.89425129 < 1 | ' ‘.’ ‘\
as 0.31711593 | 0.70710678 2 80 : I ' 5 \ 1
as 0.06021021 | 0.44756522 2 I : . \
as 0.18871614 -100 | i ' v
ar 0.03671221 1 1 \
-120} : YA
B 1
-140} ! i
of the sidelobes is related with the smoothness of a filter. : \
It is known that smoothness is measured by the number o ™% 05 1 15 2 25 3 a5 4
T

continuous derivatives. If theath derivative of a function is
impulsive, the sidelobes of the function in frequency falts
|w|~™ or 6m dB/octave, wherev is the angular frequency
[79], [81], [87]. 0

1) Raised-Cosine Function (Hanning FilterThe Hanning
filter whose shape is captured through a period of cosine
function, is a smooth function in time. The zeroth and first
order derivatives of the Hanning filter are continuous. Hgnc
sidelobes fall atl/|w|® per octave, which corresponds to
18 dB/octave.

2) Tapered-Cosine Function (Tukey Filtefjapered-cosine /
function is a filter where the time-frequency localizatian i !
controlled by the roll-off factor(«). While tapered-cosine ;
function wherea = 0 results in rectangular shape, the shape i
becomes a raised-cosine function, i.e., Hanning filter, whe 1
a = 1. Hence, it provides a function family where the : '\.‘}..,
decaying range is betweeéndB/octave tol8 dB/octave. 180, 05 1 15 2 25 3 35 4

3) Root-Raised-Cosine FunctiolRRC is typically utilized
to satisfy Nyquist criterion after matched filtering. It isrived
from the raised-cosine filter, RRC where = 1 is known Fig. 6. Time and frequency characteristics of the filtersigieed based on
as half-cosine function (HCF), which is employed in [2],rap'd'decaylng property.

[15], [36], [65], [84]. It provides a good compromise for

time/frequency behavior; its relaxed transition bandsvall zergs atlt| = 1/2 [82].

approximation through a relatively short time-domain fjlte

while achieving hig_h attenuation in the stop—ba_nd [2]. Oe the. Design Criterion: Spectrum-nulling

other hand, RRC filter withhx = 0 becomes a sinc function. . . . .

While sinc function results in minimal bandwidth, it is very, As it can be realized, some of the functlons in TABLE |
susceptible to truncation in time. follow a general form of the low-pass filters as
4) Mirabbasi-Martin Filter: Mirabbasi-Martin function is K-l .
a filter where its coefficients are calculated by ensuring tha ao + 2 Z ajcos (2wlt) , [t] <5,
the derivatives of the function is continuous [77],[79]. -Ob =1
tained filter coefficients are also specified for differéntin 0,

TABLE [ While the decaying rate i$/ |w|® per octave when where K is the number of bins in frequency ang is the

K =6, itis 1/|w|” per octave wher = 8 [79]. Its efficacy ith filter coefficient. The form given il (17) is a generalized
on decaying can be observed in Hig. 6. It has been investigatdaracterization to fulfill the spectrum-nulling criteriince it
further in [78], [88] for multicarrier schemes, and was theporresponds to summation of sinc functions in the frequency
subsequently adopted to be used in the European Physi@ain. By exploiting the coherent cancellation of thestail
layer for dynamic access (PHYDYAS) project on filter bankf the sinc functions, one may systematically place zeros
multicarrier (FBMC) [89], [90]. A similar approach based orin the spectrum. This approach may not directly yield good
polynomial functions is also proposed [n_[87]. prototype filters for a multicarrier scheme because of the

5) Modified Kaiser FunctionSince Kaiser window is not a equal-ripple characteristics of the sidelobes. Howeuers i
continuous function, it decays at the ratelgfw|. In order to worth noting that the design criterion of these filters haneo
provide faster decaying, Kaiser window is modified to obtaisimilarities with the existing sidelobe suppression téghes

(a) Energy distribution in time.

— Hanning

+1o000 Tapered-cosine—in—time (@ = 0.25)
= = = Mirabbasi-Martin (K = 8)

----- Mirabbasi-Martin (K = 4)

Modified Kaiser (3 = 10)

-60}

P
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-
=7
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1000g3,(1P()?)
g

-
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-100
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-140
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(b) Energy distribution in frequency.

pt) = (17)

otherwise
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Fig. 7. Time and frequency characteristics of the filtersigleed based on Fig. 8. Time and frequency characteristics of the filtersigieed based on
spectrum-nulling approach and rectangular function. channel constraints.

for the OFDM-based schemes, e.g. cancellation carfiefls [9at the transmitter. This approach exploits the uniformity o
The following filters are designed based on this approach: rectangular function.
1) Hamming Filter: Exact Hamming filter places a null at 2) Channel-based Pulse&rototype filters can be designed
the position of the first sidelobe as shown in K. 7. to perform best for given channel characteristics. One ef th
2) Blackman Filter: Exact Blackman filter places nulls atmethods is to use of optimally weighted combinations of the

the positions of the third and fourth sidelobes, as shown f#ermite-Gaussian functions to construct new pulse shayzes t
Fig. 2. are suitable for doubly dispersive channels. For example, i

[92], the nulls in the ambiguity surface, which correspond
) o o to zero-interference regions, are widened using the Hermit
D. Design Criterion: Channel Characteristics and Hardwargs 5 ssjan functions to increase the robustness of the sdneme
Radio channel may hurt the orthogonality of the multicarrieloubly dispersive channels. In_|16], Hermite-Gaussianilfam
schemes due to its dispersive characteristics in frequandy is utilized as a basis to minimize ICI and ISI, while [n_[93],
time, and causes inter-symbol interference (ISI) and dintghey are utilized to maximize the signal-to-interferenagor
carrier interference (ICI). In order to combat with ISI andSIR) considering biorthogonal schemes.
ICI, one may design pulse optimized to minimize interfeenc Based on different considerations, e.g. maximum signal-to
among the points in the lattice. interference-plus-noise ratio (SINR)_[21] and minimum ISl
1) Rectangular FunctionRectangular function distributesand ICI [22], [94], optimum pulses can be constructed using
the symbol energy uniformly in time domain. It is the prothe Gaussian function itself an initial filter. As opposed to
totype filter for conventional CP-OFDM scheme. It providedata communications, in [95], two prototype filter desigo-pr
an effective solution to combat with ICI and ISI in time-cedures are proposed by relaxing the orthogonality canstra
invariant multipath channels via an extension on its darati of the prototype filter for preamble transmission.
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In addition to above considerations, one may design a prot®- Ambiguity Function

type filter considering the hardware constraints. For examp

In order to obtain the correlation between the points in the

a prototype filter which addresses the PAPR and timing jitt{itice the projection of transmitter and receiver prypet
problems by minimizing the tails of the prototype filter isjers should be calculated at every integer multiple of bgin

proposed in[[96], which is shown in Figl 8.

V. EVALUATION METRICS AND TOOLS FOR
MULTICARRIER SCHEMES

spacing in both time and frequency &g, (t), vni(t)). By
using fractional values instead of usimgand [, ambiguity
function is obtained as [2]|_[15]. [25], [93]

A7) é/ DPex (t + g) Dix (L‘ - g) eIVt

— 00

o0

In this section, various tools and metrics are introduced (22)
in order to have a better understanding of the prototype ] o ) )
filters and characterize their performance for multicarrid N Properties of ambiguity function are given below:
communications. These tools are instrumental for assgssine Ambiguity function is a two dimensional correlation

the performances of different prototype filters along with

multicarrier schemes. First, Heisenberg uncertainty rpatar

and direction parameter are given. Then, ambiguity surigce

introduced and its usefulness on the evaluation of interfeg
characteristics of multicarrier schemes is discussedthEur

details about these tools and metrics may be foundlin[[2], [4]

[28], [81], [82].

A. Heisenberg Uncertainty Parameter

Time-frequency localization of a filter is measured by the

Heisenberg uncertainty parametewhich is given by

lp )1

= Anowr <1, (18)
where
oy = \//R(t —0)?p(t)Pdt , (19)
of = \//(f - PIP(H)1PAS (20)
R

function in the time-frequency plane. It gives an intuitive
demonstration of the robustness against ICI/ISI due to
different impairments, such as time and frequency selec-
tivity of the propagation channell[2], [15]. [25], [93].

« Ambiguity function yields real values in case of even-
symmetric prototype filters.

« One may express Nyquist criterion in terms of the ambi-
guity function [2] as

L,
0,

n=101=0

23
otherwise (23)

A (nro,lvg) = {
« Similar to time-frequency localization of a filter, ambi-
guity function also cannot be concentrated arbitrarily. A
similar expression to Heisenberg parameter is defined for
ambiguity functions in[[18].
Ambiguity surfaces for several filter pairs are provided in
Fig. [@. Without loss of generality, the filter length is set to
K x T, whereT = 1/F and K is an integer number. In
Fig. [d(a@), both transmitter and receiver utilize a rectdagu
filter, which corresponds to plain OFDM. As it can be seen
the nulls are located at the integer multiplesiofand F'. In
Fig. [§(b), rectangular filter at the transmitter is intentdy
extended in time compared to the one at the receiver, which

o, is the time dispersion (or the standard deviation of tHePrresponds to the use of a CP. Hence, the nulls in the
energy in time), and; is the frequency dispersion (or the@Mbiguity surface are extended in time domain, arotird).
standard deviation of the energy in frequency), @ndnd 1he dual response of extension-in-time is given with sinc
f are the mean values of the supports of the pulse in tirfjiters in Fig.[9(d) and Fig[[9(k) by extending the filter in

and frequency, respectively![2],_[18], [25]. Filters wittoap
localization characteristics have a Heisenberg paranktser

frequency domain. Hence, same impact of cyclic prefix is
obtained in frequency, instead of time. In Hi§j. 9(c), amitigu

to 1. Heisenberg parameter is exactly equal to 1 with ﬂ%lrface is obtained for the half-cosine function, i.e. RRC

Gaussian filter where = 1.

B. Direction Parameter

The direction parameter € [0, 00), which shows how a

wherea = 1. Since it has band-limited characteristic, it lies
on the time domain. Also, it fulfills the Nyquist criterion
as there are nulls located at the integer multiplesi’oand
F. In Fig.[9(f] and Fig[P(i), Mirabbasi-Martin functions are
investigated forK = 8 and K = 4, respectively. It can be
seen that Nyquist criterion does not always hold for Miradsba

pulse shape lies in time-frequency plane, is giveriin [84] aartin filter, especially in frequency. The ambiguity swda

Ot

of

(21)

R

of prolate filter, given in Fig[J9(§), is similar to the one
obtained for the Gaussian pulse in Fid. |9(j). Although the
prolate window provides optimum concentration for a given

For example, whilex is equal to O for the rectangular filter,filter length and bandwidth, it does not satisfy the Nyquist
Gaussian filter where = 1 yields 1 because of its criterion. Since OFDPs in Fig[ 9(h) are derived from the prop

isotropic dispersion. A larget gives a pulse stretched morecombinations of prolate sequences, they are also contedhtra
along the time axis compared to the frequency axis. while satisfying the Nyquist criterion. One may observe the
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Fig. 9. Ambiguity surfaces with known prototype filters iretliterature {0logq(|A (¢,)]%)).

nulls at the multiples of” and F' in Fig.[d(h). The ambiguity Gaussian filter provides a circular ambiguity surface witho
surfaces of Gaussian, IOTA, and Hermite-Gaussian combiraary nulls in the surface. However, the localization of Garss
tions are given in Fid.J9(j), FigI9(k), and FId. 9(1), respeely. filter is the best compared to the other filters and decays fast
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in both time and frequency. Hermite-Gaussian combinations
and IOTA filters provide localized ambiguity functions, \ehi
satisfying Nyquist criterion at the integer multiples ¢R27

and v/2F. The main reason of the selections ¢R7T and
V2F is to obtain a prototype filter with identical responses
in time and frequency, which is also suitable for the schemes
with lattice staggering investigated in Sectlon I-E.

D. Signal-to-Interference Ratio in Dispersive Channels

It is possible to write the average SIR performance as

o}
SIR = —, (24) Fig. 10.

o7 Interference analysis using the ambiguity functad rectangular

filter in Fig. 9(a).

whereo? and o are the power of the desired part and the
interference leaking from other symbols, respectivelyR,SI from other symbols in the lattice are obtained as
as defined here, should ideally be infinity for orthogonal and
biorthogonal schemes, since no other interference soarees ;2 _ //SH (7, v) |A (r, ) [2dvdr 27)
considered. However, orthogonality can be still spoilechby ~Ju
only due to the lack of exact representation of the filter in, 2
digital domain, e.g. truncation, but also due to the dispers °1 ~ Z /T/USH (1,v) |[A(mmo + 7, kv + v)|"dvdr |
channel. In the literature, statistical characteristidstiue (m.k)#(0,0) (28)
channel are generally described with wide-sense stagonar
uncorrelated scattering (WSSUS) assumption [97], [98@iV respectively. The illustration of {28) is given in Fig. 10here
by the absolute value of the ambiguity function at the grid ®in
(black circles) are equal to zero in time-invariant singéh
E[H(r,v)] =0, (25) channel, i.e.g? = 0. Due to time-variant multipath channel,
E[H(r,v)H*(t1,11)] = Si (1,v) §(r-11)0(v-11) , (26) the desired symbol (red circle at the middle) observes TSI/l
from the neighboring points in the lattice, which is capture

where Sy (7, v) is the channel scattering function alid:] is though [(28).

the expected value operator. The tewitle sense stationary

means that the statical characteristics of the first two nmsne VI. PRACTICAL IMPLEMENTATION ASPECTS

of the channel scattering function do not change with time,

and are only related with the time difference as[inl (26). The This section addresses several issues that have not been

term of uncorrelated scatteringmplies that one of the delay directly addressed in the earlier sections and that areéeckla

components of the received signal is uncorrelated with 4 implementation of multicarrier schemes. Represerativ

the other delay components. However, note that the WSStEgerences are provided to other related work in the litzeat

assumption ignores the non-stationary characteristiestdu and some of the key insights are highlighted. For a more

the distance dependent path loss, shadowing, delay dnift, &é§0mprehensive treatment and a larger body of literatusged|

the correlation between the reflected rays from the sarifethese problems, the reader is referred to the correspgndi

physical objects’[99]. In addition, WSSUS assumption is négferences given in TABLETII. This table provides a clagsifi

valid for short-term channel characteristics, espegiallyen tion of various references in the literature related to grqie

the specular reflections dominate over diffuse scattefiog] filter design. While each row of the table includes a specific

Yet, WSSUS assumption is widely used in the system modé@pic, commonly used prototype filters in the literature are

to characterize the wireless channels because of its simplisted in each column of TABLE)I. References for different

ity. For example, exponential decaying multipath with akerior work on schemes are placed in the table based on the

Doppler spectrum[[101] or ITU models [102] for differentorototype filters used in each reference, as well as the saiope

environments are commonly used for the channel scatteritg corresponding reference. The goal is to captuesearch

function for terrestrial communications. activity mapof this area, which is useful for understanding
Considering WSSUS assumption, analytical expressionstBf key contributions and open research directions.

o2 ando? can be obtained as follows. Assume that the impact

of ICI and ISI on each subcarrier is statistically equal torea

other, all subcarriers are utilize&,,;, are independent iden-

tically distributed with zero mean, angx (t) , prx (t)) = 1. Lattice and filter parameters that maximize the robustness

Then, the power of desired part and the power of interferenagthe multicarrier schemes against doubly-dispersivanbks

A. Lattice and Filter Adaptations
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are given by the lattices wherej(A) > 1 by emphasizing the fact that

Ot Tems To  Trms 29 the orthog_onalization_ p_r_ocedure destroys the tim_e-_frnge
or x fo 7w x fo (29)  concentration of the initial pulse. Instead of maximizirng t
— - — number of symbols per second per hertz via the orthogonal
pulse adaptation  grid adaptation pulses, orthogonality is abandoned with Gabor frames, and

where s IS the root mean square (RMS) delay spread gkquence detector is applied at the receiver. Also, majchin
the channel andfy .. is the maximum Doppler frequency.equations for the pulse and lattice adaptations, simil{2®),
While grid adaptationcorresponds to aligning, andy, with are provided for the hexagonal geometry.

Trms @Nd f4, .. When the lattice geometry is rectangulau)se Note that it is not an easy task to develop a single lat-
adaptationis equivalent to the dilation of the pulse dependintice structure and a prototype filter for a scheme serving
on the channel dispersion in time and frequency. The ragonanultiple users with different channel characteristics. deal
behind these adaptations is to match the proportion of théth the lattice and pulse design in a scheme, while one
channel dispersion to the pulse dispersion in the time amdght consider the worst case scenario to optimize pulse
frequency. In an early study, [15], the pulse adaptatiorverg and lattice, other might include multiple lattices and filte
without theoretical explanations. In a later work, the dipa structures within the frame. In_[103], unlike the conventib

of o1 /0r = Tmax/ fa,,., IS Obtained theoretically i [5] when orthogonal frequency division multiple accessing (OFDMA)
Tmax fd., — 0, Wherer,,. is the maximum excess delay oftransmission frame structures that consider the worst case
the channel. This identity is utilized for orthogonal sclesm communication channel, multiple CP and subcarrier spacing
in [18], [28], [84], for biorthogonal schemes in_[[16], [22]are employed by taking the statistics of the mobility and the
(0(A) < 1) and [24] ¢(A) > 1), for non-orthogonal schemerange of the users into account. As a result, better frequenc
[23] (6(A) > 1) and improved by including adaptation on thespread immunity and higher bandwidth efficiency are obthine
lattice geometry in[[18][123]/124]/128]. For example, iB4], Indeed, the proposed method applies the pulse adaptatibn an
both pulse adaptation and lattice adaption are jointlyojzied the lattice adaptation for multiple users, based on rectiang

to adapt to the doubly-dispersive channel characteribised filter. As a different strategy, based on the requirements of
on WSSUS assumption. Considering a rectangular geomedifferent users, a multi-mode scheme which include difiere
for the lattice, the optimum conditions based on Gaussitar fil access methods such as SC-FDMA, FBMC, or FB-S-FBMC is

for the pulse and grid adaptations are derived as proposed in[[53]. Another approach based on rectanguler filt
Ot Tmax for a different purpose, suppressing the sidelobes in faqy
Su (T,v) = 6(r)d(v) = o T (30) s proposed in[[104]. By allowing less CP duration for edge
1 oo Ty T subcarriers, more room for windowing duration is provided
Su (T,v) = m ot = 7 = T (31) at the edge subcarriers. This approach inherently corneispo
B Y e to use different filters for the subcarriers. In a later work,
Sit (7, v) = € T X A Faman L0 _To 1.5Trms (32) this approach is combined with scheduling to decrease the
’ Tomes /1 V2 of fdan interference due to the lack of CP, which relies on the fact

Tima that CP duration required to communicate with nearby users

where [[31) corresponds to a doubly dispersive channel withsasmaller [105].
uniform delay power profile and uniform Doppler power spec- o
trum, while [32) corresponds to a doubly dispersive chanrfél Equalization
with an exponential delay power profile and U-shape DopplerIn a wireless communication medium, the transmitted signal
power spectrum. arrives at the receiver after passing though a time-vanying

In [18], a theoretical framework to adapt the pulse shape atigath channel. The multipath environment and the mobility
lattice geometry to different channel conditions is intiodd disperse the transmitted signal both in time and frequency,
under the name of Lattice-OFDM. It is emphasized thathich causes self-interference between the symbol in the
OFDM with a rectangular lattice is a suboptimal solutiotattice. As shown in[[106] and analytically expressed[in)(28
for doubly dispersive channels. Instead of rectangulartmm the structure of the self-interference is related with thagmit
placement, if the lattice is constructed with a hexagonglter, time and frequency dispersion characteristics & th
shape, i.e. neighboring symbols located at each corner aimmunication medium, and the receive filter. An equalizer
hexagon, better protection against I1SI and IClI compared deals with the problem of removing the self-interference to
rectangular lattices is achieved since the minimum digtanaccurately extract the desired symbols.
between symbols increases. Therefore, the immunity of theln order to reduce the self-interference, one of the ap-
scheme against time-frequency dispersion is increasémutit proaches is to limit the number of symbols that interferenwit
losing from the bandwidth efficiency. For exponential deegy the desired symbol in time and frequency by exploiting well-
and Jake’s Doppler channel model, the improvement in SINRcalized filters. This rationale offers manageable ICI #did
is in the range ofl-2 dB in case of forcing the Gaussiancharacteristics even in doubly dispersive channels. [id][20d
filter to be a Nyquist filter. Additionally, considering dilan [108], equalization methods for this approach are intreduc
and chirp operations, the pulse adaptation based on orthogéder three categories:
onalized Gaussian functions is combined with the hexagonak In the first approach, the effects of IClI and ISI on
lattice structures. I [23], Lattice-OFDM is re-investigd for the neighboring symbols are assumed to be negligible,
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relying solely on the concentration of the prototypr 35
filters in time and frequency. In this context, a basi
single-tap equalization per subcarrier may be employ: ;5| %
to recover the symbols [16], [21], [22], [74], [92]=[94].
This approach reduces the self-interference without usi

a complex equalization technique at the receiver.

« The second approach utilizes equalization filters at tl
receiver for each subcarrier, which operates at the symt g
rate [39], [107]. This approach deals with the aliasin &
between the subcarriers if lattice staggering is consdler
[xo7].

« The third approach exploits fractional sampling to equa
ize the symbols. The equalizer works at the fraction
symbol rate considering the lattice staggering approac 5[
Compared to the second approach, it reduces the 1
wanted aliasing at the expense of a higher number 0

T T T T T

e OFDM (1, = 1.25%T, v = 1%F)

Half-cosine (Staggered, = 0.5xT, Vo= 1xF)
= = = Mirabbasi-Martin (Staggered, = 0.5xT, Vo= 1xF)
—>¢— Gaussian (Not Staggered, = 1xT, Vo = 1xF)
—k— Gaussian (Staggered, T, = V2/2xT, Vo= V2/2xF)
Q- |OTA (Staggered, T, = V2/2xT, v = V2/2xF)

o —+— Hermite (Staggered, 1, = V2/2xT, Vo= V2/2xF)

25

10

0 0.05 0.1 0.15 0.2 0.25 0.3

samples to be processed. In this category, it is possil Normalized Carrier Frequency Offset
to develop different types of equalizers. For example, (a) Carrier Frequency Offset.
minimum mean square error (MMSE) equalizers [108]—
[111], maximum likelihood sequence estimator (MLSE 35 : : : : :
equalizers([112], low-complexity equalizers [1.07], [108] Half-cosine (Staggered, T, = 0.5xT, v, = 1xF)
[113], and channel tracking equalizets T114], [115] a 3o} X = = — Mirabbasi-Martin (Staggered, T, = 0.5T, v, = 1xF) |
have different optimization goals. Y ¢ Gaussian (Not Staggered, T, = 11T, Vo = 1F)
\ —%— Gaussian (Staggered, 1 = V2/2xT, v, = V2/2xF)
. . . . 25} &R = X = X i
In [106], instead of the equalizer itself, the relation be Q- I0TA (Staggered, T, = V2/2xT, v, = V2/2F)

. . . .. . H ite (St d, T = V2/2xT,v_=V2/2xF
tween equalization complexity and pulse shape is investia ermite (Staggered T Yo~ V2R

Composite effect of the transmit filter, the response of tt@ 201
communication medium, and the receive filter is discussix
including the SNR observed at the receiver. Using Akaik ” 15[
information criterion (AIC), number of effective interfag
symbols (model order) is obtained for different prototyp 10y
filters. It is shown that while rectangular and sinc function
are immune to the dispersions in only one domain (eith 5}
time or frequency) Gaussian function yields a better badanc
doubly dispersive channels. Note that if a receiver has e 0 : : : : ;

: . s . . . . . 0 0.05 0.1 0.15 0.2 0.25 0.3
equalization capabilities, Nyquist criterion requirertsein the Normalized Timing Offset
prototype filter design can be relaxed.

(b) Timing offset.

Bi-orthogonal schemes are closely related with the concef$. 11. SIR performances of different prototype filters ensynchronization
of equalization. For example, transmitting the symbolsr@e errors.
non-orthogonal basis and forcing the correlations betwhen
symbols to be zero at the receiver is similar to zero-forcir]% ions
equalization. Furthermore, one may harness bi—orthogona?g .

schemes to obtain single-tap equalization. For example, C or the schemes whe¢A) > 1, as in faster-than-Nyquist,
OFDM benefits from the extension of the rectangular ﬁltqd?':lrual—response signaling, or Weyl-Heisenberg framqsat

Zers heavily deal with the intentional overlapping betwee
to yield a single-tap equalization in time-invariant mpétth y bping

e . . e symbols rather than channel itself. Hence, the equalize
channels. A similar approach can also be obtained via FMt y q

Consid Gab ¢ tthe t it hich utili nd to be complex in such scenarios. For these schemes, the
onsider a iabor system at the transmitier, which u IlmIssequalization process is combined with approaches that uti-
function that has a bandwidth greater thBne.g.,F + F,.

Al that th beari S tended tIizes the discreteness of symbol, e.g., successive inéerde
S0, assume that the subcarrier spacing 1s extended no cShcellation (SIC)[145],[146],L150], MLSEL[51], or subspace
allow overlapping between the subcarriers, ivg.= F + Fp

and g = T'. If the Gabor system at the receiver is equippe%'assmcaltlon [28].

with another sinc function that has a bandwidih which ) o

is smaller thany,, a cyclic behavior within band of., is C. Time-Frequency Synchronization

obtained, similar to the one in time domain for CP-OFDM. The robustness of the multicarrier schemes against
Therefore, a single-tap equalization would be sufficientlics time/frequency synchronization errors, i.e., carriegérency
scheme to combat with time-selective channels (which onbfjfset (CFO) and timing offset (TO), mainly depends on
introduces frequency dispersion). This issue is also shiownthe null regions in the ambiguity surfaces. For example, CP
Fig. using the ambiguity surface for the extended nultilization of the conventional OFDM scheme provides a wide



null-region in time which increases the robustness of the
scheme against timing errors. However, it does not provide
any precaution against CFO. In Fig.]11, SIR performances
of various filters are given for different TO and CFO values,
using the expression if_(24). Three main conclusions can be
drawn from Fig[T1L:

o Filters are able to provide different immunity against
CFO and TO. In[[89] and [116] through simulations, and
in [117], [118] through theoretical analysis, similar re-
sults are obtained. Proper prototype filter utilizationhwit
lattice staggering may increase the robustness against
synchronization errors.

o The immunity against TO is identical to the one against
CFO for Hermite, IOTA, and Gaussian functions. It is due «
to the fact that these filters provide identical responses in
time and frequency whep = 1.

« Lattice staggering is helpful to improve the performance
of prototype filters that do not satisfy Nyquist criterion
in the presence of CFO and TO. Although the Gaussian
function does not fulfill the Nyquist criterion, inherent
orthogonality due to the lattice staggering provides a
significant performance improvement.

It is worth noting that although some of the filters provide
similar response in terms of SIR, as given in Hig] 11, the
positions of interfering symbols in the lattice might befelif
ent, depending on the filter type. Exploiting this issue glon
with band-limited filters are particularly effective to cobat
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are the received symbols. Since lattice staggering offers
orthogonality in real domain, one can obtain the symbols

as
dy R hiy hoy| %
do hiz  hoo Y2

which corresponds to zero-forcing. In order not to en-
hance the noise, one can apply MMSE and MLSE. It is
worth noting that lattice staggering provides an advantage
for MLSE, since the symbols are in the real domain. Also,
the assumption of single tap requires that the equalizers
remove ISI and ICI due to the channel dispersion before
the processing for the spatial multiplexing.

Spatial Diversity: While the receiver diversity does not
introduce any complication for lattice staggering, the
transmit diversity results in samples where the real and
imaginary parts are mixed up due to the complex channel
coefficients. For example, considering delay diversity
with 2 transmit antennas and 1 receive antenna, received
symbol at themth instant is given by

Ym = h11(dm + jum) + ho1(dm—1 + jum—1) ,

whered,, and d,,_; are the desired symbols ang,

and u,,_; are the interfering parts. Sinde; and hy;

are complex coefficients, additional processing has to be
applied at the receiver to removeg, andu,, 1.

In [127] and [128], spatial diversity is achieved by exploit

against the degradation caused by the misalignments amimg the spreading approaches along with lattice staggering
the transmissions of different users for the uplink/[281L8], Alamouti space-time block coding (STBC) is combined with
[119]. For the discussions on synchronization methods, wescheme which allows complex symbol utilization via a code
refer the reader td [120]-[122] for preamble-based methodfvision multiple accessing (CDMA) based spreading opera-
to [123], [124] for training-based methods, and[to [125R€] tion [128]. Similarly, in order to remove the imaginary mart
for blind approaches. at the receiver, a scheme, referred as FFT-FBMC, is proposed
in [129] and applied to the multiple antenna systems. While
imaginary parts are canceled for the case of single-delagesp

D. Spatial Domain Approaches ' ) > ' . :
Latt ; g introd hall the imol time trellis coding (STTC) with two transmit and one receive
attice staggering introduces chaflenges on Ine IMplem&lision a5 i [130], later, this study is extended to multiple

tation Of. multiple an_tenna sy;tems. This arlses_du_e to b f?ransmit antennas in_[181] by proposing an iterative dewgpdi
that lattice staggering exploits the orthogonality in thalr Iproach. All in all, there still needs to be more studies

dorrt1_a||n,dand imaginary p;]art may app Tlar ?S at?] mterft:;né:_e (ﬁ the application of multiple antennas to lattice stagggri
spatial domain approaches (especially, for e spatiar IVapproaches under practical implementation scenarios.
sity). In other words, multiple antenna techniques, which a

easy to implement for the schemes that achieve orthoggnalit L
in complex domain, e.g. FMT and CP-OFDM, are not triviaF- Channel Estimation
for the multicarrier schemes that exploit lattice stagugrin ~ Channel estimation methods for the multicarrier schemes
[90], an intuitive discussion on lattice staggering is poed which allow orthogonality in complex domain, e.g.,
considering multiple antennas as follow: CP-OFDM, are extensively available in the literature
« Spatial Multiplexing:In the case of spatial multiplexing,[132]- However, there are limited number of studies for the
multiple data streams reach the receiver antennas o$éhe€mes with lattice staggering, and further work is needed
different channels. For instance, considering 2 transnit develop effective algorithms. Conventional approach fo
and 2 receive antennas and assuming single tap chanﬁ@l%r_md estimation is to transmit known symbols in the form
between the antennas, received symbols are expresse@fddlots or preambles:
. « Pilot-based Channel EstimatiorRilots are the symbols
[yl] = [h” h21] {dl +j.u1} that do not carry any data, and are scattered into the
Y2 hia oz [da + jus known positions in the transmission frame with a certain
where,d; andd, are the desired symbols; andu, are pattern. Considering the schemes with lattice staggering,
the interfering parts due to the lattice staggering, ~12,

a pilot-based channel estimation method is proposed in
ha1, andhos are the channel coefficients, apd andys [108], [133]. It exploits the so-called auxiliary symbols,
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which are calculated based on the data symbols and tt

prototype filter in order to cancel the imaginary interfer- or
ence that affects the pilots. By canceling the imaginary
interference at the transmitter, lattice staggering i abl -1or

to accommodate complex channel estimation. Howeve
in [108], it is noted that using auxiliary symbols may
increase the PAPR of the scheme.

o Preamble-based Channel EstimatioRreambles gener-
ally reside at the beginning of frame and may alsa
be utilized for other purposes (e.g., synchronization)
Considering the schemes with lattice staggering, twc
channel estimation methods based on preambles are pt
posed in [[134]. First approach is referred pairs of
pilots which relies on the real symbols placed at the
two consecutive time positions. It obtains the channe
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coefficients via simple matrix operations, but suffers 7

from noise enhancement. Second method is known as (a) Before power amplifier (Ideal responses).
interference approximation method (IAM) and targets

to obtain a complex pilot symbol at the receiver by or

approximating the intrinsic imaginary interference from
real valued neighboring pilots. It does not require a pri-
ori knowledge of the prototype function. Ih_[135], the
real-valued symbols are replaced with imaginary one:
to achieve additional improvements. In a later study, ¢
general theoretical framework for IAM preamble design
is given in [136]. Also, a comparative study on the
preamble-based least square (LS) channel estimation
given for the schemes with/without lattice staggering,
considering the sparse preambles(in [137].

Rectangular

Power Density (dB/Hz)

Gaussian
J g Mirabbasi-Martin
IOTA
i

F. Hardware Impairments i
=50 0 500

Desired properties of a waveform might not be maintainec. fIF
due to the non-linear characteristics of radio-frequeriRiy)( (b) After power amplifier.

front-ends. Such non-linear characteristics of the RFtfeonds Fig. 12. Comparison of the power spectral densities of themes with

might distort the signal and cause inter-modulation praglucdifferent prototype functions.

One of the well-known metrics to anticipate the signal ra¢bus

ness against the distortions, especially due the poweritenpl

is the PAPR, which captures the ratio of the peak power to tAEstortion given by[[142]

average power. Generally, it is expressed via complemgntar

cumulative distribution functions (CCDFs). Ih_[53], [138] #(t) = ara(t) + azz(t) |2(t)]” + asa(t) |z(t)]* |

[140], PAPR results are provided for the multicarrier schem

with/without lattice staggering, considering differemomtype wherea; = 1.0108 + 0.08581, a3 = 0.0879 — 0.1583i, a5 =

filters. Without any specific precautions (e.g., DFT spregyli —1.0992 — 0.88914. While the filter characteristics dominate

PAPR of different multicarrier schemes are shown to be similthe PSDs before power amplifier, the distortion due to the

in [138], [139]. Similarly, [53] shows that FBMC and OFDM power amplifier heavily affects the PSDs, as can be seen in

have practically identical PAPR curves. On the other hantig.[13(D). Yet, filters determine the sharpness of the degay

use of spreading approaches, e.g., DFT-spréad [53].] [14t]the edge of the band.

and filter-bank-spreading [53], [140], lowers the PAPR & th Waveform design also might address the phase noise which

transmitted signals, yielding PAPRs that are close to tludseis specifically an issue at high operating frequencies, 6@.

SC-FDMA. GHz. While CP-OFDM copes well with the high frequency
Impact of power amplifiers on the power spectral densitisglectivity, it is known that it is susceptible to frequency

(PSDs) of the multicarrier schemes with/without stagggrirdispersion, e.g., phase noise. [n_[143], it is shown that FMT

are compared in_[139]. While the use of band-limited filterequipped with an RRC prototype filter provides robustness

offers less sidelobes when the power amplifier operatesein tgainst the phase noise, compared to OFDM. In addition,

linear region, the benefit of their utilizations diminishesen the approach introduced in Sectibn VI-B via extending the

the power amplifier operates in the non-linear region. This $inc function in frequency, captured in Fig_9(e), might be

also shown in Fig_12, considering a polynomial model for theromising to handle phase noise.
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G. Cognitive Radio and Resource Sharing H. Poly-Phase Network

Employing generic prototype filters on multicarrier scheme

Due to its favorable properties, multicarrier schemeseespgnay introduce high-complexity due to the extra filtering epe
cially CP-OFDM, have been commonly considered as promigtions at the transmitter and the receiver. This complepaty
ing approaches for dynamic spectrum access and cognitie: reduced by exploiting polyphase representations ofdfilte
radio systems [144]=[146]. However, CP-OFDM has its ow@nd FFT operations. An illustrative example for analyzing a
drawbacks when used in cognitive radio applications. F&ynthesizing multicarrier symbols with 3 subcarriers di@/m
example, sidelobes of the CP-OFDM subcarriers may cauBeig-[13 and Figl_T4, respectively. Filter length is coesetl
large adjacent channel interference. This prevents gffici@s 4 x N where N = 3. PPN at the transmitter is given
utilization of unused portion of the spectrum by secondaf@nsidering the following cases:

users and limits the aggregate bandwidth efficiency of a, Trivial construction of a single multicarrier symbol is
cognitive radio system. Moreover, CP-OFDM s sensitive given in Fig[IB(@). After the prototype filter is multiplied
to the asynchronous nature of the secondary users, which ith a modulation symbol in each branch, the multicarrier
puts stringent constraints for dynamic spectrum access in symbol is generated by combining the branches modu-
cognitive radio networks. Hence, low spectral leakage @riyp lated via twiddle factors wher@/ ik = e/27mk/N,

of the schemes that utilizes band-limited filters, e.g. SMT , |n Fig.[I3(B), an equivalent diagram of FIgJT3(a) is real-
and FMT, makes them an attractive candidate for cognitive jzed with inverse discrete Fourier transformation (IDFT)
radio systems [147]. While a subcarrier in SMT overlaps with by applying the multipliers indicated in Fig.JI3(a) after
its immediate adjacent subcarriers only, FMT utilizes non-  the summation operation. To make these substitutions, the
overlapping subcarriers. Due to the minimization of sgdctr  repetition of exponential terrfi/z2! for every other three
leakage to neighboring subcarriers via band-limited slter samples is exploited.

secondary users in a cognitive radio network may efficiently , |n Fig. [I3(c), three multicarrier symbols are taken into

utilize the spectrum opportunities. Also, this approacésieot consideration. Each symbol is shifted by symbol spacing,
require tight synchronization between primary and secgnda  which is 3, and combined to generate the transmission
networks, which relaxes implementation complexity. frame. Indeed, this operation can be performed by con-

Downlink resource allocation in FBMC-based cognitive  Volution operations, as shown in Fig.JT3(c). Essentially,
radios is investigated in[ [148]. Maximizing total capacity the outputof IDFT is filtered with some filter coefficients.
of the cognitive radio network is targeted by exploiting the The basic idea behind the receiver consists of three basic
low spectral leakage of band-limited filters, under certaitage: 1) shifting the desired subcarrier to baseband&jrig
constraints such as the total available power and low adfac¢éhe signal with receiving filter to eliminate the impacts of
channel interference to primary users. Results show that @her subcarriers, and 3) sampling at correct instants.- Con
FBMC-based cognitive radio network yields higher aggregagidering these steps, analysis of a single subcarrier isngiv

bandwidth efficiency with significant gains under certaie-scin Fig. [I4(a). PPN at the receiver is given considering the
narios and yields lower interference to the primary users. following steps:

Uplink resource allocation in FBMC is discussed[in [149]. « First, polyphase decomposition is applied to filter using
It is shown that FBMC yields aggregate spectral efficiencies shift operation £~1). As the modulation symbols are
that are around5% higher than those delivered by CP-OFDM.  constructed in every other 3 samples and the exponential
A similar conclusion regarding uplink spectral efficiencysh term repeats itself around the unit circle, the exponential
been reached in_[150], while [119] shows through simula- terms can be distributed to each phase as factors. Since
tions that FBMC provides superior BERs when compared the intermediate samples are not necessary, the implemen-
to CP-OFDM in a multiuser uplink channel, at a much tation is simplified using a commutator and removing the

lower computational complexity. In [53], a multi-mode upki zero coefficients at each branch.
access method is proposed. In this approach, depending oa Then, by moving the positions of the exponential coef-
the specific requirements of different users, differenteasc ficients before summation operations and analyzing each

methods such as SC-FDMA, FBMC, or FB-S-FBMC can be  subcarrier, DFT is obtained as in FlgJI4(b). Similar to
utilized by different users. Such a hybrid approach pravide the transmitter, additional filtering operation is necegsa
full flexibility in cognitive radio applications. before DFT operations.

From the view of spectrum sensing approaches, FFT part ofAs indicated in this illustrative example, prototype fiter
the CP-OFDM demodulator can also be conveniently utilizeday bring some additional filtering operations after/befor
to identify the presence of primary users in the vicinity T},4 IDFT and DFT operations. Note that these filters are simply
[151]. On the other hand, instead of a rectangular filteequal to 1 for OFDM without CP. In addition, for a complete
using a different prototype filter via FBMC provides bettescheme with lattice staggering, the introduced structaseth
sensing performance. For example, [147] shows that the usereplicated individually and combined with proper timétsh
of filter banks yields similar spectrum sensing accuraciesrw to construct the transmission frames. Extended summanies o
compared to those of optimum multi-taper based spectrdP®N are also provided in [22], [42], [63], [64]. [94], [152]-
sensing method with less computational complexity. [155].
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and frequency shift operators.
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(a) Synthesizing single symbol without IDFT. (b) Synthesizing single symbol with IDFT, which generatee same
output as in Fig. 13(a).
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(c) Combining multiple symbols.

Fig. 13. Synthesizing a multicarrier symbols with IDFT agtéan. Note thatX,, s is the symbol onmth time slot andkth subcarrier[p1, p2, ...,px N] are
the filter coefficients, and"; are the polyphase components of the prototype filter.

I. Complexity Analysis length. For example, faV = 512 and K = 3, using [38){(3b),
One of the important criteria for the adoption of FBMC if?umber of real multiplicationper complex symbdbr differ-

the future wireless standards is whether it can yield seffily €Nt approaches are given Wyerr/irer = 6, Csrp = 17,

better gains than existing techniques such as OFDM, at @ad Cars = 24, which implies a slightly higher complexity

cost of a reasonable complexity increase. The complexity gf FBMC than OFDM [89]. o

FBMC has been investigated in the literature from different 'MPlementation of complex equalization and MIMO tech-

perspectives in [[20][162] (89 [113] 119, [Is6j=[Ip0  Maues in FBMC may also increase its complexity further,
As discussed i [89], a major factor for complexity increaset® €-9-140]..[113]. For example, per subchannel equalizat

in FBMC is due to the replacement of IFFT/FFT in OFDMEOMPlexity of OFDM is compared with FMT using different

with the filter banks. When the Split-Radix algorithm j€dualization approaches in [40]. While OFDM uses a single

used, number of real multiplications required to implemeffoMPIex multiplication per subchannel due to one-tap equal

FFT/IFFT operations ovelN subcarriers is given byl [89], ization, number of complex multiplications per subchannel
[161] ) varies betweent6 and 108 for different FMT equalization

techniques withV = 128.
Crrr/irrr = N(logy(N) —3) +4 . (33) On the other hand, an additional complexity has to be

. introduced into OFDM transmitter in order to suppress out-
On the other hand, for FBMC systems, complexity of synthesig j)and power leakage, which is handled naturally by FBMC.

and analysis filterbanks need to be separately investigatgglmper of complex multiplications required to handle inter
The _IFFT at the synthe_sis filterbank processes only_real rrier interference with OFDM and FBMC are provided
imaginary samples (which are never complex), while the 776) for an uplink scenario. The provided analysis shows
FFT in the analysis filterbank processes complex samplgg.ieast an order of magnitude complexity reduction through
Considering this difference, the number of real multipicas using FBMC in typical scenarios, when compared with the

per complex symbol are approximately given by![89)] implementation of parallel interference cancellation IREDA.
Csrp = logy(N/2) — 3+ 4K, (34)

J. Testbeds and Extensions to Standards
CAFB:2(1Og2(N)—3)+4K ) (35)

While there are many publications theoretically comparing
where SFB and AFB refer to the synthesis filterbank arfelBMC with CP-OFDM and other waveforms, there are lim-
the analysis filterbank, respectively, aid denotes the filter ited number of works that discuss testbed implementation of
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(b) Considering all subcarriers with DFT operation.
Fig. 14. Analyzing multicarrier symbols with DFT operation

schemes with lattice staggering. In [11€], [162], an FBM@omplexity receiver implementation and multiple antenna
testbed, which is developed as a part of the PHYDYAfinctionalities, effectively. However, utilization of GBFDM
project [36], [163], is described. The testbed is capableaF may be an issue considering co-channel interference sosnar
time transmission and reception of FBMC signals. Trangmittand operation under the frequency dispersive channels. One
side involves a field-programmable gate array (FPGA) thatay provide solutions for these challenging issues via @rop
includes the physical layer only, and can operate both @elections of lattices, filters, and symbols.

OFDM and in FBMC modes. The receiver side is composed

of an RF front-end, a USRP motherboard (involving analog- ACKNOWLEDGMENT

to-digital converters (ADCs) and FPGA), and a software We would like thank the reviewers for their valuable com-

subsystem. In order to better assess the various mplenwnt_aments and suggestions which significantly helped improving

Irade-offs b_etween schemes with/without 'a“'“? Stawr' the survey. We also would like to thank Anas Tom and Ertugrul
further studies are needed on the testbed exper|mentat|on.GUVenkaya of University of South Florida, USA, for their
helpful inputs. Part of this work has been done while Ismail
VII. CONCLUDING REMARKS Guvenc was at DOCOMO Innovations, Inc. This study has
In this survey, multicarrier schemes are examined basBgen supported by DOCOMO Innovations, Inc.
on a generalized framework which relies on Gabor systems.
The framework categorizes the multicarrier schemes based o
their lattices, filters, and symbols. It explains the coriaral
CP-OFDM systems, while at the same time providing insights
into multicarrier schemes different than CP-OFDM. Henbe, t
survey provides a useful framework to develop and analyze
new types of waveforms, which may pave the way for further
enhancements for the next generation radio access te@miqu
The combined effect of filters, lattices, and symbols intro-
duce different characteristics into the multicarrier soks.
Yet, for a given scenario, it is possible to addresses the
system requirements via proper considerations within the
provided framework. For example, CP-OFDM addresses low-



TABLE Il

CLASSIFICATION OF PAPERS RELATED TO PROTOTYPE FILTERS

23

" . . Channel- .
Topic Rectangular| NO SPECiic)  gpc Mrabbasi- I0TA Gaussian based PSWF EGF Hermite-
Pulses
A 12f
[, 5] Pl [, e Bl Bz Pl._[E2,| P 28| @ 29
Filter Basics || [28],  [42] 25, P8 mn-m | g | 28 8 676 | [5], [66]| 6l (42,
B1, [82], [36], [42] g6l [eq | P2 Bl [81-(83] [164] [80]
[164], [164] — :
Bl 7, 178, [@s), [z,
g g g A B3
. [64] ' ' ' | [21), [129)] [£33], [134], o2 [65), [74] | [65], [164] | [80]
Staggering 28], [32],| [65], [107], [L30], [149]-| [156], [164]-
}ig}: |44[]36], [18), [12€] | 3y [66]
[39], 0T,
[52], [=4], [45], [46],
G5, (61, 5o, [511,| (o8], [Z13], [@el, [z,
Equalization || [106]-[108], | [167] [106], [107]| [I2, [123],| [34) [168]| 51, [o6] | 22, [931| [74) &7
[L10], (112} (109, (II0),| [157], (168 (4]
[L15], [121] [TI3]-[115],
L & l1122?591 184]
Ime
[, [8], 182l (89, [Zog],
Frequency (107, [117], 1 119
Synahroniza: }?411](%]_[1[?29&], 27 H%g% EE H;S} [1201-| [@I7 [LL7), [LI9] 28], 184 | [
tFl?l?er B71, [84) 23], [24] bl 1edh
Adaptation 1103]—'L105]’ [Bl, B, [@5] | [84] [18] [100]' ' }gé{ I94[]27], [28], [84] [16], [93]
, [, L3 '
Spatial [129], [130q],
_ 29, (L3711, [L27], (1281,
Domain [©0] [113), [T69]| (149, (170, o2
o | 88 18 i
o), 2
Gabor ' - [186], (21,
Analysis Hg} Eg} [, 23] 22]
[26], 271
44,1531
[62]-65],
89, [90]
PPN & DFT [60] H;ﬂ LLlll?:E]]_
[148], [153]-
[155), [158
[ 152] hedl
Spreading ' _ j ‘ p.
Approaches |[i71]11 {[113311, [39] 53] [129], [140]| [@27)-I29] [141), [172]
I3[ 1271, 116], 121],
Aosumpion || 11080 B4, 197 (0] (28] e & ga’ b3l 28]
J40], 89,
. [T10], [LL4], . .
Complexity [@13), [1Ie]| [To), [IT2],
Analysis e o faa, (15| I1S 57 (58]
Channel [T, 128, 28] TL2aT, [T33[I35T, [28], T35,
Estimation [135]. [13€] [1;] o038 (65 N 9] [L36]
Bi- ’ ’ ' ' [186], [22],
orthogonality 2z I[Alli{ 19]. };g 1241, [93], [94]
[31], 145],
Non- [23], [41],
orthogonality }gﬂ 48]~ [15€6] BI [47]
Uplink & [56], 189,
Downlink [18], [141], [18] [1[32{' 150}, [T, [172]
Betoange kel Ll S 731 7]
Procedure . 2, 133 AT [15). (18] [18] ’ ' [83] Y Y
EMTt T [[f;iﬂl?,c] e l[lllc%;’J_li%Ee]J]' =
pectra 14397, , B
Leakage 058160 [L39] [159] [zedy
esource : ) TEC
Allocation I%gg]]jl]i%% B3 [143}-150]
EaAthRe [z, g | 139 [53), [139] | [L40] [98]
Adaptation (203] [l (18] [23], [24] (28]
ﬁémfms {07, (143)| [27), [140] | (107, [143]
Implementatiol llllﬁlaﬁj' 1164], [156]
Spectrum [147]

Sensing




LIST OF ACRONYMS [6]
OFDM Orthogonal frequency division multiplexing
BFDM Bi-orthogonal frequency division multiplex-
ing
FBMC Filter bank multicarrier (8]
FB-S-FBMC Filter-bank-spread-filter-bank multicarrier
SC-FDMA Single carrier frequency division multiple [9]
accessing
GFDM Generalized frequency division multiplexing [10]
CDMA Code division multiple accessing
CP Cyclic prefix (11]
ZP Zero-padded
FMT Filtered multitone
SMT Staggered multitone (12]
CMT Cosine-modulated multitone
VSB Vestigial side-band modulation [13]
CPM Continuous phase modulation
HCF Half-cosine function [14]
RRC Root-raised cosine
PSWF Prolate spheroidal wave function
OFDP Optimal finite duration pulse [15]
IOTA Isotropic orthogonal transform algorithm
EGF Extended Gaussian function [16]
WSSUS Wide-sense stationary uncorrelated scatter-
ing [17]
BER Bit error rate
ICI Inter-carrier interference [18]
ISI Inter-symbol interference
AlC Akaike information criterion
TO Timing offset [19]
CFO Carrier frequency offset
PN Phase noise [20]
ADC Analog-to-digital converter
PAPR Peak-to-average-power ratio [21]
0oo0oB Out-of-band radiation
MIMO Multiple-input multiple-output [22]
STTC Space-time trellis coding
STBC Space-time block coding
IAM Interference approximation method 23]
MMSE Minimum mean square error
MLSE Maximum likelihood sequence estimator
FDE Frequency domain equalization [24]
SIC Successive interference cancellation
FPGA Field-programmable gate array (25]
DFT Discrete Fourier transformation
IDFT Inverse discrete Fourier transformation [26]
PPN Polyphase network

[27]
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