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Further Constructions of Control-Lyapunov Functions
and Stabilizing Feedbacks for Systems Satisfying

the Jurdjevic-Quinn Conditions

Fréd́eric Mazenc and Michael Malisoff1

Abstract

For a broad class of nonlinear systems, we construct smooth control-Lyapunov functions whose

derivatives along the trajectories of the systems can be made negative definite by smooth control laws

that are arbitrarily small in norm. We assume our systems satisfy appropriate generalizations of the

Jurdjevic-Quinn conditions. We also design state feedbacks of arbitrarily small norm that render our

systems integral-input-to-state stable to actuator errors.

Key Words: Control-Lyapunov functions, global asymptoticand integral-input-to-state stabilization

I. INTRODUCTION

Lyapunov stability is of paramount importance in nonlinearcontrol theory. In many important

applications, it is very beneficial to have a continuously differentiable Lyapunov function whose

derivative along the trajectories of the system can be made negative definite by an appropriate

choice of feedback. Observe in particular that:

• Recent advances in the stabilization of nonlinear delay systems (e.g., [7], [13], [21]) are based

on knowledge of continuously differentiable Lyapunov functions.

• Lyapunov functions are very efficient tools for robustness analysis. For example, many proofs

of nonlinear disturbance-to-stateLp stability properties rely on Lyapunov functions; see [6,

Chapter 13] and [3], [10], [15]. Moreover, control-Lyapunov function (CLF) based control

designs guarantee robustness to different types of deterministic [5] and stochastic disturbances,

and to unmodeled dynamics [16], [17].
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2, pl. Viala, 34060 Montpellier, France,mazenc@helios.ensam.inra.fr. M. Malisoff is with the Department of Mathematics,

Louisiana State University, Baton Rouge, LA 70803-4918,malisoff@lsu.edu.
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• When a CLF satisfying thesmall control property(as defined below) is available, the universal

formula in [19] provides an explicit expression for a stabilizing feedback that is also an optimal

control for a suitable optimization problem whose value function is the CLF; see [19].

• Backstepping and forwarding require Lyapunov functions ofclassC1 for the subsystems [17].

The converse Lyapunov theorem (see [9]) ensures that, for any system that is globally asymp-

totically stabilizable byC1 feedback, a CLF exists. Unfortunately, for nonlinear control systems,

determiningexplicit expressionsfor CLFs is in general difficult. Fortunately, for large classes of

systems, one can determine functions whose derivatives along the trajectories can be rendered

negativesemi-definite. If the systems satisfy the so-called weak Jurdjevic-Quinn conditions

(defined below), which generalize those given in [8], then globally asymptotically stabilizing

feedbacks can be constructed. However, in this case, explicit formulas for CLFs are not generally

available. This motivates the following fundamental question: When the Jurdjevic-Quinn method

applies, is it possible to design explicit CLFs?

In [4], where this issue was addressed for the first time, a method was presented for designing

explicit CLFs for affine homogeneous systems that satisfy the Jurdjevic-Quinn conditions. Our

objective in the present note is to extend the main result of [4] by constructing CLFs for systems

satisfying appropriate generalizations of the Jurdjevic-Quinn conditions, but not necessarily

having the homogeneity property, including cases where thesystem may not be control-affine.

Our work also complements [14] where strong Lyapunov functions are constructed for a large

family of systems satisfying either an appropriate Lie algebraic condition or which can be shown

to be stable using the LaSalle invariance principle. The main difference between the present work

and [14] is that in [14], only systems without input are considered whereas here we consider

systems with input.

We end this introduction by recalling some basic facts on theJurdjevic-Quinn method. We

say (see for example [4] for the relevant definitions) that a nonlinear control-affine system

ẋ = f(x) + g(x)u , g(x) = (g1(x), . . . , gm(x)) (1)

satisfies the(weak) Jurdjevic-Quinn conditionsprovided there exists a functionV : Rn → R

satisfying the following three properties:V is positive definite and radially unbounded; for all

x ∈ R
n, LfV (x) ≤ 0; and there exists an integerl such that the set

W (V ) =
{

x ∈ R
n : ∀k ∈ {1, . . . , m} and i ∈ {0, . . . , l}, LfV (x) = Ladi

f
(gk)

V (x) = 0
}
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equals{0}. Here and in the sequel, we assume all functions are sufficiently smooth. If (1)

satisfies the weak Jurdjevic-Quinn conditions, then it is globally asymptotically stabilized by

any feedbacku = −ξ(x)LgV (x)⊤ whereξ is any positive function of classC1. The proof of

this result relies on the LaSalle Invariance Principle.

The remainder of this paper is organized as follows. In Section II, we present our main result.

Section III is devoted to a discussion of our main result, Section IV to its proof, and Section V

to an illustrating example. Section VI constructs feedbacks for our systems that have arbitrarily

small norm and that in addition achieve integral-input-to-state stability relative to actuator errors.

Concluding remarks in Section VII end our work.

II. M AIN RESULT

Recall (cf. [2]) that aC1 positive definite functionV (·) on R
n is called acontrol-Lyapunov

function (CLF)for a systemχ̇ = ϕ1(χ)+ϕ2(χ)u with input u provided it is radially unbounded

and satisfiesLϕ1
V (χ) ≥ 0 ⇒ [χ = 0 or Lϕ2

V (χ) 6= 0]. We useV̇ (x, u) to denote the

derivative V̇ (x, u) = Lϕ1
V (x) + Lϕ2

V (x)u of V along trajectories of the system. We often

suppress the arguments ofV̇ to simplify the notation. We say that a CLFV (·) for the system

χ̇ = ϕ1(χ) + ϕ2(χ)u satisfies thesmall control property[19] provided for eachε > 0, there

existsδ(ε) > 0 such that if0 < |χ| < δ(ε), then there existsu (possibly depending onχ) such

that |u| < ε andLϕ1
V (χ) + Lϕ2

V (χ)u < 0.

We next provide our main CLF and stabilizing feedback constructions for the fully nonlinear

system

ẋ = F (x, u) (2)

wherex ∈ R
n, u ∈ R

m is the control,F (0, 0) = 0, and the functionF is assumed to beC1. We

further assume thatu 7→ F (x, u) is C2 (i.e., the second order partial derivatives, with respect to

the components ofu, of each component ofF are continuous), so the functions

f(x) := F (x, 0), g(x) :=
∂F

∂u
(x, 0) (3)

are at leastC1. Finally, we assume:

Assumption 1:A smooth functionV (x) that is radially unbounded and positive definite and

such that

LfV (x) ≤ 0 ∀x ∈ R
n (4)

November 6, 2018 DRAFT
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is known.

Assumption 2:A vector fieldG(x) such that ifLgV (x) = 0 andx 6= 0, then we either have

LfLGV (x) < 0 or LfV (x) < 0, is known.

We are ready to state our main result.

Theorem 1:Assume the data (3) satisfy Assumptions 1-2. Then one can determine a positive

definite smooth functionδ : [0,∞) → [0,∞) and a functionΩ : [0,∞) → [0,∞) such that

V ♯(x) = V (x) +

∫ V (x)

0

Ω(s)ds+ δ(V (x))LGV (x) (5)

is a CLF for (2) that satisfies the small control property. In fact, for each real-valuedC1 positive

function ξ̄(·), one can determine a functionδ(·), and aC1 functionξ : [0,∞) → (0,∞) satisfying

ξ(s) ≤ ξ̄(s) for all s ≥ 0, such that (5) is a CLF for (2) satisfying the small control property

whose derivative along the trajectories of (2) in closed-loop with the feedback

u = −ξ(V (x))LgV (x)⊤ (6)

is negative definite.

III. D ISCUSSION OFTHEOREM 1

1. Assumptions 1 and 2 are similar to the assumptions of the main result of [4]. In particular, for

the special case whereF is control-affine, [4] provides an explicit expression for avector field

G(x) such that Assumption 2 holds whenever the so-called “weak Jurdjevic-Quinn conditions”

(see the introduction) are satisfied. This vector field is notcontinuous at the origin but it turns

out that there exists an integerN ≥ 1 such that the vector fieldGN(x) = V (x)NG(x) is of class

C∞ for V satisfying our assumptions. The equalityLfLGN
V (x) = NV (x)N−1LfV (x)LGV (x)+

V (x)NLfLGV (x) then implies that ifG(x) satisfies Assumption 2, and if Assumption 1 also

holds, thenGN(x) satisfies Assumption 2 as well. Consequently, one can take advantage of the

formula in [4] to determine aC∞ vector field for which Assumption 2 is satisfied.

2. No restriction on the size of the functionξ(·) in (6) is imposed. Therefore, the family of

feedbacks (6) contains elements that are arbitrarily smallin (sup) norm. In fact, for any continuous

positive functionǫ : [0,∞) → (0,∞), we can design our stabilizing feedbacku so that it satisfies

|u(x)| ≤ ǫ(|x|) for all x ∈ R
n.

November 6, 2018 DRAFT
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3. An important class of dynamics covered by Theorem 1 is described by the so-calledEuler-

Lagrange equations
d

dt

(

∂L

∂q̇
(q, q̇)

)

− ∂L

∂q
(q, q̇) = τ (7)

for the motion of mechanical systems, in whichq represents the generalized configuration

coordinates,L = K − P is the difference between the kinetic energyK and potential energy

P , andτ is the control [22]. In standard cases,K(q, q̇) = 1
2
q̇⊤M(q)q̇ where the inertia matrix

M(q) is C1 and everywhere symmetric and positive definite. Then the generalized momenta∂L
∂q̇

are given byp = M(q)q̇, so in terms of the statex = (q, p), the equations (7) become [22]

q̇ =
∂H

∂p
(q, p)⊤ = M−1(q)p, ṗ = −∂H

∂q
(q, p)⊤ + τ, (8)

whereH(q, p) = 1
2
p⊤M−1(q)p+P (q) is the total energy of the system. We make the following

additional assumptions: (a)P (q) is positive definite and radially unbounded and (b)∇P (q) 6= 0

wheneverq 6= 0. (These two assumptions are not too restrictive since one can often modifyH

and τ to get a new system that satisfies these assumptions. Condition (a) can be weakened by

assuming there is a constantc such thatq 7→ P (q)+c is radially unbounded and positive definite

in which case we simply addc to the functionV in what follows.) ThenH is positive definite and

radially unbounded, soV = H satisfies Assumption 1. The radial unboundedness follows from

the continuity of the (positive) eigenvalues of the positive definite matrixM−1(q) as functions of

q [20, Appendix A4], which implies that each compact setS of q values admits a constantcS > 0

such thatp⊤M−1(q)p ≥ cS |p|2 for all q ∈ S and allp. In our general notation withx = (q, p),

we getLfV (x) ≡ 0 andLgV (x) = Hp(x) = p⊤M−1(q). ChoosingG(x) = [ 0 ∇P (q)⊤ ]⊤

givesLGV (x) = Hp(x)∇P (q)⊤. Therefore, ifLgV (x) = p⊤M−1(q) = 0 andx 6= 0, thenp = 0

and therefore alsoLfLGV (x) = −∇P (q)M−1(q)∇P (q)⊤ andq 6= 0. SinceM−1 is everywhere

positive definite, Assumption 2 therefore reduces to our assumption (b) and therefore is satisfied

as well. We study a special case of (8) in Section V below, where we explicitly compute the

corresponding CLF and stabilizing feedback.

IV. PROOF OFTHEOREM 1

A. Control Affine Case

We fix a positive function̄ξ : [0,∞) → (0,∞), and functionsV andG satisfying Assumptions

1-2. We begin by proving Theorem 1 for the case where (2) is control affine, i.e., of the form

November 6, 2018 DRAFT
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(1). In this control affine case, the conclusions of our theorem will hold with Ω ≡ 0 andξ ≡ ξ̄.

In Section IV-B, we will modify our constructions to handle the fully nonlinear system (2).

First step.We exhibit a family of functionsδ(·) for which the function

U(x) := V (x) + δ(V (x))LGV (x) (9)

is positive definite and radially unbounded. One can determine αi(·) of classK∞ such that

α1(|x|) ≤ V (x) ≤ α2(|x|) and |LGV (x)| ≤ α3(|x|) for all x ∈ R
n. It follows that

U(x) ≥ α1(|x|)− δ(V (x))α3(|x|) ≥ α1(α
−1
2 (V (x))) − δ(V (x))α3(α

−1
1 (V (x))) (10)

for all x ∈ R
n. We can use standard results to find aC1 function δ : [0,∞) → [0,∞) such that

δ(v) ≤ α1(α
−1
2 (v))

1 + 2α3(α
−1
1 (v))

∀v ≥ 0 . (11)

With such a functionδ(·), the inequalityU(x) ≥ 1
2
α1(α

−1
2 (V (x))) for all x ∈ R

n follows from

(10). SinceV (x) is positive definite and radially unbounded and1
2
α1(α

−1
2 (·)) is of classK∞,

this implies thatU(x) is positive definite and radially unbounded as well. In the next steps, we

impose further restrictions onδ.

Second step.Along the trajectoriesx(t) of our system (1) in closed-loop with the feedback

u = −ξ̄(V (x))LgV (x)⊤, the derivativeU̇ of U(x) from (9) reads

U̇ =
[

LfV (x)− ξ̄(V (x))|LgV (x)|2
]

[1 + δ′(V (x))LGV (x)]

+ δ(V (x))LfLGV (x) − ξ̄(V (x))δ(V (x))LgLGV (x)LgV (x)⊤. (12)

We restrict our attention to functionsδ such that

δ′(V (x))LGV (x) ≥ −1

4
∀x ∈ R

n. (13)

Recalling (4) and (12) therefore gives the inequality

U̇ ≤ 3
4

[

LfV (x)− ξ̄(V (x))|LgV (x)|2
]

+ δ(V (x))LfLGV (x)

+ξ̄(V (x))δ(V (x))|LgLGV (x)||LgV (x)|.
(14)

¿From (4), we deduce that

U̇ ≤ 1

2

[

LfV (x)− ξ̄(V (x))|LgV (x)|2
]

+ δ(V (x))LfLGV (x)

+ξ̄(V (x))δ2(V (x))|LgLGV (x)|2 . (15)

Third step.The remaining part of the proof relies extensively on the following:

November 6, 2018 DRAFT
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Lemma 2:Assume that the system (1) satisfies Assumptions 1-2. Then, there exist continuous

positive definite functionsΓ andN satisfying the following: If|LgV (x)| ≤ Γ(|x|), then either

LfV (x) ≤ −N(|x|) or LfLGV (x) ≤ −N(|x|).

Proof: We first show that the continuous function

S(x) = min{0, LfLGV (x)} +min{0, LfV (x)} − |LgV (x)| (16)

is negative definite. Observe first thatS(0) = 0 and S(x) ≤ 0 for all x. AssumeS(x) = 0.

Each term ofS(x) is nonpositive, somin{0, LfLGV (x)} = min{0, LfV (x)} = |LgV (x)| = 0.

By Assumption 2,x = 0, which gives the negative definiteness. Therefore−S(x) is positive

definite, so we can determine a continuous positive definite real-valued functionρ such that

ρ(|x|) ≤ −S(x) (e.g.,ρ(s) = min{−S(r) : |r| = s}). We prove that|LgV (x)| ≤ 1
2
ρ(|x|) implies

that eitherLfLGV (x) ≤ −1
4
ρ(|x|) or LfV (x) ≤ −1

4
ρ(|x|). To this end, considerx such that

|LgV (x)| ≤ 1
2
ρ(|x|). Thenρ(|x|) ≤ −min{0, LfLGV (x)} −min{0, LfV (x)} + 1

2
ρ(|x|), by our

choices ofρ and S. We deduce thatmin{0, LfLGV (x)} + min{0, LfV (x)} ≤ −1
2
ρ(|x|). It

follows that eithermin{0, LfLGV (x)} ≤ −1
4
ρ(|x|) or min{0, LfV (x)} ≤ −1

4
ρ(|x|). Therefore,

|LgV (x)| ≤ 1
2
ρ(|x|) implies LfLGV (x) ≤ −1

4
ρ(|x|) or LfV (x) ≤ −1

4
ρ(|x|), so we can take

Γ(s) = 1
2
ρ(s) andN(s) = 1

4
ρ(s).

Fourth step.We prove that the right hand side of (15) is negative definite when the smooth

positive definite functionδ(·) is suitably chosen. By the preceding lemma, there are three cases:

First Case.|LgV (x)| ≤ Γ(|x|) andLfV (x) ≤ −N(|x|). Then the inequality (15) implies that

U̇ ≤ −1
2
N(|x|) + δ(V (x))LfLGV (x) + ξ̄(V (x))δ2(V (x))|LgLGV (x)|2 . (17)

Choosingδ(·) such that

δ(V (x))LfLGV (x) ≤ 1

8
N(|x|), ξ̄(V (x))δ2(V (x))|LgLGV (x)|2 ≤ 1

8
N(|x|) (18)

for all x ∈ R
n. Therefore, (17) giveṡU ≤ −1

4
N(|x|) < 0 for all x 6= 0.

Second Case.|LgV (x)| ≤ Γ(|x|) andLfLGV (x) ≤ −N(|x|). Then the inequalities (4) and (15)

imply U̇ ≤ −δ(V (x))N(|x|) + ξ̄(V (x))δ2(V (x))|LgLGV (x)|2. Choosingδ(·) such that

δ(V (x))ξ̄(V (x))|LgLGV (x)|2 ≤ 1

2
N(|x|) (19)

we obtainU̇ ≤ −1
2
δ(V (x))N(|x|) < 0 for all x 6= 0.
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Third Case.|LgV (x)| ≥ Γ(|x|). Then the inequality (15) implies that

U̇ ≤ −1
2
ξ̄(V (x))Γ2(|x|) + δ(V (x))LfLGV (x) + ξ̄(V (x))δ2(V (x))|LgLGV (x)|2 .

Arguing as above providesδ(·) such that

δ(V (x))LfLGV (x) ≤ 1

8
Γ2(|x|)ξ̄(V (x)), δ2(V (x))|LgLGV (x)|2 ≤ 1

8
Γ2(|x|) , (20)

so we obtainU̇ ≤ −1
4
ξ̄(V (x))Γ2(|x|) < 0 for all x 6= 0.

Fifth step. To conclude the proof for the control affine case, one has to prove that one can

determine aC1 and positive definite functionδ(·) simultaneously satisfying the requirements

(11), (13), (18), (19), (20). This can be done as follows. We can first find aC1 positive definite

function δ satisfying the requirements (11), (18), (19), (20) that is increasing on[0, 1], non-

increasing on[1,∞) and bounded by1. We denote this initial choice ofδ by δa. Next, we

minorize 1/(1 + 4|LGV (x)|) by a positive function of the formx 7→ P(V (x)) (using, e.g.,

P(s) = inf{1/(1 + 4|LGV (x)|) : x ∈ R
n, V (x) = s}). One can easily determine an everywhere

positive, non-increasingC1 functionω(·) such thatω(s) ≤ 1
2
min {P(s),P(2s), 1} for all s ≥ 0.

Now consider the function

δ(s) =

∫ s

1

2
s

δa(l)δa(2l)ω(l)

1 + 4l2
dl . (21)

It is positive definite, of classC2, and (sinceδa is bounded by1) satisfies, for alls ≥ 0,

|δ′(s)| =
∣

∣

∣

δa(s)δa(2s)ω(s)
1+4s2

− 1
2

δa(
1

2
s)δa(s)ω(

1

2
s)

1+s2

∣

∣

∣
≤ ω(s) + 1

2
ω(1

2
s) ≤ P(s) . (22)

¿From this inequality, one can deduce thatδ defined in (21) satisfies (13). On the other hand,

sinceω is smaller than1, the inequalityδ(s) ≤
∫ s

s/2
δa(l)δa(2l)/(1 + 4l2)dl is satisfied for all

s ≥ 0. Now, we distinguish between two cases.First case: If s ∈ [0, 1], then, sinceδa is a

nonnegative function smaller than1 and increasing on[0, 1], we getδ(s) ≤
∫ s

s/2
δa(l)dl ≤ δa(s).

Second case:s ≥ 1, then, sinceδa is a nonnegative function smaller than1 and nonincreasing

on [1,+∞), we get

δ(s) ≤
∫ s

1

2
s

δa(2l)

1 + s2
dl ≤ s

2(1 + s2)
δa(s) ≤ δa(s) . (23)

Hence, the functionδ defined in (21) satisfies the requirements (11), (13), (18), (19), (20).

Remark 3:The proof of Lemma 2 provides explicit formulae for the functions Γ and N

required for our constructions. On the other hand, the function δ in (5) can be obtained by

simply verifying the requirements in the fifth step of our proof.
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B. Fully Nonlinear Case

We now extend the construction to our original fully nonlinear system (2). We can write

F (x, u) = f(x) + g(x)u+ h(x, u)u, where h(x, u) =

∫ 1

0

[

∂F

∂u
(x, λu)− ∂F

∂u
(x, 0)

]

dλ. (24)

Along the trajectories of (2), it follows thaṫV = LfV (x)+LgV (x)u+∇V (x)h(x, u)u. SinceF

is C2 in u, we can find a continuous functionH : [0,∞)×[0,∞) → (0,∞) that is nondecreasing

in both variables such that|h(x, u)u| ≤ H(V (x), |u|)|u|2 for all x andu. One can findα4 ∈ K∞

such that|∇V (x)| ≤ α4(|x|) for all x. Takingu to be a feedback of the form (6) gives

V̇ ≤ LfV (x)− ξ(V (x))|LgV (x)|2 +H∗(V (x), |ξ(V (x))LgV (x)⊤|)ξ2(V (x))|LgV (x)|2

with H∗(r, s) = α4(α
−1
1 (r))H(r, s). We now restrict our attention to the setF [ξ̄] of all feedbacks

(6) such thatξ(s) ≤ ξ(s) for all s ≥ 0, where we assume the positive functionξ is such that

H∗(V (x), ξ(V (x))|LgV (x)|)ξ(V (x)) ≤ 1

2
∀x ∈ R

n. (25)

Condition (25) can be satisfied by minorizinḡξ as necessary without relabelling. (The proof that

ξ̄ can be chosen to satisfy (25) is similar to the construction of the functionδ in the first part

of the proof.) Fixing a feedback from this familyF [ξ̄], we get

V̇ ≤ LfV (x)− 1

2
ξ(V (x))|LgV (x)|2 (26)

along the closed loop trajectories of (2). Applying the construction from the first part of the

proof to the control affine system (1) with̄ξ = ξ provides a functionδ and a CLFU of the form

(9) such thatW (x) := −
{

LfU(x) − LgU(x)ξ(V (x))LgV (x)⊤
}

is positive definite. Therefore,

U̇ along the trajectories of (2) in closed-loop with the feedback (6), with ξ satisfyingξ(s) ≤ ξ̄(s)

for all s ≥ 0, readsU̇ = −W (x)−∇U(x)h(x,−ξ(V (x))LgV (x)⊤)ξ(V (x))LgV (x)⊤. Therefore,

sinceH is non-decreasing in its second argument, it follows from our choices ofξ andH that

U̇ ≤ −W (x)+
{

|∇U(x)|H(V (x), ξ(V (x))|LgV (x)|)ξ(V (x))
}

ξ(V (x)) |LgV (x)|2 for all x. One

can construct a positive nondecreasing function∆ such that, along the closed loop trajectories,

U̇ ≤ −W (x) + ∆(V (x))ξ(V (x)) |LgV (x)|2 . (27)

Now consider the function (5) with the above choice ofδ andΩ(s) = 4∆(s), which is positive

definite and radially unbounded. Then, according to our Assumption 1, (26), and (27), we get

V̇ ♯ ≤ −W (x)−∆(V (x))ξ(V (x))|LgV (x)|2 ∀x ∈ R
n

November 6, 2018 DRAFT
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The right-hand-side of this inequality is negative definite, so we can satisfy the requirements of

the theorem usingΩ(s) = 4∆(s) and the CLFV ♯. This concludes our proof.

V. EXAMPLE

We illustrate Theorem 1 by applying it to the two-link manipulator (see [1]). This system is

a fully actuated system described by the Euler-Lagrange equations
(

mr2 +M L2

3

)

θ̈ + 2Mrṙθ̇ = τ , mr̈ −mrθ̇2 = F , (28)

whereM is the mass of the arm;L is its length;m is the mass of the gripper;r andθ denote the

angle of the link and the position of the gripper, respectively; andτ andF are forces acting on the

system. It is well-known that (28) can be stabilized by bounded control laws. On the other hand,

this system is globally feedback linearizable so a quadratic CLF can be determined. The novelty

is that we determine a CLF whose derivative along the trajectory is made negative definite by

an appropriate choice ofboundedfeedback. Without loss of generality, we takem = M = 1

andL =
√
3. With x1 := θ, x2 := θ̇, x3 := r, x4 := ṙ, the system (28) becomes

ẋ1 = x2, ẋ2 = −2x3x2x4

x2

3
+1

+ τ
x2

3
+1

, ẋ3 = x4, ẋ4 = x3x
2
2 + F. (29)

We construct a globally stabilizing feedback, bounded in norm by 1, and an associated CLF for

(29). We set〈p〉 = 1/(2
√

1 + p2 ) for all p ∈ R throughout the sequel.

Consider the function

V (x) =
1

2

[

(x2
3 + 1)x2

2 + x2
4 +

√

1 + x2
1 +

√

1 + x2
3 − 2

]

. (30)

This function is composed of the kinetic energy of the systemwith additional terms. It is

positive definite and radially unbounded and its derivativealong trajectories of (29) satisfies

V̇ (x) = x2τ + x4F + x1〈x1〉x2 + x3〈x3〉x4. Therefore the change of feedback

τ = −x1〈x1〉+ τb , F = −x3〈x3〉+ Fb (31)

yields V̇ (x) = x2τb + x4Fb. On the other hand, after the change of feedback (31), the equations

of the system take the control affine forṁx = f(x) + g(x)u with

f(x) =















x2

−2x3x2x4−x1〈x1〉
x2

3
+1

x4

x2
2x3 − x3〈x3〉















, g(x) =















0 0

1
x2

3
+1

0

0 0

0 1















, u =





τb

Fb




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Next consider the vector fieldG(x) = (0, x1, 0, x3)
⊤. Simple calculations yield

LGV (x) =
∂V

∂x2
(x)x1 +

∂V

∂x4
(x)x3 = (x2

3 + 1)x2x1 + x4x3. (32)

Since∇(LGV (x)) = (x2(x
2
3 + 1), x1(x

2
3 + 1), x4 + 2x1x2x3, x3), we get

LfLGV (x) = x2
2(2x

2
3 + 1) + x2

4 − x2
1〈x1〉 − x2

3〈x3〉. (33)

We now check that Assumptions 1 and 2 are satisfied. SinceLfV (x) = 0 andLgV (x) = [x2 x4]

everywhere, Assumption 1 is satisfied. IfLgV (x) = 0, thenx2 = x4 = 0, in which case we get

LfLGV (x) = −x2
1〈x1〉−x2

3〈x3〉. It follows that if x 6= 0 andLgV (x) = 0, thenLfLGV (x) < 0.

Therefore Assumption 2 is satisfied. Hence, Theorem 1 applies. Consider the function

V ♯(x) = 40[2 + 2V (x)]6 + LGV (x)− 40(26) . (34)

Simple multiplications show80[2 + 2V (x)]6 ≥ V ♯(x) ≥ 3 (x2
1 + x2

2 + x2
3 + x2

4) for all x, soV ♯

is positive definite and radially unbounded. Moreover, we see that along the trajectories of (29)

after the change of feedback (31),

V̇ ♯(x) = 480[2 + 2V (x)]5(x2τb + x4Fb) + x2
2(2x

2
3 + 1) + x2

4 − x2
1〈x1〉 − x2

3〈x3〉
+x1τb + x3Fb ,

(35)

sinceV̇ (x) = x2τb + x4Fb. Therefore, from the triangle inequality, we deduce that

V̇ ♯(x) ≤
√

1 + x2
1τ

2
b + 480[2 + 2V (x)]5x2τb + x2

2(2x
2
3 + 1)

+
√

1 + x2
3F

2
b + 480[2 + 2V (x)]5x4Fb + x2

4 − 1
2
x2
1〈x1〉 − 1

2
x2
3〈x3〉 .

(36)

We demonstrate now thatV ♯ is a CLF for (29) by showing that the right hand side of (36) is

negative definite for the feedbacks

τb = −x2〈x2〉 , Fb = −x4〈x4〉. (37)

To this end, notice that we have

V̇ ♯(x) ≤ T1(x)x
2
2〈x2〉+ T2(x)x

2
4〈x4〉 − 1

2
[x2

1〈x1〉+ x2
2〈x2〉+ x2

3〈x3〉+ x2
4〈x4〉] (38)

where we define theTi’s by T1(x) =
√

1 + x2
1 − 480(2 + 2V (x))5 + 2

√

1 + x2
2(2x

2
3 + 1) + 1

2

andT2(x) =
√

1 + x2
3 − 480(2 + 2V (x))5 + 2

√

1 + x2
4 +

1
2
. From the expression ofV (x), we

deduce thatT1 andT2 are nonpositive and therefore

V̇ ♯(x) ≤ −1

2

[

x2
1〈x1〉+ x2

2〈x2〉+ x2
3〈x3〉+ x2

4〈x4〉
]

. (39)

The right hand side of this inequality is negative definite and the feedbacks resulting from (31)

and (37) are bounded in norm by1. This concludes the proof.
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VI. ROBUSTNESS TOACTUATOR ERRORS

Theorem 1 provided a stabilizing feedbacku = K1(x) such thatẋ = f(x) + g(x)K1(x) is

globally asymptotically stable (GAS) tox = 0. Moreover, for eachε > 0, we can chooseK1 to

satisfy |K1(x)| ≤ ε for all x ∈ R
n.

One natural and widely used generalization of the GAS condition is the so-called input-

to-state stable (ISS) property [18]. For a general nonlinear systemẋ = F (x, d) evolving on

R
n × R

m (whered represents the disturbance), the ISS property is the requirement that there

existβ ∈ KL andγ ∈ K∞ such that the following holds for all measurable essentially bounded

functionsd : [0,∞) → R
m and corresponding trajectoriesx(t) for ẋ(t) = F (x(t),d(t)):

|x(t)| ≤ β(|x(0)|, t) + γ(|d|∞) ∀t ≥ 0. (ISS)

Here | · |∞ is the essential supremum norm. The ISS property reduces to GAS to 0 for systems

with no controls, in which case the overshoot termγ(|d|∞) in the ISS decay condition is0; see

also [11], [12] for the relationship between the ISS property and asymptotic controllability. It is

therefore natural to look for a feedbackK(x) for (1) (which could in principle differ fromK1)

for which

ẋ = F (x, d) := f(x) + g(x)[K(x) + d] (40)

is ISS, and for which|K(x)| ≤ ε for all x ∈ R
n, whereε is any prescribed positive constant.

In other words, we would want an arbitrarily small feedbackK that renders (1) GAS tox = 0

and that has the additional property that (40) is also ISS with respect to actuator errorsd.

However, it is clear that this objective cannot be met, sincethere is noboundedfeedback

K(x) such that the one-dimensional systemẋ = K(x) + d is ISS. On the other hand, if we add

Assumption 3:A positive nondecreasing smooth functionD such that (i)
∫ +∞

0
1

D(s)
ds = +∞

and (ii) |LgV (x)| ≤ D(V (x)) for all x ∈ R
n is known.

whereV satisfies our continuing Assumptions 1-2, then any feedbackK := −ξ(V (x))LgV (x)⊤,

obtained from Theorem 1 for the control affine systemẋ = f(x) + g(x)u and chosen such that

|ξ(V (x))LgV (x)| ≤ ε for all x ∈ R
n, also renders (40)integral-input-to-state stable (iISS). For a

general nonlinear systeṁx = F (x, d) evolving onRn×R
m, the iISS condition is the following:

There existβ ∈ KL and α, γ ∈ K∞ such that for all measurable locally essentially bounded
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functionsd : [0,∞) → R
m and corresponding trajectoriesx(t) for ẋ(t) = F (x(t),d(t)),

α(|x(t)|) ≤ β(|x(0)|, t) +
∫ t

0

γ(|d(s)|)ds ∀t ≥ 0. (iISS)

The iISS condition reflects the qualitative property of having small overshoots when the distur-

bances have finite energy. It provides a nonlinear analog of “finite H2 norm” for linear systems,

and thus has obvious physical relevance and significance [2], [3]. Assumptions 1-3 hold for our

example in the previous section, since in that case,|LgV (x)| ≤ 2(V (x) + 2) for all x ∈ R
n, so

we can takeD(s) = 2(s+ 2). In fact, our assumptions hold for a broader class of Hamiltonian

systems as well; see Remark 5 below.

To verify that the Theorem 1 feedback also renders (40) iISS,we begin by fixingε > 0 andV

satisfying our Assumptions 1-3, and applying our theorem toẋ = f(x) + g(x)u. This provides

a CLFU for (1) and a corresponding positive functionξ that satisfies|ξ(V (x))LgV (x)| ≤ ε for

all x ∈ R
n. The CLFU has the form (9). By reducingδ andδ′ from Section IV-A, and replacing

D(p) with p 7→ D(2p) + 1 in Assumption 3 without relabelling, we can assume

|LgU(x)| ≤ D(U(x)) ∀x ∈ R
n. (41)

Then

Ũ(x) =

∫ U(x)

0

dp

D(p)
, where U(x) = V (x) + δ(V (x))LGV (x) (42)

is again a CLF for our dynamic (1), since our choice ofD gives Ũ(x) → +∞ as |x| → ∞
becauseU is radially unbounded, and because∇Ũ(x) ≡ ∇U(x)/D(U(x)) (which gives the

CLF decay condition). The smoothness ofŨ follows becauseU andD are both smooth. Finally,

(41) gives

|LgŨ(x)| = |LgU(x)/D(U(x))| ≤ 1 ∀x ∈ R
n. (43)

We next choose the smooth feedbackK1(x) = −ξ(V (x))LgV (x)⊤, whereξ is a smooth positive

function satisfying the above requirements, soK1 renders (1) GAS tox = 0, by Theorem 1. To

check thatK(x) := K1(x) also renders (40) iISS, notice that our choice ofK1 and (43) give

∇Ũ(x)F (x, d) = ∇Ũ(x)[f(x) + g(x)K1(x)] + LgŨ(x)d

≤ −α5(|x|) + |LgŨ(x)| |d| ≤ −α5(|x|) + |d|
(44)

for all x andd and some continuous positive definite functionα5. Inequality (44) says (see [3])

that the positive definite radially unbounded smooth function Ũ is an iISS-CLF for (40). The
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fact that (40) is iISS now follows from the iISS Lyapunov characterization [3, Theorem 1]. We

conclude as follows:

Corollary 4: Let the data (3) satisfy Assumptions 1-3 for some vector fieldG : Rn → R
n and

V : Rn → R, and letε > 0 be given. Then there exist smooth functionsδ, ξ : [0,∞) → [0,∞)

such that (i) the system (40) with the feedbackK(x) := −ξ(V (x))LgV (x)⊤ is iISS and has a

smooth iISS-CLF of the form (42) and (ii)|K(x)| ≤ ε for all x ∈ R
n.

Remark 5:Assume the Hamiltonian system (8) satisfies the conditions (a)-(b) we introduced

in Section III as well as the following additional condition: (c) There existλ, λ̄ > 0 such that

spectrum{M−1(q)} ⊆ [λ, λ̄] for all q. (Assumption (c) means there arepositive constantsc

and c̄ such thatc|p|2 ≤ p⊤M(q)p ≤ c̄|p|2 for all q and p.) Then (8) satisfies our Assumptions

1-3 and so is covered by the preceding corollary. In fact, we saw on p. 5 that (a)-(b) imply

that Assumptions 1-2 hold withV = H, and then Assumption 3 follows from (c) because

|LgV (x)|2 = |p⊤M−1(q)|2 ≤ λ̄2|p|2 ≤ (λ̄2/λ)p⊤M−1(q)p ≤ 2(λ̄2/λ)V (x) for all x = (q, p). We

can chooseD(s) :=
√

2(λ̄2/λ)(s+ 1).

VII. CONCLUSION

We showed how to construct control-Lyapunov functions for fully nonlinear systems satisfying

appropriate generalizations of the Jurdjevic-Quinn conditions. We also constructed feedbacks of

arbitrarily small norm that render our systems integral-input-to-state stable to actuator errors.

Our constructions apply to important families of nonlinearsystems, and in particular to systems

described by Euler-Lagrange equations. Redesign and further robustness analysis for our systems

via our construction of control-Lyapunov functions will besubjects of future work.
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