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A Pseudospectral Method for the Optimal Control of
Constrained Feedback Linearizable Systems

Qi Gong, Member, IEEE, Wei Kang, Member, IEEE, and 1. Michael Ross

Abstract—We consider the optimal control of feedback lin-
earizable dynamical systems subject to mixed state and control
constraints. In general, a linearizing feedback control does not
minimize the cost function. Such problems arise frequently in
astronautical applications where stringent performance require-
ments demand optimality over feedback linearizing controls. In
this paper, we consider a pseudospectral (PS) method to compute
optimal controls. We prove that a sequence of solutions to the
PS-discretized constrained problem converges to the optimal solu-
tion of the continuous-time optimal control problem under mild
and numerically verifiable conditions. The spectral coefficients
of the state trajectories provide a practical method to verify the
convergence of the computed solution. The proposed ideas are
illustrated by several numerical examples.

Index Terms—Constrained optimal control, pseudospectral,
nonlinear systems.

I. INTRODUCTION

T IS well known [7], [8], [47] that it is extremely difficult to
I analytically solve a state- and control-constrained nonlinear
optimal control problem. The main difficulty arises in seeking
a closed-form solution to the Hamilton—Jacobi equations, or in
solving the canonical Hamiltonian equations resulting from an
application of the Minimum Principle. Over past decades, many
computational methods have been developed for solving non-
linear optimal control problems. For instance, in [8], various
numerical methods such as neighboring extremal methods, gra-
dient methods and quasilinearization methods are discussed in
detail. An update on these methods, along with extensive numer-
ical results is presented in [7]. In [28], a generalized gradient
method is proposed for constrained optimal control problems.
In [11], the feasibility and convergence of a modified Euler dis-
cretization method is proved. A unified approach based on a
piecewise constant approximation of the control is proposed in
[23].

Numerical methods for solving nonlinear optimal control
problems are typically described under two categories: direct
methods and indirect methods [3]. Historically, many early nu-
merical methods were based on finding solutions to satisfy a set
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of necessary optimality conditions resulting from Pontryagin’s
Maximum Principle [3][35]. These methods are collectively
called indirect methods. There are many successful implemen-
tations of indirect methods including launch vehicle trajectory
design, low-thrust orbit transfer, etc. [3], [6], [9]. Although
indirect methods enjoy some nice properties, they also suffer
from many drawbacks [2]. For instance, the boundary value
problem resulting from the necessary conditions are extremely
sensitive to initial guesses [8][2]. In addition, these neces-
sary conditions must be explicitly derived—a labor-intensive
process for complicated problems that requires an in-depth
knowledge of optimal control theory.

Over the last decade, an alternative approach based on
discrete approximations has gained wide popularity [27], [2],
[13], [15], [26], [46] as a result of significant progress in
large-scale computation and robustness of the approach. The
essential idea of this method is to discretize the optimal control
problem and solve the resulting large-scale finite-dimensional
optimization problem. These types of methods are known as
direct methods whose roots can be traced back to the works
of Bernoulli and Euler [39]. The simplicity of direct methods
belies a wide range of deeply theoretical issues that lie at
the intersection of approximation theory, control theory and
optimization. Regardless, a wide variety of industrial-strength
optimal control problems have been solved by this approach
(21, [301, [33], [37].

Considering the widespread use of discrete approxima-
tions, it might appear to a novice that theoretical questions
regarding the existence of a solution and convergence of the
approximations have been answered satisfactorily. While this
is somewhat true of Eulerian methods [29], [12], [13], [35],
[11] corresponding results for higher-order methods are not
only absent, but a number of interesting results are reported
in the literature. For example, Hager [26] has shown that a
“convergent” Runge—Kutta method does not converge to the
continuous optimal solution despite the fact that it satisfies
the standard conditions in the Butcher tableau. On the other
hand, Betts et al. [1] show that a nonconvergent Runge—Kutta
method converges for optimal control problems. Thus, it is not
surprising that even for Eulerian methods, significant restric-
tions and assumptions are necessary for proofs of convergence,
particularly for state-constrained problems [13]. Note that these
issues are quite different from those that were raised in the
early days of optimal control as summarized in [35]. While
Eulerian methods are widely studied and useful for a theoretical
understanding of discrete approximations, they are not prac-
tical for solving industrial strength problems, especially the
so-called multiagent problems that require real-time solutions

0018-9286/$20.00 © 2006 IEEE
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TABLE 1
COMPARISON OF DIFFERENT DISCRETIZATION METHODS
Pseudospectral Hermite-Simpson Euler
Nodes Error Time Nodes Error Time Nodes Error Time
10 1.5458 x 1073 | 0.155s 10 1.0747 x 1072 | 0.156s 100 | 1.5071 x 1072 | 0.782s
12 1.2366 x 10~4 | 0.264s 25 1.6482 x 10~3 | 0.250s 200 7.5681 x 103 3.117s
14 8.6362 x 10=6 | 0.263s 40 6.3733 x 10~% | 0.452s 300 5.0534 x 10~3 8.182s
16 5.4438 x 10~7 | 0.279s 55 3.3551 x 104 | 0.779s 400 3.7915 x 103 | 23.037s
18 3.2477 x 1078 | 0.326s 70 2.0740 x 10™% | 1.465s 500 | 3.0351 x 1073 | 37.451s
10° T T T T T T
107 F
g 107k
@
10°
10 ; i i ; i i ‘

6 8 10 12

14 16 18

Number of the nodes

Fig. 1. Demonstrating the exponential convergence rate of a PS method.

[43]. Among many, one of the reasons for their limitation is that
they generate a much larger-scale optimization problem than
say, a higher order scheme like a Runge—Kutta method [14].

In this paper we focus on direct pseudospectral (PS) methods.
PS methods were largely developed in the 1970s for solving
partial differential equations arising in fluid dynamics and me-
teorology [10], and quickly became “one of the big three tech-
nologies for the numerical solution of PDEs” [45]. During the
1990s, PS methods were introduced for solving optimal control
problems [15]-[18]; and since then, have gained considerable
attention [19], [30], [33], [37], [44], [48]. One of the main rea-
sons for the popularity of PS methods is that they demonstrably
offer an exponential convergence rate for the approximation of
analytic functions [45] while providing Eulerian-like simplicity.
Thus, for a given error bound, PS methods generate a signif-
icantly smaller scale optimization problem when compared to
other methods on problems with highly smooth solutions. This
property is particularly attractive for control applications as it
places real-time computation within easy reach of modern com-
putational power [43]. To illustrate these points, consider the
nonlinear optimal control problem shown in the equation at the
bottom of the page.

Example 1: Tt is straightforward to show that the exact
optimal control is given by u*(t) = —(8/(2+t)?). Now,
consider three different discretizations of the problem: Euler,
Hermite—Simpson [27] and PS. Part of the reason for choosing
the Hermite—Simpson discretization scheme for comparison
is because it is a widely used method and forms the basis of
well-known commercial optimal control software packages
such as OTIS [34] and SOCS [2]. Since different imple-
mentations, in terms of software and hardware, of the same
discretization method may cause variations in the results, the
simulations reported in Table I are to be considered as illustra-
tive. The column labeled “Nodes” denotes the number of nodes
used in the discretization; the “Error” column denotes the max-
imum error in control between the discrete and exact solutions;
and, the “Time” column represents the computer run-time
for the calculation of the solution. All of the discretization
methods are implemented on the same computational hardware
(Pentium 4, 2.4-GHz with 256 MB of RAM) and software
(MATLAB 6.5 under Windows XP). The resulting nonlinear
programming problems were solved by the sequential quadratic
programming (SQP) method of SNOPT [22]. A quick glance at
the table illustrates that the PS method achieves a much higher

Minimize J[z(-),u(-)] =

Subjectto @1 (t) = 23(t)
To(t) = u(t)
(:171(0
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Fig. 2. Discrete optimal solution for Example 2 by a PS method with 10 nodes.

accuracy with a significantly smaller number of nodes and
run time than the other methods. The third column of Table I
demonstrates the linear convergence rate of the Euler method
as has been proved in [13]. For the Hermite—Simpson method,
our numerical experiment shows that the convergence rate is
N~197_ From the logarithmically scaled ordinate of Fig. 1, it
is not difficult to see the exponential convergence rate of the PS
method.

This simple example illustrates the spectral convergence
property of PS methods and its viability for real-time com-
putation [43]. Experiments with other problems show similar
behavior; see, for example, Lu et al. [33] who report a similar
observation with regards to a launch vehicle ascent problem
which is significantly more complicated than Example 1. Com-
putational experience suggests that PS methods may also have
better robustness than other discretizations. This is quickly
illustrated by the following example adapted from [46].

Example 2:

( Minimize J[z(-),u(-)] = fol Tou dt
Subjectto  &1(t) = za(t)
i,'z(t) = —il?g(t) + u(t
To(t) > 0 (L1
0<u<?2
(21(0), 22(0)) = (0, 1)
\ (#1(1), 22(1)) = (1,1).

This problem describes a particle moving under friction, where
x1 1s the position, x is the velocity and w is the applied force.
The optimal control problem is to minimize the total amount
of work done. From physical considerations or a direct appli-
cation of the Minimum Principle, it is easy to verify that the
optimal control is a constant that is equal to the amount of force
required to maintain the initial speed. Since the optimal solution
is smooth, a PS method is expected to achieve superior perfor-
mance; this is demonstrated in Figs. 2 and 3 shows the results for
the Hermite—Simpson and Euler discretizations. The nonlinear
programming (NLP) solver and the computer used are exactly
the same as those used in the PS method. It is clear that the dis-
crete optimal controllers resulting from the Hermite—Simpson
and the Euler methods are incorrect. One might expect an im-
provement in the solution with an increase in the number of
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nodes. That this is not true is also demonstrated in Fig. 3(b) and
(d), where additional nodes are added. This phenomenon was
reported in [46] with similar conclusions for the midpoint and
trapezoidal discretizations. Furthermore, the phenomenon was
also invariant with respect to two different types of NLP solvers:
SNOPT [22] (a sequential quadratic programming solver) and
LOQO [46] (an interior point solver). The failure of traditional
methods on this problem is due to the well-known problems of
computation along singular arcs [2].

As a result of similar experiences with many other problems
at NASA, the next generation of the OTIS software package [34]
will have the Legendre PS method as a problem solving option.
Further details on NASA’s plans are described at: http://trajec-
tory.grc.nasa.gov/projects/lowthrust.shtml. In addition, the soft-
ware package, DIDO [38] (developed by one of the authors),
uses PS methods exclusively for solving optimal control prob-
lems. Part of the appeal of PS methods for control application
is that it offers a ready approach to exploiting differential-geo-
metric properties of a control system such as convexity and dif-
ferential flatness [40]. In this paper, we exploit the normal form
of feedback linearizable dynamics.

Much of the prior work on PS methods for control has largely
focused on the development of the techniques, algorithms, and
engineering applications. Rigorous convergence proofs and
error estimation formulas are essentially unavailable. This is,
in part, because PS methods for control are of recent vintage
when compared to, say, the Runge—Kutta methods. In addition,
standard convergence theorems frequently employed in the
numerical analysis of differential equations are not applicable
to discretizations of optimal control problems as has been
noted by Betts et al. [1] and Hager [26]. Hager [26] has derived
additional conditions for convergence of Runge—Kutta methods
by eliminating the discrepancies that arise in the discrete
costate equations. On the other hand, Betts ez al. [1] show that
“nonconvergent” Runge—Kutta (implicit) methods converge for
discretizations of optimal control problems. What has emerged
in recent years is that the convergence theorems of Eulerian
methods are not portable to higher order methods. Furthermore,
with regards to PS methods, its marked differences with other
methods imply that standard convergence theorems are not
applicable for PS discretizations. Thus, a new approach is
needed to address some fundamental questions. In this paper,
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Fig. 3. Discrete optimal solutions for Example 2 by Hermite-Simpson and Euler methods.

we address some of these basic questions. For example, does
the discretized problem always have a solution if a solution to
the continuous-time problem exists? If so, under what condi-
tions? Does the discretized solution converge to the continuous
optimal solution? These questions are of interest not only from
a theoretical standpoint, but are also of great practical value,
particularly in the real-time computation of optimal control
[43].

If a dynamical system can be written in normal form, it
permits a modification of the standard pseudospectral method
[15], [42] in a manner that is similar to dynamic inversion. That
is, we seek polynomial approximations of the state trajectories
while the controls are determined by an exact satisfaction
of dynamics. This modification of a pseudospectral method
permits us to prove sufficient conditions for the existence and
convergence of PS discretizations. Furthermore, our method
allows one to easily incorporate state and control constraints
including mixed state and control constraints. Note that we do
not linearize the dynamics by feedback control; rather, we find
the optimal control for a generic cost function. Such problems
are particularly common in astronautical applications where
stringent performance requirements demand that the control be
optimal rather than merely feasible as implied by the linearizing
control. We show that, under mild and verifiable conditions, the
PS discretized optimization problem always has a feasible so-
lution. This is in sharp contrast to a noncontrol-affine dynamics
which requires a relaxation of the dynamical constraints [24],
[25]. Further, we show that the numerical solution converges to
the solution of the original continuous-time constrained optimal

control problem. We illustrate our methods using several ex-
amples including one from robotics for which no closed-form
solution is presented in the literature.

The paper is organized as follows. In Section II, we briefly
present a PS discretization method for constrained nonlinear op-
timal control problems. Section III contains the main results re-
garding existence and convergence of the PS discretization. In
Section IV, some remarks and extensions of the main results are
presented. Finally, in Section V, we illustrate a few key points
by computing solutions to some specific problems.

Throughout this paper we make extensive use of Sobolev
spaces, WP that consists of functions, £ : [—1,1] — R whose
jth distributional derivative, £(7), lies in L? for all 0 < j < m
with the norm

€llwmr =D 1ED L

7=0

A definition of distributional derivatives can be found in the
Appendix of [10]. For notational ease, we suppress the depen-
dence of W™ P on vector-valued functions.

II. THE PROBLEM AND ITS DISCRETIZATION

We consider the following mixed, state- and control con-
strained nonlinear Bolza problem (Problem B) with single input
feedback linearizable dynamics.
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Problem B: Determine the state-control function pair ¢ —
(z,u) € R x R that minimize the cost function

o1
(), ul-)] = /71 F(x(t),u(t)) dt + E(z(-1),z(1))
1.2)

subject to the dynamics

#1(t) = m2(t)

(IL.3)

(I1.4)

and path constraints

h(z(t),u(t)) <0 L5)
wherez e RM,u e Riand F: R"XR—- R, F:R" xR" —
R,f :R — Rg:R — Re: R xR — R and
h : R" x R — R? are Lipschitz continuous (over the domain)
with respect to their arguments. For controllability reasons, we
assume g(x) # 0 for all z. In addition to these standard assump-
tions, we assume that an optimal solution (z*( - ), u*(-)) exists
with the optimal state, 2(-) € W™, m > 2. Note that, if
x%(t) is C' and @7 (t) has bounded derivative everywhere ex-
cept for finitely many points on the closed interval ¢ € [—1,1],
then z7( - ) belongs to W2°°. On the other hand, by Sobolev’s
Imbedding Theorems [10], any function x(-) € W™ m >
2 must have continuous (m — 1)th order classical derivatives
on [—1, 1]. Therefore, this condition requires the optimal state
x(t) be at least continuously differentiable.

Remark 1: Pseudospectral methods are not limited to dynam-
ical systems in normal form; in fact, they are applicable to far
more general nonlinear systems; see for example, [42], [24], and
the references contained therein. What the normal form facili-
tates is a proof of convergence of the computed system trajec-
tory without dualizing the problem.

Remark 2: In Problem B, we assume the time interval to be
fixed at [—1, 1] in order to facilitate a simpler bookkeeping in
using the Legendre pseudospectral method. If the physical time

0.2 0.4 0.6 0.8 1

domain of the problem is not [—1, 1], it can always be projected
to the computational domain [—1, 1] by a simple linear transfor-
mation [15], [20].

In the Legendre pseudospectral approximation of Problem
B, the basic idea is to approximate x(¢) by an N-th order
Lagrange interpolating polynomial, x™¥(¢), based on the
Legendre—Gauss—Lobatto (LGL) quadrature nodes. Let
to = -1 < t1 < --- < ty = 1 be the LGL nodes de-
fined as

to=—1,ty = 1,and
fork =1,2,...,N — 1,t; are the roots of Ly (t)

where Ly (t) is the derivative of the Nth-order Legendre poly-
nomial Ly (t). The distribution of the LGL nodes is illustrated
in Fig. 4. Note that the node distribution is not uniform. The high
density of nodes near the end points is one of the key properties
of PS discretizations in that it effectively prevents the Runge
phenomenon. Computational advantages of such nonuniformly
distributed quadrature nodes can be found in [5], [10], and [45].

Let :EkN and ﬂfy be an approximation of a feasible solution
(x(t),u(t)) evaluated at the node tz. Then, z™V(t) is used to
approximate z(t) by

a(t) maN(t) =D 2y di(t) (IL6)

0

where ¢ (t) is the Lagrange interpolating polynomial defined
by

1 (2 = 1)L (1)

)= NN DInG)  T-t @7

It is readily verifiable that ¢ (¢;) = 1,if k = j and ¢ (¢;) = 0,
if & # j. The precise nature of the approximation indicated in
(I1.6) is the main focus of this paper. From (II.3), the control that
generates the approximate state is given by

EO)) e

Note that u” (t) is not necessarily a polynomial and hence dif-
fers from a standard pseudospectral approximation. The deriva-
tive of #¥ (¢) at the LGL node t}, is given by

N
iN(t) =Y Dijal(t;),  i=1,2...r
7=0
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where the (V4 1) x (N +1) differentiation matrix D is defined

by
Ln(t) 1 P
Lg((?)) o ifi £k
N(N+1 S
Diy={ —a_» i=k=0 (I1.10)
BIGESS ] ifi=k=N
0, otherwise.

Throughout this paper, we use the “bar” notation to denote cor-
responding variables in the discrete space, and the superscript N
to denote the number of nodes used in the discretization. Thus,
let

=N =N =N

10 T11 TN
-N __ . N __ . =N __ .
Ty = : Ty = : T IN = :
71\7 N =N
Tro L1 Lrn

Note that the subscript in Zj' € R"" denotes an evaluation of
the approximate state, z¥ (t) € R™~, at the node t,. whereas
x(t) denotes the kth component of the exact state.

With these preliminaries, it is apparent that the approxi-
mate solutions must satisfy the following nonlinear algebraic
equations:

10 A
pl i |=| :
EJIVN xéVN
A zh)
D N = :
AR iVN
% F (@) +9 (@) ug
D = (II.11)
My f(ZN) + 9 (zx) uy

for feasibility with respect to the dynamics. In a standard pseu-
dospectral method, it is quite common [43], [20], [15], [40] to
discretize the mixed state- and control constraints as

h(zy . ay) <0, k=0,1,...,N. (I1.12)

Here, to guarantee feasibility we propose the following
relaxation:

h(zd,af) < (N—r)"™2.1,  k=0,1,...,N (IL13)

where 1 denotes [1,...,1]T. When N tends to infinity, the dif-
ference between conditions (II.12) and (II.13) vanishes, since
by assumption, m > 2. The purpose of this relaxation will be
evident in Section III. Similarly, we relax the endpoint condition
e(z(—1),z(1)) = 0, to an inequality, i.e.,

S iand (I1.14)

le(@d’ 23| .

Remark 3: The right-hand side of (II.13) and (II.14) can be

set to (N — r)~™%% provided 1 < a < 2. For simplicity, we
choose a = (3/2).

<(N -

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 51, NO. 7, JULY 2006

Remark 4: Although we do not directly use his results, the
relaxations in (II.13) and (II.14) are similar in spirit to Polak’s
theory of consistent approximations [36]. Also note that, even
for a simple Euler discretization, appropriate relaxations of the
endpoint condition and path constraint are essential to guarantee
convergence [11].

Finally, the cost functional J[z( - ), u( - )] is approximated by
the Gauss—Lobatto integration rule

Ja(-),u(-)] = IV (X, U ZZF Ty iy )

+F (zo ,x%)
where wy, are the LGL weights given by

2 1
Wi =
T NN +1) [Ly(t)]2
and X = [z{',..., 28], U = [&l’,...,af].

In utilizing existing nonlinear programming software, it is
often necessary to provide a search region for the algorithm. For
this reason, the following constraints are added:

{z; e X,y €V, k=0,1,...,N}

where X and U are two compact sets presenting the search
region and containing the continuous optimal solution
(z*(t),u*(t)). Hence, the optimal control Problem B can
be approximated to a nonlinear programming problem with
JN as the objective function and (I1.11), (II.13), and (II.14) as
constraints; this is summarized as follows.

Problem BN: Find z¥ € Xand 4} € U,k =0,1,...,N,
that minimize
N
IN(X,0) =Y F (2, a ) wy + E (3, 2y)  (IL15)
k=0
subject to
79 3
TN Thy
fiv—m z
D : =1 : (I1.16)
N AN
z (&) +9(7) g’
D = :
2y f (*N) +g(aN) af
_m 3
le (20, 28) || . +3 (I1.17)
h(zd,ap) < (N—r)—m+% 1. (I1.18)

Remark 5: It is clear that the state equations in
(II.16) have a lower triangular form. Decision variables

- N — — - N . . .
(:1799, .. a:éVN, ., z),...,zDy) are linear combinations of
(N, .., 7N). The preservatlon of the triangular structure can

be exp101ted for computational efficiency as illustrated in [43].
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III. MAIN RESULTS

In the previous section, we formulated a pseudospectral
method for solving continuous optimal control problems. In
this approach, a continuous optimal control problem is ap-
proximated by a problem of nonlinear programming, which
can be solved by an appropriate globally convergent algorithm
[4], such as for example, a sequential-quadratic programming
method. Although this approach has been successfully used
in solving an impressive array of problems (see, for example,
[43], [15], [20], [37], and [44]), some fundamental questions
regarding the existence and convergence of the approximations
have heretofore remained open. More specifically, we motivate
and investigate the following questions.

e Is there a feasible solution to the nonlinear algebraic
(I1.16)—(I1.17)—(11.18), if a feasible solution to the contin-
uous optimal control problem exists?

* Under what condition does a sequence of feasible solutions
of discrete Problem BYN converge to a feasible solution of
continuous Problem B?

» Ifasequence of discrete optimal solutions converges as the
number of nodes increases, does it converge to the original
optimal solution of Problem B?

These questions are not only important from a theoretical
standpoint, but they are also important practical questions, par-
ticularly for real-time computation. In this section, we provide
answers to these fundamental questions for feedback lineariz-
able systems.

A. Existence of a Solution to Problem BN

In the case of Eulerian discretizations, for any given initial
condition and control series, the states are uniquely determined.
Hence, there always exists a feasible solution to the discrete dy-
namic system. For Runge—Kutta methods, a similar property
holds if the mesh is sufficiently dense [26]. For pseudospec-
tral methods an existence result for controlled differential equa-
tions is not readily apparent. There are two main difficulties. PS
methods are fundamentally different than traditional methods
(like Euler or Runge—Kautta) in that they focus on approximating
the tangent bundle rather than the differential equation. Since
the differential equation is imposed over discrete points, in stan-
dard PS methods, the boundary conditions are typically handled
by not imposing the differential equations over the boundary [5].
This technique cannot be used for controlled differential equa-
tions as it implies that the control can take arbitrary values at the
boundary. Thus, PS methods for control differ from their stan-
dard counterparts in imposing the differential equation at the
boundary as well. An unfortunate consequence of this approach
is that the discretized dynamics may not have a feasible solution
as illustrated by the following example.

Example 3: Consider linear system

T1=x1+u
(II1.19)

j)2:$2+u.

1121

Its PS discretization is

=N =N N
710 T10 U
D = : + :
=N =N =N
TN TIN Un
=N =N N
T20 20 U
D . = . + .
=N =N N
Tan TaN Un
Therefore
=N =N
T10 T20
(D—-1) : =(D-1) :
7;]\' 7N
TiN T2N
Since D is nilpotent, (D — I) is nonsingular. Hence,
(@N, ..., zy) = (2%, ..., 7Dy). Therefore, if the initial

condition is such that ), # 2, the discretized dynamics
with arbitrary initial conditions has no solution, although a
continuous solution satisfying (III.19) always exists for any
given initial condition.

It can be shown that, for all uncontrollable linear systems,
the discretized dynamical equations have no feasible solution
for arbitrary initial conditions. The problem of existence of a
solution is further exacerbated for nonlinear systems.

The infeasibility problem can be overcome by either re-
stricting the system dynamic to some special structure like
feedback linearizable systems considered in this paper, or
simply relaxing the dynamics in the same manner as the re-
laxing of the end-point condition and path constraints [24],
[25]. In Theorem I, we prove that the feasibility of problem
BY is guaranteed. In addition, the construction of a feasible
solution developed in Theorem I is used in the proof of the
convergence result in Theorem 2. However, first, we need the
following lemma.

Lemma 1: Given any function {(t) € W™ ¢ € [-1,1],
there is a polynomial p” (¢) of degree NV or less, such that

l€(t) = pN (1) < CCoN™™  Vite[-1,1]  (I1.20)
where C' is a constant independent of N and Cy = ||€]|wm ..
(p™ (t) is called the best Nth-order polynomial approximation
of £(t) in the norm of L°°).

Proof: This is a standard result of polynomial approxima-
tions; see [10]. [ ]

Theorem 1: Given any feasible solution, ¢ — (z,u), for
Problem B. Suppose z,.(-) € W with m > 2. Then, there
exists a positive integer N; such that, forany N > N7, Problem
BY has a feasible solution, (72,45 ),k = 0,..., N. Further-
more, the feasible solution satisfies

|2(tr) — 2y | < L(N — )™ (II1.21)
lu(tr) — ug | < L(N — )™ (I11.22)
forallk = 0, ..., N, where L is a positive constant independent

of N.
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Proof: Let p(t) be the (N — r)th-order best polynomial
approximation of z,.(¢) in the norm of L>°. By Lemma 1, there
is a constant C; independent of [V such that

| ()
Define

T)l—m

—p(t)] < Ci(N - Vit € [-1,1]. (II1.23)

To(T)dT + 21(—1)

) = @), 2.(0)
U = D), i ).

Clearly, (%), ..., Z,(t) are polynomials of degree less than or
equal to N that satisfy the differential (II.3) with the initial con-
dition, £(—1) = z(—1). By definition, the derivatives of a poly-
nomial of degree less than or equal to IV evaluated at the nodes
to,...,tn are exactly equal to the values of the polynomial at
the nodes multiplied by the differentiation matrix D [10]. Thus,
if we let

we have
—N

Ti0 Z;(to)

Dl =
Ny i(tn)

~N
T (t Tit1,0
L+1 tN «fi\_if_l,N

where: =1,2,...
At i = r, we have

,7 — 1 and ZJ}, is the ith component of Z} .

zh, (o) i, (to)
D =D : =
A Zr(tn) dr(tn)
(

f(&(to)) + g(&(to))i(to)

) + g (tn)iltn)

, N, satisfy the discrete dif-

f(e(tn

Therefore, (7, uY ),k = 0,1,.
ferential constraints, (I1.16).

Next, we prove that the mixed state-control constraints (II.18)
are also satisfied. Based on (II1.23)

|z (t) — 2 (t)] < 2C1 (N — ) ™™

|21 (£) — #1(8)] < 2"CL(N — r)L1=™,
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Since m > 2 (by assumption), both z(¢) and Z(t) are contained
in some compact set whose boundary is independent of N. Fur-
thermore, as f and g are Lipschitz continuous in the compact
set (also by assumption), there is a constant Cy independent of
N such that

_4 T (t) — fz1(2), ..., 2.(F))
) == |7 @) )
p(t) B f(Al(t)7 .. 7£r(t))
g(&1(t), ., (1))
< Co(l2r(t) — p(E)| + |21 (t) — 21(8)] +
+ |z (t) — (1))
Hence, we have, forz = 1,..., T
lz;(t) — #i(t)] < C3(N —r)t=™ (I11.24)
lu(t) — a(t)] < C3(N —r)t-™ (I11.25)

forall t € [—1,1] and for some positive constant C'3 indepen-
dent of N. Because h(-) is Lipschitz continuous, we can also
write

(@ (t), u(t)) = h(&(t), a(t))[lo
< Cyllma(t) = 21(O)] + -+ + [z (t) = 20(1)]
+ |u(t) — a(t)])
< C3Cy(r + 1)(N — )=

where C} is the Lipschitz constant of A( - ) which is independent
of V. Hence

h(&(t), a(t))
h(z(t), u(t)) + C3Ca(r + 1)(N —

(N =)= 1.

T)l—m . 1

Since m > 2, there exists a positive integer N7 such that, for all
N > Nl,

C3Cy(r+ 1)(N — 7)™ < (N — 7)™ F3,

Therefore, &1 (tk),. .., &r(tr), 4(tx), k = 0,1,..., N, satisfy
the mixed state and control constraint (I.18) for all N > N;.

By a similar procedure, the fact that the endpoint condition is
satisfied according to (I1.17) can be proved. Hence, (Z7 , @y ) is
a feasible discretized solution. At ¢ = tj, (II.24) and (II1.25)
imply (II1.21) and (IT1.22). Thus, we have constructed a feasible
solution to problem BN that satisfies (II1.21) and (II1.22). [ |
B. Convergence of (T , a3 )

In the previous section, we proved that if Problem B has a
feasible solution, then Problem BY also has a feasible solu-
tion. Here, we will show that a sequence of feasible solutions
of Problem BN converges to a feasible solution of Problem B as
N — oo. In numerical analysis of ordinary differential equa-
tions, the convergence of Euler or Runge—Kutta methods are
well known. Sufficient conditions under which the numerical so-
lution converges to the continuous solution of an ordinary differ-
ential equation (ODE) can be found in textbooks. However, de-
spite many successful applications of pseudospectral methods,
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few results can be found in the literature regarding the conver-
gence of pseudospectral approximation of ordinary differential
equations. In this section, we provide a mild and numerically
checkable condition to guarantee such a convergence.

Let (z),ad),k = 0,1,...,N, be a feasible solution of
Problem BY. Denote ( ) the Nth-order interpolating poly-
nomial of (f% ,:Ef\]’\,) ie.,

N
Z jzk(bk
k=0

where ¢y(t) is defined by (I1.7). Thus, z¥ (t;,) =
1=1,2,...rand 0 < k < N. Also, denote

i=1,2,...,r (II1.26)

:T:f\,; for all

Wy = 0 - sz (0, .. )N ®

g(@N(t), ..., zN(t)).
From (I1.9) and (I1.16), we have u™ (t;) = 4} forall 0 < k <
N.

Now, consider a sequence of feasible solution of
Problem BN with N increasing from N; to infinity. Cor-
respondingly, we get a sequence of interpolating functions
{a¥(t),..., N (t),u™ (t)}¥_n, - Our convergence result is
based on the following assumption.

Assumption 1: Foreach 1 < i < r, the sequence {Z )} ¥_x,
converges as N — oo. Furthermore, there exists a continuous
function ¢(t) such that &Y (¢) converges to q(t) uniformly on

€ [-1,1].

Remark 6: In many optimal control problems, an initial
value of the state is fixed by the endpoint condition. Then,
from (IL17), it is easy to see the convergence of {Z[}3_x,
in Assumption 1 is automatically guaranteed. The second part
of the assumption requires the convergence of the derivative
of the interpolating polynomials of the last state variable. In
the next section, we provide a practical method to verify this
assumption.

Theorem 2: Let {(z} .0y ),0 < k < N}¥_y, be a se-
quence of feasible solution to Problem BYN. Suppose Assump-
tion 1 holds. Then, {Z} , 4} }3_, converges uniformly in k to
a feasible solution of Problem B. More specifically, there exists
a solution of the differential (I.3), (2°°(t),u>°(t)), satisfying
the endpoint condition (II.4) and the path constraint (IL.5), such
that the following limit converges uniformly in k:

Jim Ty —2™(ty)) =0 (111.28)
Jim ap —u>(ty)) =0 (I11.29)

In addition, let {Z (£)}%°_ v, be a sequence of polynomials de-
fined by (I1.26) and {u® (£)}3°_, be a sequence of functions
constructed by (II1.27), then the following limit converges uni-
formly in ¢:

Jim (N (t) —2>=(t)) =0 (I11.30)
lim (@™ (t) —u™(t)) =0 (I11.31)
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Proof: Based on Assumption 1, let ¢(¢) be the limit of
@ (t) and ;0 be the limit of {Z]} }3_ v, - Then, define the fol-
lowing functions:

0= [ ar)ir + oo

t
22 (1) = /1 22 ()T + 210

: t
22 (8) = / aF(r)dr +

q(t) = @ @), ..., 2 (1))

g(@go(t), ... a2 (1))
Clearly, the pair, (z°°(t), u>(t)), satisfies the differential (I1.3).
Let 2 (¢) be the interpolating polynomial of z3, - - -, 2, de-
fined by (II1.26). Because (72 ,uy ) satisfies discrete state
(I1.16), it is easy to see

u™(t) =

i (to) zl 20
: =D : =
va(tN) _f\zr\f fﬁH,N
L+1(t0)
a2 ()
fors =1,2,...,r — 1. Hence the Nth-order polynomial,

@) (t) -

xﬁ-l(t)

has N + 1 distinct rootsto,...,ty. Therefore, N (t) =
aN(t),i =1,...,r — 1. By Assumption 1, &) (t) converges
uniformly to ¢(t); hence,

t
lim &N (1)dr + z0
N—o0 1

[1 q(7)dr + zpg = z2°(1).

Moreover, it is easy to show that this convergence is uniform in
t. Therefore

Ny —
N o (1) =

ot
lim N (r)dr + z,_1
N—oo 1 ’

lim :EN
N —oo

1(t) =
t

= [ R+ a0 = a2, 1),
—1

Following the same procedure, we can prove
(111.32)

K2

: N _ oo
]\;L{I})Ou (t) = u™(t)

J\;im e (t) = 25°(t), i =1,2,...,7
(I11.33)

uniformly in ¢. Therefore, (I11.28)—(I11.31) are proved. The ini-
tial condition e(2°°(—1),2°°(1)) = 0 follows directly from the
convergence property, since

e(z(=1),z°(1)) = lim e(z™(-1),2" (1))

N—o0

— N =N

= lim e(zg ,2y) = 0.
N—oo
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To prove that (z°°(t), u>(¢)) is a feasible solution to Problem
B, it is now sufficient to prove that the mixed state-control con-
straint h(z>°(t),u*(t)) < 0 is satisfied. Suppose that at some
time ¢’ € (—1, 1] there is some 7 € [1,2,..., s| so that

hi(z>(t'),u>(t")) > 0.

Since the nodes t; are dense as N tends to infinity [21], there
exists a sequence j7 that satisfies

0<;N<N

lim #;v = t
N—oo

Because (II1.28) and (II1.29) converge uniformly, we have

A}Ego hz(jj\fv,ﬂ%) = hi(z>(t"),u>™(t")) > 0.
This contradicts the mixed state-control constraint, (II.18),
in which the relaxation on the right side of the inequality
approaches zero as N — oo. [ |

C. Convergence of the Approximate Optimal Solutions

In the previous section, we proved a sufficient condition under
which a sequence of discrete feasible solutions of Problem BN
converges to a feasible solution of the original continuous op-
timal control problem. Now, we study a sequence of special
discrete feasible solutions. These are the optimal solutions of
Problem BN . Naturally, the question we must answer is: Under
what condition does the sequence converge to the optimal solu-
tion of the continuous problem, and the cost (II.15) converges
to the optimal cost function (II.2). At a first glance, the answer
to this question seems simple if the numerical ODE solver used
in the approximation is convergent. However, a close analysis
reveals the difficulty when optimization is involved. Indeed, de-
spite the simplicity of the Euler’s method, the convergence of
the Eulerian discretization of continuous optimal control prob-
lems has been an active research subject for a long period of
time and a general error estimation was obtained just a few
years ago [13]. Given the difficulty posed by Eulerian methods,
it should be no surprise that proofs of convergence for non-
Eulerian methods are even more difficult. Actually there are
counter examples showing that a sequence of discrete optimal
control based on certain Runge—Kutta approximation method
does not converge to the optimal solution of the original problem
[26], despite the fact that the system satisfies the standard con-
ditions of Butcher. This is partially because dualization and
discretization are not commutative operations [42] and, hence,
standard convergence theorems associated with the discretiza-
tion of differential equations are not applicable for the analysis
of optimal control problems.

To prove the convergence of the discrete optimal solutions,
existing results require strong conditions, for instance, the coer-
civity type of conditions [13], [26] or Lipschitz continuity of the
inverse KKT mapping [24]. These conditions are not easily ver-
ifiable. Some conditions require information of the continuous
optimal solution which is extremely difficult to get for nonlinear
constrained systems. In the next section, we prove Theorem 3
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to show that, under a practically verifiable condition (Assump-
tion 1), a sequence of discrete optimal solutions converges to
the optimal solution of the original continuous problem. Dif-
ferent from Theorem 2, where we prove the convergence of dis-
crete feasible solutions, now the optimality of the solution is
also guaranteed.

Theorem 3: Let {(z}N, uiN),0 < k < N}¥_y, be a se-
quence of optimal solution of Problem BN. Suppose the se-
quence satisfies Assumption 1. Then, there exists an optimal
solution, (*(-),u*(-)), to Problem B such that the following
limits converge uniformly for 0 < £ < N

: —*N_ * _
A}gléo (N =z (tr)) =0
Jim (5 () = 0
Jim IN(X*,U%) = J(x*(-),u*(-)). (IL34)

In order to prove Theorem 3, we need the following two
lemmas.

Lemma 2: Let tp,k = 0,1,..., N, be the LGL nodes, and
wy, be the LGL weights. Suppose £(¢) is Riemann integrable;
then,

o1 N
/ E(t)dt = lim > &(tr)wy.
J-1 k=0

Proof: See [21]. [ |
Lemma 3: Letty, k= 0,1,..., N, be LGL nodes. Suppose
that x(¢) and u(t) are continuous on [—1, 1]. Assume

Jim |z — z(ty)] = 0 (I11.35)
Jim lay —u(ty)| =0 (I11.36)

uniformly in &, then we have
lim JY(X,0) = J(z(-),u(-)) (11.37)

N—oo

where JV and .J are the cost functions defined by (I1.2) and
(I1.15), respectively.

Proof: From the uniform convergence property of
(z,al), it is easy to conclude (Z2,@Y) is bounded for all
N > 1and 0 < k < N. Therefore, by the fact that F'(z,u) is

Lipschitz continuous, we have

|F(a(te),u(te) — F (7, ap )|
< K (|o(te) — 22| + |ultr) — uy|)

for some K > 0 and forall N > 1,0 < k < N. Furthermore,
F(x(t),u(t)) is continuous in ¢. Thus, by Lemma 2, we have

/ Fla(t), u(®)dt = Jim 3" F(a(t), u(t))wr.

1 N —oo -



GONG et al.: A PSEUDOSPECTRAL METHOD FOR THE OPTIMAL CONTROL OF CONSTRAINED FEEDBACK LINEARIZABLE SYSTEMS

Therefore

.1 N
/ 1F(z(t),u(t))dt = Jim_ (ZF (7, ay ) wy
- k=0
N
+ > (F(a(te),u(te) — F (23 a7 ) wk) .

k=0

From the uniform convergence of (II1.35) and (II1.36) and the
property of wy,

N
Zwk =2
k=0

we know that

lim
N—oc0
k=0
N
< ]\}En Kkz_o (lx(tk) — I, | + |u(tk)) — Uy, |) Wi,
=0.
Thus
.1 N
/ F(w(t), u(t))dt = Jim F (z ,ap ) wg. (IL38)
-1 k=0

It is obvious that

Jim (70, 2N) = E(z(~1),z(1)). (I11.39)
Thus, the limit in (I11.37) follows (I11.38) and (II1.39). [

Proof of Theorem 3: From Theorem 2, we know that the dis-
crete optimal solutions converge uniformly to a feasible trajec-
tory of the continuous problem. More specifically, there exists
a continuous feasible solution, (x*°(¢),u>(t)), of Problem B
such that

A}im (ZF —z=(tx)) =0
lim (@) —u™(tx)) =0

uniformly for 0 < k < N. Let, JN¥(X*,U*) and
J(x*(-),u*(-)) denote the optimal costs of Problem BN
and Problem B, respectively, i.e.,
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where (z*(-),u*(-)) denotes any optimal solution of Problem
B satisfying (- ) € W > withm > 2, (the optimal solution
may not be unique). According to Theorem 1, there exists a
sequence of feasible solutions, (i“kN , ﬂfcv ), to Problem BY that
converge uniformly to (z*(¢), u*(¢)). Now, from Lemma 3 and
the optimality of (z*(t), u*(t)) and (z;, u;Y), we have

J(@* (), u () < J(@=(-),u>())
= lim JV(X",07)
< lim JY¥(X,0)
= (@ (), u* ().

Hence, J(z*(-),u*(-)) = J(@*(-),u(-)). This is equiv-
alent to saying that (2°°(¢),u>°(t)) is a feasible solution that
achieves the optimal cost. Therefore, (2>°(t),u>(t)) is an op-
timal solution to the continuous optimal control Problem B. ®

IV. REMARKS AND EXTENSIONS

A. Some Remarks on the Existence and Convergence

By Theorems 2 and 3, if the discrete optimal solution con-
verges, the limit points must lie on the optimal solution of the
continuous problem. Therefore, without knowing the optimal
solution to the continuous optimal control Problem B, one can
still verify the optimality and the feasibility of the discrete so-
lution. The proof of the theorems also established a stronger re-
sultin which the interpolating polynomials 2 (#) of the discrete
solution uniformly converge to the continuous solution z*(t);
and the corresponding ™ () uniformly converges to u* () for
t € [—1,1]. Therefore, we can reconstruct the continuous op-
timal solution from the discrete one by interpolation. As a result,
the optimal control can be evaluated at points different from the
LGL nodes.

Note that, although we focus our attention on the Legendre PS
method, Theorems 1 and 2 remain valid for other types of nodes
and discretization based on interpolation such as the ones dis-
cussed in [16], [19]. More specifically, given any set of nodes,
{tkN}lngN,Nzl, of an interval [a, b], suppose that the nodes
are dense. Let d)fcv(t) be the interpolating polynomial of order
N, which equals 1 at tkN and O at all other nodes. Then, define
the matrix D so that its sth row consists of the value of deriva-
tives of @7 (t) at tY for 0 < i < N. Then, (IL16)—(IL.18) is
a discretization of Problem B. Similar proofs can be applied to
show that Theorems 1 and 2 hold (under Assumption 1) for this
set of nodes. There are essentially two reasons why we prefer
to use LGL nodes in our algorithm: 1) it allows us to use accu-
rate Gauss quadrature integration thereby improving the accu-
racy and convergence rate of the discrete approximation; and 2)
LGL type of quadrature nodes can effectively prevent the Runge
phenomenon [10], [5] which violates Assumption 1.

In the previous sections, we focused on single input nonlinear
systems in feedback linearizable normal form. The extension
of the existence and convergence results for multiple-input
feedback linearizable normal forms, such as those discussed in
[31], is trivial. For the purpose of brevity, we omit this part of
the analysis. For general nonlinear systems, the necessary and
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sufficient conditions under which the system is transformable to
the normal form can be found in [31]. Although pseudospectral
methods can be applied to much general nonlinear systems,
we recommend the use of feedback linearizable normal forms,
whenever possible, for several reasons. Theoretically, a normal
form facilities a proof of the existence and convergence results
as discussed. Computationally, a normal form presents advan-
tages in terms of run time and robustness, all other things being
equal. Interested readers are referred to [43], where perfor-
mance comparisons between different system representations
are discussed.

Theorem 3 proves the convergence property, but does not
give any information about the convergence rate. There are two
factors that are critical to the rate of convergence. One is the
smoothness of the functions in Problem B and its solution. The
other is the rate at which ¥ (¢) converges in Assumption 1.
In the case when both the optimal solution and the nonlinear
system are smooth, the convergence of the discrete optimal so-
lution is at the same rate as the sequence % () in Assump-
tion 1. If &2 (¢) converges to ¢(t) superlinearly, then (z},@})
converges to (z*(tx), u*(tx)) superlinearly too. A study on the
problem of convergence rate is important from both theoretical
and practical viewpoints; however, it is outside the scope of this
paper.

In this paper, we require the optimal solution of the contin-
uous system belongs to W™ with m > 2. Based on the
Sobolev Imbedding Theorem, this assumption implies z%(¢) be
continuously differentiable, which in turn requires the optimal
controller u*(¢) be continuous. However, it is possible for an
optimal control problem to admit a discontinuous solution, for
example a bang—bang type of controller. The results presented
in the paper can be generalized to the discontinuous case; see
[32] for details.

B. A Numerical Method for Verifying Assumption 1

Since Assumption 1 was critical to the proofs of Theorems 2
and 3, it is important to devise a practical method to test its va-
lidity. This can be done by transforming the interpolating poly-
nomials to spectral space [5], [25]. We discuss this technique
for the Legendre PS method.

Let ™ (t) be a polynomial of order N. Then, y™ (¢) can also
be expressed as

N

yN () =D arLi(t)

k=0

where aj are constant coefficients and Ly(t) are Le-
gendre polynomials. For a given sequence of polynomials
(y°(t),y*(t),...,yN(t)), their Legendre expansions are de-
fined by a matrix equation of the following form:

4 @ 0 0 - 0N /Lot
Yt ag al 0 - 0 Lq(t)
™ ay’ af an_y ay/ \Ly(t)
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The convergence property of the polynomial sequence {y™ (¢)}
can be characterized by the convergence of their Legendre co-

efficients (al,a},...,ad), k=0,...,N.

Lemma 4: Suppose the spectral coefficients al ,k =
1,2,..., converge as N — oo0; and satisfy the following
inequality:

jalf — aj| < N7

where af,c > 0 and 8 > 1 are constants independent of V.
Moreover, assume Zﬁ:o a}, converges absolutely. Then, y™ (¢)
converges uniformly to y(t) = Y ;- jajLi(t) ont € [—1,1].
The proof of this result is straightforward. It is omitted here.
Once an optimal solution to Problem BY is computed, the
spectral coefficients of iV (¢) can be easily calculated by a ma-
trix multiplication [5]

ao 2
an—_1 N-1
Lo(to) Lo(tn)

X
LN—l(tO) LN—l(tN)
wo Ty

X x D x :

wN ToN

Thus, Assumption 1 can be numerically verified by examining
the convergence of these coefficients [25]. Although this proce-
dure is not equivalent to a mathematical verification of Assump-
tion 1, we note that similar techniques are frequently adopted in
practical scientific computation.

V. EXAMPLES

In this section, we present several examples to illustrate the
main points of the PS method. All problems were programmed
in MATLAB by way of DIDO [38] running on a Pentium 4,
2.4-GHz PC with 256 MB of RAM.

Example 4: Consider the one-link flexible robot arm dis-
cussed in the text [31] and in [43]. The system is modelled by

Ligi + myglsing: + k(g1 —q2) =0
L — k(g1 — q2) = u

where q1, g2 are the angular positionsand Iy = I, =k =1,9 =
9.8, m1 = 0.01 and [ = 0.5. The optimal control problem is to

minimize
1
/ u?(t)dt
0
subject to endpoint constraint

[q1(0)7 (jl (0)7 QQ( )7 q2(0)] = [0'037 0'047 0.01, 0'05]
[g1(1), 41(1)., g2(1). d2(1)] = [0.06,0.08,0.02, 0.02].

—~~
—
~
o
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Fig. 5. Discrete optimal solution for Example 4 with ten nodes. The solid lines are generated using 100 nodes.

15

Fig. 6. Convergence of the spectral coefficients for Example 4.

By the transformation
T1=4q1
T2 =1

1 .
o _I—l[mlngIH q1 + k((h - (]2)]

1 ) . .
Ty = _I—l[mlglql cos q1 + k(41 — g2)]

the system can be easily put into a normal form

Li?l = T2
.Z.‘szg
j73:$4

i4 = (Bacosmy + [3)z3 + (Baws + P5) sinay + fru

where 31 = (k/Li]2),8> = (-mugl/h),fs =
—(k(I1 + I2)/I113),0y = —f2 and B5 = —(mikgl/I113).
The solution for N = 10 is plotted in Fig. 5. The analytic solu-
tion to this problem is unavailable. However, the convergence
of the computed solution can still be numerically verified by
the method described in Section IV-B. To this end, we compute
the spectral coefficients ay, of the polynomial,

:llfiv(t) = Z ar L (t)

15

10 1

The results for ax, k = 0,...,7 are shown in Fig. 6 for N =
5,...,30. It is apparent that we have a very fast convergence
rate. Thus, all the conditions in Lemma 4 can be numerically
verified; therefore, Assumption 1 holds. By Theorem 3, the con-
vergence of the discrete solution is guaranteed, i.e.,

Jim (@Y, aY) = (27 (b)), w" (1))

although an analytic expression of (z*(ty), u*(¢x)) is unknown.
In Fig. 5, we also plot the numerical solution for 100 nodes. Due
to the fast convergence rate demonstrated in Fig. 6, the solution
with 100 nodes can be reasonably treated as the “true” contin-
uous optimal solution. Then, from Fig. 5, it is clear that a ten-
node solution is sufficiently accurate for all practical purposes.

Example 5: Consider the Breakwell problem from [8]. The

problem is to minimize
1 /!
- / u?(t)dt
2 Jo

subject to the differential equations

:1':1::192 :ﬁzzu

the endpoint conditions

(#1(0),22(0)) = (0,1)  (w1(1),22(1)) = (0, -1)
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t
Fig. 7. Simulation results for the Breakwell problem.
and the state constraint
x1(t) < 0.1
The optimal control is given by [8]
200 20
St—%, t €[0,0.3]
u*(t) = ¢ 0, t €[0.3,0.7]
-20+ 10 te0.7,1].

The result for N = 20 is shown in Fig. 7. We also plot the
maximum error between the discrete and continuous control,
ie., |leulloo = max{|a;y —u*(ty)|,k =0,1,..., N}, in Fig.
7 for N ranging from 10 to 100. It can be seen that the error
converges as IV tends to infinity.

It is interesting to note that the costates are discontinuous [8],
[42] for this problem. Hence, a proof of convergence by dual-
izing the problem is quite difficult even for an Euler discretiza-
tion. On the other hand, by validating Assumption 1, it is not
difficult to show the convergence of the discrete optimal solu-
tion despite the discontinuity in the costates.

Fig. 7 demonstrates the convergence of the discrete optimal
controller. However, the convergence rate is not as impressive
as previous examples. This is due to the lack of smoothness of
the optimal solution. As discussed in Section IV-A, the conver-
gence rate of PS methods depends highly on the smoothness
of the solution. For this example, the optimal controller is only
continuous; therefore, we expect a slow convergence rate. To
address this and other issues, PS knotting methods have been
developed in [41]. By using the concept of fixed soft knots [41],
the error can be reduced to 1076 with just 12 nodes. Although
the convergence rate is not the focus of this paper, we note this
point simply to emphasize an important issue that deserves fur-
ther investigation.

VI. CONCLUSION

Although pseudospectral methods have been successfully ap-
plied to solve a wide variety of complex engineering problems,
arigorous proof of convergence of these methods has heretofore
been unavailable. The difficulties arise because convergence
proofs for optimal control problems belie intuition. As recent
studies show, convergent Runge—Kutta methods may diverge
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while nonconvergent implicit Runge—Kutta (IRK) methods may
converge. Thus, a new type of analysis is necessary to address
these problems, which is why even Eulerian methods continue
to be studied to this day. In this paper, we provide a theoretical
foundation for the convergence of solutions obtained by PS
methods for a class of constrained nonlinear systems. As our
proof did not require dualizing the problem, we circumvented
the difficulties associated with the convergence of discontin-
uous costates.
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