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Distributed Control for Identical Dynamically
Coupled Systems: A Decomposition Approach

Paolo Massioni and Michel Verhaegen

Abstract—We consider the problem of designing distributed
controllers for a class of systems which can be obtained from
the interconnection of a number of identical subsystems. If the
state space matrices of these systems satisfy a certain structural
property, then it is possible to derive a procedure for designing
a distributed controller which has the same interconnection
pattern as the plant. This procedure is basically a multiobjective
optimization under Linear Matrix Inequality constraints, with
system norms as performance indices. The explicit expressions
for computing these controllers are given for both H., or H-
performance, and both for static state feedback and dynamic
output feedback (in discrete time). At the end of the paper, two
application examples illustrate the effectiveness of the approach.

Index Terms—Decomposition, distributed control, formation
flying, linear matrix inequalities (LMIs), paper machines.

I. INTRODUCTION

ARGE scale systems have been object of interest in
L system and control theory since the seventies [20]. For
this class of systems, which can have a huge amount of inputs
and outputs, both the synthesis and the implementation of a
centralized controller are often not feasible in practice. For
this reason, techniques aimed at investigating decentralized
or distributed controller architectures have been studied since
then [26].

This paper focuses on linear time invariant systems composed
of the interconnection of a large number of identical subsystems
(Fig. 1). The interconnection can either be (I) dynamic, in the
sense that the states of each subsystem influence the states of the
ones to which it is connected, or (II) due to the fact that the sub-
systems share a common goal, or (IIT) both. Systems of this kind,
when expressed in state space form, will have system matrices
containing identical blocks on the diagonals; if no interconnec-
tions are present, actually all of the matrices are only block
diagonal. Systems of type (I) instead will also have non-zero
off-diagonal terms in the state matrix, while type (II) will have
them in the output matrix, and type (IIT) in both. Also situations
when the input matrix introduces coupling can be considered
as possible. In this paper we will show that if these intercon-
nections have a certain structural property, then a special con-
trol synthesis procedure can be derived. This procedure will be
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Fig. 1. On the left, a system made of the interconnection of identical subsys-
tems. On the right, a controller (the smaller circles) that has the same spatially
distributed structure of the plant. The solid lines represent interactions between
members of the same system, the dashed lines are input/output flow between
plant and controller.

useful for both simplifying the computational complexity of the
problem as well as for finding a controller with a distributed ar-
chitecture (Fig. 1, on the right).

The property that we require on the off-diagonal terms rep-
resenting the interconnection is that they can be expressed as a
Kronecker product involving a “pattern matrix”. If we use the
language of graph theory, the subsystems can be considered as
nodes of the graph and the interconnections as edges, and the
pattern matrix can be considered a generalization of the graph
adjacency or Laplacian matrices (for more details see [10], or
[3] for an example of application in control theory). This prop-
erty allows the system to be decomposed into a set of smaller
subsystems. This, together with results coming from the theory
of linear matrix inequalities (LMIs) [22], will allow the develop-
ment of a procedure for controller synthesis with different per-
formance criteria (e.g., H or Hz); moreover, these controllers
will have a distributed architecture.

Examples of systems which fit into the category discussed
here are found in formation flying [6], vehicle platoons [27],
models coming from the discretization of partial differential
equations [5], paper machines [23], segmented telescope mir-
rors [28] and others.

This paper is mainly inspired by the earlier work on forma-
tion stability in [13], where it is shown how the stability of a
formation of vehicles with a distributed controller is related to
the stability of a set of “modal” subsystems. Actually the idea of
decomposing a system for simplifying the controller synthesis
is not new at all in the literature, and it has been applied for ex-
ample for circulant systems [5], symmetrically interconnected
systems [17], [24] and in SVD (Singular Value Decomposi-
tion) controllers and their generalizations [2], [16], [25]; in all
these cases it is shown how the global control synthesis problem
can be reduced to a collection of simpler problems through a
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transformation of inputs, outputs, and states (typically, a MIMO
system with n inputs and n outputs is reduced to a set of n SISO
systems).

The first contribution of this article is showing a general
framework of these decomposition methods, in the form of a
theorem that casts the possible decompositions into a single
statement. A first simple version of the theorem, that is suffi-
cient for introducing the distributed control method, is shown
in Section III; for completeness, a more general version is then
shown at the end of the paper in Section VI.

The second and main contribution is an LMI based method
which can be used to design a controller that has the same inter-
connection structure as the plant. The earlier results mentioned
above (e.g., [S] or [16]) allow the use of the decomposition just
for simplifying the computations, but they all yield as final re-
sult a full centralized optimal controller. For example, SVD con-
trollers are centralized controllers which can be seen as a set
of simple SISO controllers after a transformation of input and
output; the procedure shown here instead will make sure that
the controller has the same sparsity as the system, allowing a
distributed implementation of the controller. The method that
we propose can then be considered as an extension of the re-
sults of [13]: while this earlier article was focused on the sta-
bility of a system under a distributed controller, here instead we
consider the problem of the synthesis of such controllers with
performance criteria. However, we will see that the distributed
structure is achieved at the cost of suboptimality with respect to
a global controller.

The paper is organized as follows. Section II contains all the
preliminary notions, including the formal definition of the sys-
tems which are the object of this paper and their properties. In
Section III it is shown how it is possible to exploit such proper-
ties in controller synthesis, while Section IV contains the H
and Hs distributed controller synthesis methods which are the
main result of this paper. Section V introduces a few concepts
of graph theory that can be useful and Section VI reports the
general decomposition theorem and its consequences. At last,
Section VII contains two examples that can be quite helpful in
understanding the content of the paper, and the conclusions of
the article are reported in Section VIIIL.

II. PRELIMINARIES

We denote by R the field of real numbers, by C the field of
complex numbers and by R™*™(C™*™) the set of real (com-
plex) n X m matrices; Z is the set of the integers. Let ® indicate
the Kronecker product, and I,, be the identity matrix of order n.
We use also the notation A > 0 to indicate that all the eigen-
values of the Hermitian matrix A are strictly positive.

We start by defining the class of matrices which are of interest
in describing the dynamical systems considered in this paper.

Definition 1: Assume that P,, € R™*" is diagonalizable [15]:
let us define as & P:4 the set of all matrices M € R™P*"4 for
which there exist two matrices M,, M, € RP*4 such that

M =1, M, + P, ® M. ey

We state an interesting property of these matrices that will be
used in the sequel.

Lemma 2: Let S,, € C™*™ be a non singular matrix such that
Ap, = S;1P,S, is diagonal. If M € &T~P:¢ then

M = (Sn ® Ip)_lM(Sn ® Iq)

is block diagonal.
Proof: From Definition 1, we can write

M= (S, ®1I1,) (I, ® M, + P, ® M)(S,, ® I,)
then from the properties of the Kronecker product [4] we have

M = (S; ', Sn @ I,MoIy) + (S ' PuSn ® I,My1,) <

n

M :In & Ma, + APn ® Mb- (2)

Since I,, and Ap, are diagonal, then we have that M is block
diagonal. ]

So it is immediate to find a kind of similarity transformation
that renders a matrix in &7:¢ block diagonal, once the matrix
that diagonalizes P, is known. We also notice that the matrix M
of the previous Lemma is not just any block diagonal matrix, but
it is a matrix that can be parameterized according to (2). If we
call M; the sth block in the diagonal of M, it is easy to show
that

M; = My + A\ M, 3)

where )\; is the ith entry in the diagonal of Ap_, that is the ¢th
eigenvalue of P,,. We define as D P-4 the set of block diagonal
matrices whose blocks satisfy (3), and for them we state the
following Corollary that will be useful later on.

Corollary 3: Let S, € C™*" be a non singular matrix such
that Ap. = S;'P,S, is diagonal. Then if N € D¢ we
have that

N = (5, ® L,)N(S, © I,) "' € @,

Proof: The proof is trivial and analogous to the one of
Lemma 2. [ |
In this paper we focus on linear dynamical systems such that
the system matrices of their state space representation are all in
the set & for the same matrix P,,. We shall consider discrete
time systems of the kind

(k4 1) = Az(k) + Byw(k) + Byu(k)
z(k) = C.x(k) + Doww(k) + Dyulk) 4
y(k) = Cyx(k) + Dyww(k)

as well as continuous time systems

&(t) = Az(t) + Byw(t) + Byu(t)
z2(t) = C.x(t) + Doww(t) + Dayu(t) 5)
y(t) = ny(t) + Dyww(t)

where, as in the notation usually found in literature, k € Z,
t € R, w is the input to the system, w is a disturbance, y is the
measured output and z is the output on which the performance
of the system is evaluated. We can now define the set of systems
considered in this paper.

Definition 4: Let us consider the linear dynamical systems
described by (4) or (5). We call such systems “decomposable
systems” if and only if A € &0 B, € ¢Pobme B, €
@Pml,mu’ Cz c @Pn.,r:,l, Cy c ®Pn ,ry,l’ Dzw c ®Pny"“:7mw,
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D., € &P r=muand D,,, € & rvmw The reason of this
name will be clear later on. Notice that the order of the system
is nl, and that u € R+, w € R+, y € R"" and z € R™"=.

In the case that P, is symmetric, then we call the system a

“symmetric decomposable system;” then S,, is real and orthog-
onal (S;;! = ST') and A, is real [15].

In this paper we focus on discrete time systems, for reasons
that will be clear from Section III. We now present a Theorem
which is of fundamental importance for the results shown in this
paper.

Theorem 5: A decomposable system of order 7/ as described
in Definition 4 is equivalent to n independent subsystems of
order . Each of these subsystems has only m,, inputs, my dis-
turbances, ., performance outputs and r, control outputs.

Proof: According to Lemma 2, every matrix M appearing
in the state-space description of the system can be rewritten as
M= (5, ® Ip)M(Sn ® Iq)_l
with M € D74 block diagonal, with p, ¢ assuming appro-
priate values. We can then rewrite the system equations (e.g.,

(4), those of the discrete time case) as

(Sn @ ) ta(k +1) = A(S, ® L) La(k)+
B (Sn ® In, )~ w(k) + By (Sn ® I, )~ u(k)
(Sn @ Ir.) "' 2(k) = C.(Sn ® 1)~ w(k)+
4D, (Sn @ Iy, )" rw(k) + Dzu(s @ Ly, )~ tu(k)
(Sn @ I,) " y(k) = Cy(Sn @ I)~ta(k)+
+Dyu(Sn @ I, ) " tw(k).

Then, with the following (invertible) change of variables:

= (S, ® )i

w= (S @ I, )W

u=(5, ®In,)t

z2=(S,®1I)%

y=(S. ®1,)3 (6)

#(k+ 1) = Ad(k) + Byi(k) + Byi(k)
5(k) = C.i(k) + Do (k) + Donis(k)
(k) = Cyz(k) + Dy (k)

where the system matrices A, B,,, B,,, C., etc. are all block di-
agonal. This is equivalent to the following set of n independent
[th order systems:

#i(k + 1) = Aidi(k) + Bu,ii(k) + Busiti (k)
2i(k) = C,iZi(k) + Dy, ihi (k) + Dy itii (k)

§i(k) = C i (k) + Dyuw,iw; (k)

fori=1,..., n 7

where z; is the ith block of size [ X 1 of z, and w;, u;, 2; and
y; are similarly defined. We stress that these subsystems are
different from the physical subsystems that may compose the
global plant (i.e., the diagonal part of A); for this reason, we
will sometimes call them “modal subsystems” to emphasize this
fact. [ |

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 54, NO. 1, JANUARY 2009

Also notice that according to (2), these systems can be written
as

Ti(k+1) = (Ag + M Ap)Ti(k

)+
+(Bw,a + )\iBw.,b)uA} ( ) + (Bu,a + )\LBu,b)az(k)

2i(k) = (Csa + NiCop)Ti(k)+
+(Dzw,a + AiD2w p)Wi(k) + (Dzu,a + AiDsup)li (k)
9i(k) = (Cy,a + MiCyp)di(k)+
+(Dyw,a + AiDyw )i (k)
fore=1,...,n. 8)

Remark 6: The main result on formation stability of [13] can
be considered a special case of Theorem 5.

This property means that many control design problems
for the class of systems we are considering can be solved by
looking at the decomposed problem. This idea of decomposing
the problem into a set of smaller problems is at the base of the
methods shown in Section III. But before going into these, we
first highlight an additional observation that will be of use.

As stated, we are going to design controllers for systems in
the decomposed form, such that we may consider every modal
subsystem independently. We consider either static state feed-
back controllers of the kind:

fori=1,...,n

C))

u; = K;1;
or dynamic output feedback controllers:
Zei(k+1) = Acizei(k) + Beigi(k)
Gi(k) = Ceie,i(k) + Dei9:i(k)
fori=1,...,n
(for the discrete time case). In general, these controllers will not

have any special structure once they are rewritten in the domain
of the variables “without the hat”:

u = Kz (static state feedback) (10)
or
$c(k + 1) = Acwc(k) + ch(k)
’U,(k) = chc(k) + Dcy(k>
(dynamic output feedback). (11)

For example, it will be

K=(S,®1I, )K(S,®IL) ¢ & nmul

But if the controller matrices are chosen such as they can be
parameterized according to (2), then the matrices

K =(Sn @ In,)K(Sn ®11)‘1
Ao = (S0 @ I)A(S, ® 1)}
B.=(Sn ® [)Bu(Sn ® I,,) "
Co=(Sp ® In,)Ce(Sn ® I})™"
D, = (S0 ® I, )De(Sn @ I,) 7" (12)

which represent the possible controllers for the untransformed
system, will have the same structure as the matrices of the
system: thanks to Corollary 3, K, A., B.,C.,D. € &Fn*e,
where the bullets indicate consistent dimensions for each
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matrix. This means that the controller will have the same
“physical” interconnection structure as the plant itself.

III. DECOMPOSITION APPROACH

For the class of decomposable systems, problems can be ap-
proached in the domain of the transformed variables, where the
system is equivalent to a set of smaller independent modal sub-
systems. Once the solution has been obtained independently for
each subsystem, one can retrieve the solution to the original
problems through the inverse of the transformation shown in the
proof of Theorem 5. Notice that the fact of working with a de-
composed system does not imply that the final controller will be
distributed or sparse; for this purpose, an additional care will be
needed, which we are going to show shortly.

For example, let us now consider the problem of finding a
stabilizing static state feedback (as in (10)) for the system in
(4). The basic LMI approach for solving the problem is to find
a feasible solution to the following inequality [22]:

[X AX + Bu,c] 0

% X (13)

where X = X7 and £ are decision variables; X = LX .
In the transformed domain, the LMI above is equivalent to the
following set of smaller independent LMIs:

Xl (Aa + )\7A1))X1 + (Bu,a + )\iBu,b)Li
. X, =0

fori=1,...,n (14)
where now X; = X LT and L; are decision variables. If we just
solve each of the n LMIs independently, then there will be a gain
K; = L; X * for each subsystem; but if we stack all these gains
in a block diagonal matrix K and perform the inverse transfor-
mation of (12) to get /K, then this K in general will not be in the
set GLnomusl,

If we instead want to have K € &F»™w! we can solve the
set of LMIs in (14) with the following coupling constraints:

X, =X
fori=1,...,n
Li=L,+ XLy

and thus, the gains K; will be parameterized according to (3)
K; = (La + )\z’Lb)X71 =K, + MK,

thus yielding a K € &= ™w! This approach is similar to the
so-called multiobjective optimization [21]; this method intro-
duces some conservatism because we have set the same X ma-
trix for all the LMIs. Since X is associated to the Lyapunov
function of the closed loop system, this method is also called
Lyapunov shaping.

In the literature a new result has appeared that allows more
generality to these multiobjective optimization problems in dis-
crete time. In [8] it is shown that (13) can be replaced by the
equivalent

X AG+B.L

« g4gT—x|" "

15)

where G (not necessarily symmetric), A and £ are the decision
variables; K = £G!. Then the equivalent of (14) is

Xi (Ag+ XNAy)G; + (Bua + A\iBup)Li

* G, +GT - X; =0
fori=1,...,n (16)
on which we can put the following constraints:
G, =G
fori=1,...,n
Li =Lq+ AiLp. (17)

These constraints still introduce conservatism due to the single
matrix G for all the LMIs, but leaves a wider generality because
no constraint is put on the Lyapunov function (each LMI has its
own X;). This will lead to better results in the search of optimal
values for the control problems that will be examined later on.
In fact, the approach that has been used here for finding a stabi-
lizing feedback can be extended to a wider range of problems,
as it will be shown in the Section III-A-I

Remark 7: There are some cases when the set of n LMIs in
(16) coupled by (17) are actually equivalent to just two LMIs.
For example, if B, = 0 (that is, if B, is block diagonal)
then all the LMIs can be expressed as a convex combination of
the two which contain the extreme (maximum and minimum)
values of \;. Since LMIs are a convex optimization problem,
the feasibility of just these two inequalities will automatically
grant the feasibility of all the others.

Remark 8: Let us evaluate the reduction in complexity of the
problem, by going from its general formulation of (15) to the ap-
proach proposed here ((16) together with (17)). As the compu-
tational time involved in solving LMIs depends on the specific
solver, we limit ourselves to finding the order of magnitude of
the decision variables involved and the number of constraints.
In (15) the number of decision variables is of the order of the
biggest decision matrix involved, thatis X', with X € R™*"!; so
the decision variables are O(n2I?). The number of constraints
(the size of the LMI) is O(n212) as well. For (16) and (17), the
biggest decision variables are the X; € R'*!, which appear n
times; so the decision variables are O(nl?). The constraints are
n LMIs of the order of [ x [, so they are O(nl?) as well. The
reduction of complexity is then of the order of the number n,
which can be quite big for massively distributed systems.

Moreover, if Remark 7 holds, then the X; variables become
only two as well as the number of LMIs: so we can claim that
then the complexity is only O(?), another factor n less. We have
to stress that in general we can consider n > [ for distributed
systems.

These reductions of complexity will hold as well for all the
problems which are discussed in Section IV

IV. CONTROLLER SYNTHESIS

A. A Preliminary Note on System Norms

In this section we will explore the possibility of designing
controllers with performance criteria based on their disturbance
rejection ability. If we call T,,, the transfer function of the
system in closed loop, from the disturbance w to the perfor-
mance output z, then that means that we are trying to minimize
a system norm of this transfer function with an appropriate
choice of the controller. As the approach shown in this article
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is to solve the synthesis problems for the system in its de-
composed form, then it is important to understand the relation
between the norms of the system in its original form and in the
transformed one. It is important to notice that the decomposing
transformation (6) is made of both a similarity transformation
and a transformation of inputs and outputs; while the former
does not affect system norms, the latter might do it. For this
reason we state the following Lemma.

Lemma 9: Let T, . be the transfer functiop of the system in
(4) or (5) from disturbance w to output z; let T’ be the transfer
function of the same system after transforming them with (6),
from the new disturbance w to the new output Z. Then it holds
(for both discrete and continuous time systems)

Q(Sn) E(Sn)

T < Tz, < Tz |l 1
E(Sn)H ||7‘(2 || ||'H_ Q(Sn)” ”H_ (18)
Q(Sn) A E(Sn) .

nE < < -
E(Sn) ||T’LUZ||H00 X ||Twz||’Hoo S Q(Sn) HTWZ”HOO (19)

where 7(.S,,) and o(S,,) are respectively the maximum and min-
imum singular value of S,,.

Moreover, let us call Ty, ;, the transfer functions of each of
the » modal subsystems into which the system can be decom-
posed, from w; to z;. Then

n

1Tz, = D 1Tz 115,
=1

Tz 170, = max || T,z || 7., -

Proof: These expressions can be easily obtained from the
definitions of the Hy and H ., norms [14], using the properties
of the Kronecker product [4] and the following bounds for the
trace and the maximum singular value of the product of two
matrices (see for example [11] and [15]):

A(A)trace(B) < trace(AB) < A(A)trace(B)
(A, B semipositive definite)
o(AB) <o (A)7(B)

where A\(A) and \(A) are respectively the maximum and min-
imum eigenvalue of A. We omit the complete derivation for the
sake of brevity. ]

Remark 10: If we have a symmetric decomposable system,
then S,, is orthogonal: this means &(S,)/a(Sy,)) = 1. So, ac-
cording to (18) and (19), the system norms are the same for 7% ;
and T,,..

In the remainder of the paper we will consider only symmetric
decomposable systems. These systems are easier to treat for two
reasons: first, as seen in this last Remark, because of the iden-
tity of the norms for the systems in the untransformed and in the
transformed form; second: symmetric matrices have real eigen-
values and eigenvectors. But what will be shown in the rest of the
Section can be easily generalized to any decomposable system;
extra care will only be needed to handle LMIs with complex pa-
rameters (that still have to yield real solutions) as well as the fact
that the bounds we can impose to the norms have to be scaled
by the factor 7(S,,)/a(S,.).

B. Controller Synthesis: Static State Feedback

The method shown in Section III to stabilize a system can be
generalized and used to find suboptimal controllers with respect
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to the system norms. We say “suboptimal” as we can only pro-
vide sufficient and not necessary conditions. We first look for
static state feedback controllers which have the same structure
as the system; they can be expressed by (10), with

K:In®Ka+Pn®Kb (20)

We adapt the results of [8] to the class of systems considered
here, for which we can state the two following Theorems, the
proofs of which are trivial once the content of the previous Sec-
tion is understood.

Theorem 11: Consider a discrete time symmetric decompos-
able system (Definition 4). A sufficient condition for the exis-
tence of a static state feedback controller described by (9) and
(20) that yields a ||Tw.||7.. < 7 is that the following set of
LMIs has a feasible solution:

P, A X+B,;L; By, 0

x X+XT-P 0 XTCZ_i—I—L,L-TDZM-

* * I, /Dsz,i Rl

* * * '721”
fori=1,...,n

where P; = PZ.T, X,L; = L,+\; Ly are optimization variables,
K,=LX ' K,=LX""'.

Notice that the matrices of index ¢ which are parameterized
according to (3) have been written in bold, like for example L;,
A;, B, ; in the last equation. We will use this convention in the
remainder of the paper.

Theorem 12: Consider a discrete time symmetric decompos-
able system (Definition 4), with D, = 0. A sufficient condition
for the existence of a static state feedback controller described
by (9) and (20) that yields a || Ty || 7, < 7 is that the following
set of LMIs has a feasible solution:

Wi Cz,iX + Dzu,iLi

« X+x7-p |70
P, A X +B,;L; By
*x X+XT-pP 0 | =0
* * I,
fori=1,...,n

and

Z trace(W;) < 42

i=1

where P; = PT', W; = WT, X, L; = L, + \; Ly, are optimiza-
tion variables, K, = L, X!, K = L, X L.

Remark 13: As for Remark 7, there are situations when the
sets of LMIs in Theorem 11 can be reduced by considering only
those of index 7 for which A; assumes the maximum and min-
imum values. This happens if B,,;, = 0, D.,,;, = 0. This also
applies to Theorem 12, by replacing the bound on the sum of
the traces of W; with a bound on the sum of the traces of only
the two W; matrices involved.

As in standard multiobjective optimization, more than one
system norm can be constrained at the same time. For ex-
ample, let us assume we have a symmetric decomposable
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system of the kind

{ z(k+1) = (A+ A)x(k) + Byw(k) + Byu(k) 1)

y(k) = Cx(k) + Dypw(k) + Dyu(k)

where A represents a static time invariant uncertainty in the
system. Let us assume that A depends on only one scalar pa-
rameter 6, such as

A =1, (VabW,) + Po @ (Vs6W3) = Ao

where V,,, V}, are column matrices and W,, W, are row matrices.
Then for A as well we have that

(ST'®L)A(SeL)=A

where A is block diagonal. If the uncertainty is only in the diag-
onal (so V3, W, = 0) or only in the interconnections (V,, W, =
0), then for each block it will hold

A; =5V, W;

where again V; is a column and W; is a row. Assuming that
|6] < Omax, We can use the multiobjective synthesis method to
design a controller with H ., performances with robust stability,
by solving the following optimization problem:

minimize v over :

P, A; X + Bu,iL Bw,i 0
* X+XT-p 0 XTCT+L"DI; 0
* * I, Dg’i
| * * * ’szr:
Qi A;X+B,;L W, 0
x X+XT-0Q; 0 XTVT
* * ¢ 1 0 |70 (22)
I ¥ * m
fori=1,...,n

where P, = P1, Q; = QF, X and L; = L, + \; L, are opti-
mization variables. The first LMI sets the performances, while
the second imposes that the H, of the transfer function from
the output of the uncertainty (which has been “pulled out”) to
its input is smaller than 1. This grants the robust stability as a
consequence of the small gain theorem [29].

Notice that conservatism is introduced because the X in the
first and second LMI are not necessarily the same, but they
have to be chosen so in order to make the problem solvable.
Notice also that since the robustness criterion is based on the
small gain, the system in closed loop will be robustly stable for
any uncertainty A’ that is elementwise smaller in modulus than
Anax = Apdmax, even if it does not have the same structure.

C. Controller Synthesis: Dynamic Output Feedback

The method can be used also for dynamic output feedback.
Let us first start by reporting the general result as in [8], for
'Hoo. Let us assume we have a generic system of the kind

k+1) = Az(k) + Byw(k) + Byu(k)
Z(k) = sz(k) + Dzww(k) + Dzuu(k)
y(k) = Cyx(k) + Dyww(k)

(23)

for which we want to create a controller

{ z.(k+1) = A.z.(k) + Boy(k) 24)
u(k) = Cexe(k) + Dey(k)

that minimizes the H ., norm from w to z. Such controllers can
be found by minimizing 2 over an LMI constraint (not shown
here for brevity), where P = P H=HT X,L,Y,F, Q,
R, S, .J are decision variables. The controller matrices are then
found with the relations

D.=R

C.=(L-RC,X)U 1!

B. =V~ Y (F -YByR)

A=V (Q-Y(A+B,D.C))X —VB.C,X)U '+

-V-lyB,C.

(25)
where U and V' are two arbitrary non-singular matrices such that
VU =5-YX.

If the system is decomposable, we can again evaluate the n
independent modal subsystems, and solve the n independent
LMIs, each one with its own decision variables. These LMIs
are shown in (26) at the top of next page [(27) shows the Ho
case].

It is quite easy to see that under certain assumptions there is
a parameterization of the decision variables such that A, B,
C.,D. € DFr0, yielding a controller in the untransformed
domain that will be of the same structure as the plant. The pa-
rameterization is the following:

X, =X
Yi=Y
S, =S8
L,=L,+ N Ly
F, = F, + \; Fy
Qi =Qu+ Ay
R; =R, + \Ry
\ P, = PT H; = HF'| J; unconstrained
fore=1,...,n (28)
that together with
VU =S — Y X (with U,V non singular)
D.;=R;
(L —R.C. . ~1
C.i= (L, -R;C,; X)U (29)

Bc,i = V_I(Fi — YBu,sz)
A(‘,'i = V_I(Qi - Y(A1 + Bu,iRiCy,i>X+
-VB.,C,; X) U~ - Vv~'YB,,;C.;

and (12) will yield A., B., C., D. € &**; we only have
to assume that whenever we have a product of more than one
bold matrix, then all the bold matrices involved but one must be
constant over the index :. For example, we have that

C..=(L,—R;C,; X)U™!
= (Lc,a + )\iLc,b - (Ra + )\in>

X (Cya+ AiCy )X ) U™,

Soif we want C. ; to be parameterized as C.; = C o +A;Cep,
then we either need to have C,, ; constant (C, ;, = 0) or to set
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P J AX;+BuiLi A;+B.RiCy; Bui+Bu;RiDyw; 0
*  Hj Q; YA; + F;Cy ; YiBu,i+FiDyw: 0
- ] Yi + Y] - H; 0 c’,+CcrRrrDL,, |70 (9
- x % T D’ ,+D’ R"D7,
* * * * * WZIT:
fori=1,...,n
w; C.;X;+D.;L; C.;+D.,;R;Cy;
* )(Vl-l-AXLT—F’Z II-I-ST—Ji >0
* * YL + YiT - Hz’
P J AXi+Buili Ai+ByRiCy; Bui+Byu;RiDyu;
x  H; Q; Y;A; +F,C,; YiBy,i + FiDyy i
* * Xq—l-XLT—R IZ—I—S,L-T—QL; 0 = 0 27
* * * Y; + YiT — H; 0
* * * % L.,
Dzu;,i + Dzu,iRiDyw,i =0
fori=1,...,n, and
Z trace (W;) < ~2
i=1
TABLE I Remark 16: As for Remark 7, also for the LMIs in Theorem

CONDITIONS AND ADDITIONAL CONSTRAINTS FOR
SOLVING DYNAMIC OUTPUT FEEDBACK PROBLEMS

[ Case || Conditions | Additional constraints |
1 Cyb=0,By3 =0 none
2 Bup =0 Ry =0,F,, =0
3 C,b=0 Ry =0

R; as constant (R, = 0). All the possible cases in which this
holds, as well as the additional constraints which might be re-
quired, are listed in Table I.

We summarize this result in the following Theorem.

Theorem 14: Consider a discrete time symmetric decompos-
able system (Definition 4), in one of the cases of Table I. A
sufficient condition for the existence of a decomposable dy-
namic output feedback controller described by (24) that yields
a||Twz||7.. < 7 is that the set of LMI constraints in (26) has a
feasible solution. The decision variables and their parametriza-
tion are shown in (28), while Table I shows the additional con-
straints which might be needed. The state space matrices of the
controller can be retrieved through (29).

With analogous reasoning, it is possible to adapt the results of
[8] for H4 performance; we state this result in this last Theorem.

Theorem 15: Consider a discrete time symmetric decompos-
able system (Definition 4), in one of the cases of Table I. A
sufficient condition for the existence of a decomposable dy-
namic output feedback controller described by (24) that yields
a ||Twsl|m, < 7y is that the set of LMI constraints in (27) has a
feasible solution. The decision variables and their parametriza-
tion are the ones shown in (28), with the addition of W; =
Wl-T; Table I shows the additional constraints which might be
needed. The state space matrices of the controller can be re-
trieved through (29).

Authorized licensed use limited to: TU Delft Library. Downloaded on

14 and Theorem 15 areduction can be done in the case of B, ,, =
0, Dzu,b =0, Dyw,b = 0.

V. GRAPH THEORY

In the Introduction we mentioned graph theory as a way of in-
terpreting the systems which are object of this paper. Actually
graph theory can be also of further use in this situation, as it can
give guidelines in the choice of the pattern matrices. In fact, by
looking at (1) it is apparent that the same matrix M can be ob-
tained with different P,,’s, by adjusting M, and M}. The pattern
matrix for a system is not unique; however, it can be convenient
to choose a P,, which has bounded eigenvalues. Following the
same reasoning as in [13], then it can be convenient to choose it
as a graph Laplacian matrix. It is out of the scope of this article
to give a complete account of graph theory and of the proper-
ties of Laplacian matrices; we invite the reader to refer to [13]
for the notions which are relevant for our purpose, and the next
paragraph is a brief summary of what is reported there.

For our scope it can be sufficient for the reader to know that
Laplacian matrices are an algebraic way of describing a graph.
A Laplacian matrix £,, of order n is a square sparse matrix for
which the entry in the ith row and kth column satisfies

1 if 1=k
Ln(zyk)z{ g

either 0 or ifi £k 30)

-1
T
where J; is the number of non-zero off-diagonal elements in the
ith row. These properties imply that the columns of a Laplacian
sum up to 0. For symmetric Laplacian matrices it holds that all

the eigenvalues \; are real and situated between 0 and 2

0< A <2,
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This then explains why it can be useful to choose (if pos-
sible) a symmetric Laplacian matrix as pattern matrix: for a
symmetric Laplacian, it may be actually not necessary to com-
pute the eigenvalues, as we already know a boundary for them;
this means that in the cases when Remark 13 or 16 holds, we
can assume directly 0 as minimum eigenvalue and 2 as the max-
imum one. Secondly, as these boundaries hold for all Lapla-
cians, then the result of this controller synthesis will be valid
regardless of the number of interconnected elements n, as long
as the pattern is a symmetric Laplacian matrix. These statements
will be made clearer by the first example in Section VII.

VI. A GENERAL DECOMPOSITION APPROACH

A question that comes natural by looking at Theorem 5 is
whether such a decomposition property is possible for other
kind of systems as well. For example, we know from literature
(see [5]) that any circulant system can be decomposed, but The-
orem 5 in its form does not accommodate all the possible circu-
lant systems (although P, can be circulant). Another question
would be whether systems that have state space matrices con-
structed with more than one pattern matrix, e.g.

M=1, M, + P, ® My, + P,,, ® M,

can still be object of decomposition.

‘We thus present a more general version of the decomposition
theorem, that allows taking into account a wider set of possi-
bilities; as we will show, a number of results in literature which
make use of system decompositions can be given a unified point
of view thanks to this Theorem. We stay in a discrete time set-
ting to keep the style of the rest of the paper, but of course an
equivalent version for continuous time can be given.

Theorem 17 (General Decomposition Theorem): Consider a
state space system of equations as in (4). Assume that all the
state space matrices (A, By, etc.) can be expressed as:

I
M=>"PP e MmM*) (31)

k=1

where g is an integer of choice and the matrices PT(Lk) are si-
multaneously diagonalizable by a nonsingular matrix S,, (i.e.,
S;lP,(Lk)Sn are diagonal for k = 1,..., ).

Then the system is equivalent to a set of n systems of equa-
tions as in (7), where all the state space matrices (A;, B,, ;, etc.)

are

I
M; = AFm®
k=1

(32)

where the matrices M*) are the same which appear in (31),
and /\Ek) is the ¢th eigenvalue of P,Sk) (i.e., the ¢th entry of the
diagonal matrix S, 1Pr(lk)Sn).

Conversely, a set of n systems as in (7) is equivalent to a
system as in (4) with matrices as in (31), if all the matrices in
the n systems are parameterized according to (32).

Proof: The proof follows the same reasoning as the one for
Theorem 5. [ |

So it is possible to have a whole set of pattern matrices, as

long as they are simultaneously diagonalizable. Matrices that

commute in the multiplication and are diagonalizable are simul-
taneously diagonalizable [15], so a simple rule for having mul-
tiple patterns is to choose P,(Lk) matrices which commute. The-
orem 5 is the special case of this last Theorem for PT(Ll) =1,
and PT(LZ) = P,; as I,, commutes with any matrix, then any di-
agonalizable P, is acceptable.

The LMI procedures shown in Section IV can then be natu-
rally extended to accommodate any number of patterns; simply
by redefining “bold” decision variables as in (32), then formally
the same LMIs can be used to search for controllers. Remarks 7,
13 and 16 will not hold anymore in their present form, although
it can be possible to reduce the number of LMIs only to those
which contain the /\Ek) which are at the vertices of the convex
hull of all the possible p-uples of them. This last sentence will
be made clearer in the first example of Section VII, where we
will briefly show the synthesis of a controller with multiple pat-
tern matrices.

Also the theory of SVD controllers [16] partially fits into the
framework of Theorem 17; in general, an SVD controller can
be designed for plants whose transfer function 7" can be factor-
izedas T = VXUT, where ¥ is a diagonal matrix of transfer
functions, and V' and U are real (static) unitary matrices. It can
be easily shown that Theorem 17 can be applied in the case of
V="U.

At last, we briefly discuss two very special cases of systems
which have been described in literature, and for which the gen-
eral decomposition theorem applies. We have also to stress that
these are not the only possibilities, in fact the second example
of Section VII will show a system which is neither of the two.

A. Symmetrically Interconnected Systems

Symmetrically interconnected systems [17] can be repre-
sented as having a state space realization with matrices of the
kind

M=1,9 M, + Lo M,

where Esf) is the Laplacian of the complete graph (i.e., the graph
with all the possible interconnections)

TR S U _1
n—1 n—1 o n—1
1 1 1
n—1 n—1 o n—1

1 1 1
)= —amm 1 =T

1 1 1
T n—1 T -1 T -1 1

This kind of matrix is always diagonalizable (as it is circulant,
[71); however, it has only two distinct eigenvalues, O with mul-
tiplicity 1 and n/n — 1 with multiplicity n — 1 [13]. This means
that decomposing this system will result in n modal subsystems,
n — 1 of which are all the same (this is not a consequence of
using a Laplacian matrix to represent the system, but it holds in
general for all symmetrically interconnected systems, as it was
already pointed out in [17]). So symmetrically interconnected
systems are inherently described by only two subsystems.

It is also true that optimal controllers for symmetrically inter-
connected systems are inherently symmetrically interconnected
too; in fact, the synthesis method shown in this paper is not nec-
essary for this kind of systems. In Section IV we have shown
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how the introduction of constraints will force the controller to
be of the same kind as the plant; these constraints are not needed
in this case. Let us make an example to clarify. Consider the
problem of finding a state feedback; the decomposition of the
problem will lead to just two subsystems, thus two LMIs (or
two Riccati equations) need to be solved for the optimal control
problem. We do not introduce the constraints, so we will get two
independent state gains for the two subsystems, let us call them
K; and K>_,,. Whatever these gains are, it will always be pos-
sible to parameterize them as

K, =K,
Ky =Ko+ ——=Ki.

This means that no conservatism needs to be added in order
to get a symmetrically interconnected controller. This explains
why controllers of this kind which have been obtained through
decompositions are always optimal (sometimes they are called
superoptimal in literature [17]).

B. Circulant Systems

Circulant systems [5] can be represented as having state space
realization with block circulant matrices [7]. Such matrices fit
the description of (31), as they can be expressed as

M=>"1E o M®
k=1

where II,, is the permutation matrix

01 0 0 --- 0

0 0 1 0 0 .
I,=(0 0 0 1 0| =

oL : 1 0

1 000 -+ 0

Permutation matrices (II,, and its powers) are all diagonalizable
and all commute with one another, so they can be simultane-
ously diagonalized by a matrix F;,. This matrix is well known
in literature and it is called Fourier matrix [7].

Circulant systems have inherently circulant optimal con-
trollers as well, so in order to find a full circulant controller for a
circulant system there is no need of introducing the constraints;
in fact in literature control design methods for circulant systems
based on decomposition have been already explored [5], [9].
However, it can be useful to use the method shown in this paper
for control design of systems which have a limited bandwidth
in the circulant matrix, i.e., with matrices stemming from a
limited number of permutation matrices

b
M= Tk M®

k=—b

where b is the bandwidth. The earlier methods would yield a full
circulant controller, while the method of this paper would keep
the bandwidth limited thanks to the introduction of constraints,
at the cost of suboptimality.
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Centralized Controller

Fig. 2. Three different types of controllers. The arrows represent information
flow.

VII. EXAMPLES

A. Satellite Formation Flying

As a first example, we present a problem where the physical
subsystems are dynamically disconnected, but a cross coupling
between them is introduced by the performance index. This is
typically a formation flying problem. Let us consider a swarm
of satellites orbiting around a planet on a circular orbit (a similar
example is shown in [12]). The small perturbations of their mo-
tion with respect to the nominal circular trajectory are described
by the so-called Clohessy—Wiltshire equations [19]

5151 = 3&)1211171 + anx'Q + a1
Ty = —2wpT1 + as
i’g = —w721$3 + ag

where x1, 2 and x3 are respectively the displacements in the
radial, tangential and out-of-plane direction with respect to an
ideal body which is covering perfectly the circular orbit at an
angular speed w,; a1, a2 and as are the accelerations of the
spacecraft due to either propulsion or external disturbances.

Let us now assume that n satellites are uniformly distributed
on the same circular orbit, and that we would like to design a
controller that minimizes the error on their relative positions,
with an H, criterion. We are going to compare three different
controllers: 1) a centralized controller that considers the forma-
tion as a whole; 2) a decentralized controller that acts on every
satellite on its own; 3) a distributed controller made of the in-
teraction of local controllers which can communicate with the
nearest neighbors. Fig. 2 visually shows the difference between
these types of controllers.

The last of the three controllers can be designed with the
method shown in this article. We said that the goal is designing a
controller for minimizing the relative errors on the positions; as
there is no dynamic interaction between the satellites, the cross
coupling between them will be introduced by the performance
output. So if we consider the set of satellites as a single system,
all the matrices will be block diagonal but C,. As we need to
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Fig.3. Eigenvalues of L(! versus those of L(?) (n = 30). The shaded area is
the convex hull of these points: the vertices of the convex hull are all the points
themselves in this case.

put a penalty on the difference of the position, we can choose as
performance output the following:

for k = 1,2, 3.

1
Zzy,i = _§$k,i—1 + T, — §$k,i+l

In this way, the performance output matrix C, will be block
symmetric, and it will be possible to express it by means of a
symmetric pattern matrix. This would not happen if we choose
something like z, ; (t) — zx,i+1(t) as output, which might seem
a more natural choice.

Once the output has been decided, the pattern matrix has to be
chosen. As stated in Section V, Laplacian matrices are a better
choice, and in this case it is possible to use a symmetric Lapla-
cian matrix which we call £:

1 1
1 -L 0 ... 0o -1

_% 0 0o --- _% 1

With this, if we call C, the output matrix of a single satellite,
then the global performance output matrix will be C, = L‘,(ql ®
C... Notice that £() is circulant as well.

In addition, we consider a non-zero D, matrix in order to
penalize the use of the actuator (the consumption of propellant),
for which reason we can add the following three performance
outputs:

fork=1,2,3

Zay,,i = WAy

where w is a weighting parameter.

We turned the problem into a discrete time problem: we use
Theorem 14, and as we are in the case of Remark 16, the output
feedback synthesis problem can be solved with a reduced set
of only two LMIs. Moreover, as 55,,” is a symmetric Laplacian,
it is possible to execute the computation only once for all the
formations of any size, by assuming as maximum and minimum
eigenvalues 0 and 2 respectively.

This controller is of course suboptimal, but it will be dis-
tributed and it will require only communications between
nearest neighbors: the ¢th satellite will communicate with the
satellites of index ¢ + 1 and # — 1. The performance of the
controller can be increased by allowing one more communica-
tion link, that means, allowing the sth satellite to communicate

x 10
1.07 T T
O  Decentralized control
O  Full global optimal controller
+  Distributed control
1.06 - x  Distributed control with 2 patterns
o o o o DDDDDDDDDDDDDDDDDDDDD
o
o
1.05 b
E o
Q
= 104 .
<
o
1.03 b
R A S P S R e S S S LR EE R R S
o) o30Oooooooéoooooooooooooooo
&
(-] Il 1 1 1 1 1
0 5 10 15 20 25 30

number of satellites

Fig. 4. H .. norm with the four different controllers, for different numbers n
of satellites.

with those of of index ¢« + 2 and 7 — 2. This can be done by
introducing a second pattern matrix as in Section VI:

r o - o -~ 0 -1 0

1 1

@) _ 0o 1 0 -3 0o 0 -1
S SRR

0o -2 0 0 - -1 0 1

This is again a symmetric Laplacian, and it is a valid choice
for a second pattern matrix! as it is circulant too, and all circu-
lant matrices commute [7]. However, as explained in Section VI,
Remark 16 cannot be applied in its form anymore, as the eigen-
values )\,El) and )\52) of L and L? respectively must not be
considered on their own but as couples A£1)7 )\52) . The set of
LMIs can be reduced to only those that generate the convex hull
of all the ()\1(-1), )\52) , but as it can be seen from Fig. 3, no re-
duction is possible in this case and all the n LMIs have to be
considered.

We solved the computations for the synthesis of the two dis-
tributed controllers described above using Matlab and SeDuMi
as solver [1]; we computed also an optimal centralized con-
trollers and a decentralized one for comparison. The results of
the computations, for different numbers of satellites, are shown
in Fig. 4. As it was expected, the centralized optimal control
offers the best performances, while the decentralized has the
worst ones. The distributed controllers are in between and quite
close to the global optimum, with the 2-pattern one performing
slightly better.

Fig. 5 shows the sparsity of the four different controllers of
Fig. 4.

B. Paper Machines

Another example of a system that can be analyzed with the
methods shown in this article comes from the cross-directional

lActually, it is a third pattern matrix, as I,, can be considered a pattern as
well.
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Fig.5. Sparsity of the state matrix of the four different controllers, forn = 12.
A black dot indicates a non-zero entry.

control of paper machines [23]. In such devices, the wet paper
pulp is distributed on a conveyor belt and then forced through
a gap in order to create an extrusion (the paper sheet). A good
quality paper should have constant properties (e.g., thickness,
weight per unit area), so it is necessary to have an array of ac-
tuators that compensates for the irregularities in the distribution
of the paper pulp.

Under the point of view of system theory, a paper machine can
be modeled as a discrete time system with n inputs (the actuator
commands) and 7 outputs (the error in the paper thickness). If
we denote such inputs as u(k) € R™ and the outputs y(k) € R,
then a model for the system can be

y(k) = Pu(k — d) + ay(k — 1) + w(k) (33)
where a is a scalar (representing a stable pole), d is a delay, w is
a disturbance and P is a band matrix that accounts for the cross-
coupling between the actuators. Actually, P is the only source of
cross-coupling between the physical subsystems, which interact
with as many neighbors as the number of off-diagonal bands in
P. Some references (like [25], with some adaptations) assume
‘P as a generic band matrix, while others (like [23]) take it as a
band symmetric Toeplitz matrix.

Many different methods have been used in literature for
dealing with the problem; the most common approaches are ei-
ther to approximate the Toeplitz matrix with a circulant matrix
[18], [23], or to use a centralized optimal SVD controller which
uses the decomposition to simplify the complexity of the com-
putations [25]. With our approach, we will find a suboptimal
controller that can be implemented as distributed; Fig. 6 shows
the difference between the structure of this controller and of an
SVD one.

For using the methods of this article, we need to turn the
model of the machine into a state space formulation as in (4),
with the result that P becomes the pattern matrix. We prefer

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 54, NO. 1, JANUARY 2009

SVD controller Distributed Controller

plant outputs plant outputs

plant inputs plant inputs

Fig. 6. Difference between an SVD controller and a distributed controller. The
boxes represent static transformations, while the circles are dynamic controllers.
The SVD controller still needs to handle all the inputs and outputs in the same
processing units, so it can be considered as a kind of centralized controller.
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Fig. 7. Sparsity of the state matrix of the plant (./A) and of the controller, for
n = 50. A black dot indicates a non-zero entry.

working with a symmetric P, so we chose the numerical model
from [23]; more generic models could still be handled, but they
would require the use of LMIs with complex values, as ex-
plained in Section IV.

The state space formulation is also non-unique, in fact the
off-diagonal terms can be put either in BB, or in A; of course we
prefer the second option, as we will have less restrictions in the
synthesis problem (see Table I), and we will also be able to use
the reduced method (Remark 16).

This time we have used Ho synthesis for different values of
n. The results are shown in Table II. Fig. 7 gives an idea of the
structure of the systems, showing the sparsity pattern of the state
matrix of the plant and the controller.

VIII. CONCLUSION

In this article, we have presented new methods for designing
distributed controllers for a special class of systems, which can
be considered as the interconnection of n identical subsystems.
Thanks to the properties of the matrices in the state space for-
mulation of these systems, it is possible to decompose synthesis
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TABLE II
CONTROLLER PERFORMANCES FOR THE PAPER MACHINE EXAMPLE

Number of Ho norm:
actuators No Control Distributed Control
50 0.14587 0.09786
100 0.20629 0.13893
150 0.25265 0.17035
200 0.29173 0.19625

problems into a set of smaller ones, thus reducing the compu-
tation time. Moreover, by constraining the possible results of
the synthesis for the smaller problems, it is possible to keep the
distributed structure of the plant in the controller. These con-
straints can be easily introduced if the synthesis is expressed in
terms of LMIs and a parameterization of the decision variables
is introduced. We have shown that the complexity of the design
problems, with respect to a centralized controller, is reduced by
a factor n or even n? in certain cases. The methods have then
been applied to two examples, one in satellite formation flying
and the other in paper machine control.
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