
IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 53, NO. 5, JUNE 2008 1133

A Framework for Robust Stability of Systems Over
Finite Alphabets

Danielle C. Tarraf, Member, IEEE, Alexandre Megretski, Senior Member, IEEE, and
Munther A. Dahleh, Fellow, IEEE

Abstract—Systems over finite alphabets are discrete-time sys-
tems whose input and output signals take their values in finite sets.
Three notions of input/output stability (gain stability, incremental
stability and external stability) that are particularly applicable to
this class of systems are proposed and motivated through examples.
New formulations for generalized small gain and incremental small
gain theorems are presented, thus showing that gain stability and
incremental stability are useful robustness measures. The paper
then focuses on deterministic finite state machine (DFM) models.
For this class, the problems of verifying gain stability, incremental
stability, and corresponding gain bounds are shown to reduce to
searching for an appropriate storage function. These problems are
also shown to be related to the problem of verifying the nonexis-
tence of negative cost cycles in an appropriately constructed net-
work. Using this insight and based on a solution approach for dis-
crete shortest path problems, a strongly polynomial algorithm is
proposed. Finally, incremental stability and external stability are
shown to be equivalent notions for this class of systems.

Index Terms—Dissipative system, finite state machine, incre-
mental stability, input/output stability, shortest path problem,
small gain theorem, storage functions, system over finite alphabet.

I. INTRODUCTION

A. Motivation and Scope

T HIS paper is motivated by the desire to develop a new par-
adigm that enables systematic analysis, design and opti-

mization of hybrid systems. Hybrid systems are systems that in-
volve interacting continuous and discrete dynamics1: They have
received much attention in the past decade [1]–[8] due to their
pervasive presence in engineered [9]–[13] as well as biological
systems [14], [15] and the multitude of new challenges that they
present. The paper focuses on a class of hybrid systems, which
we refer to as “systems over finite alphabets”, where the input
and output interfaces are discrete. Systems over finite alphabets
are discrete-time systems whose input and output signals take
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1Continuous and discrete dynamics are understood to mean dynamics that
evolve in continuous and discrete state-spaces, respectively.

their values in finite sets: This is, for instance, the case where
the actuation takes the form of an on/off or a multilevel switch,
or when sensing is coarse and quantized.

The paradigm proposed for systems over finite alphabets
bases the analysis and control synthesis on an approximate
model belonging to a simpler class of systems, while accounting
for the approximation error. The classical robust control frame-
work [16], [17] and generalizations of it provide paradigms
and efficient computational tools for problems of analysis and
optimal controller synthesis for systems that are, in some sense,
close to being linear. The idea there is to approximate a given
system by a nominal LTI model, and to establish a quantitative
measure for the degree of fidelity of the nominal model to
the original system. This measure is typically an induced gain
bound [17] or an integral quadratic constraint [18] for the
error system. An LTI controller is then designed to stabilize
the nominal model and to meet other performance objectives,
also typically described in terms of induced gain bounds or
integral quadratic constraints. Robust performance of the actual
closed-loop system is verified using a small gain argument
[19] or an S-procedure [20], [21]. An extension of small gain
arguments for input-to-sate stability analysis of hybrid systems
was recently proposed in [22], in which the hybrid system was
decomposed into the feedback interconnection of its discrete
and continuous subsystems for the purpose of analysis.

While the traditional robust control approaches have been
successfully used in a variety of settings, they become inade-
quate when the systems in question are highly nonlinear or hy-
brid (particularly when the inputs and outputs are restricted to fi-
nite sets), partially due to their reliance on LTI nominal models.
For such problems, we seek an alternative robust control frame-
work in which the hybrid systems are approximated by nom-
inal finite state machine models for the purpose of analysis and
controller synthesis. This finite state machine based approach,
which was first proposed in [23], seems natural for two reasons:
1) the computer-based implementation of controllers is discrete
and 2) dynamical systems can be thought of as infinite state ma-
chines, with finite state machines as their obvious approxima-
tion.

Developing a finite state machine based robust control frame-
work necessitates results in three complementary directions:
1) approaches for generating approximate finite state machine
models of hybrid systems, with useful guarantees on the quality
of approximation, 2) a set of constructive tools for robust
performance analysis, and 3) tools for synthesizing finite state
machine controllers. This paper focuses exclusively on item 2)
in the above list. Interested readers are referred to [24]–[32] for
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an overview of recent advances in addressing item 1), to [23],
[24], [33] for several related treatments of item 3), and to [34]
for an exposition of a new approach for controller synthesis for
a class of switched systems that utilizes the results of this paper
and the aforementioned references.

The first part of this paper (Section II) develops a formal
framework for robust stability analysis that is, in particular, ap-
plicable to systems over finite alphabets. The components of this
framework are several notions of input/output stability and cor-
responding generalized small gain theorems. Standard system
descriptions in terms of induced norms or integral quadratic
constraints cannot generally be used in this setting since the al-
phabet sets are arbitrary finite sets with no a priori assumptions
on their algebraic or topological structure. The second part of
this paper focuses exclusively on a class of systems over finite
alphabets described by finite state machine models. Analytical
(Section III) and computational (Section IV) tools for stability
analysis of this class of systems are presented.

B. Notation

The following notation is used throughout the paper:
denotes the cardinality of set . Given two sets and
denotes their Cartesian product. and denote the sets of
non-negative integers and non-negative reals, respectively. For
every , . is the set of all
infinite sequences over ; that is, . Like-
wise, is the set of all length sequences over ;

. An element of is denoted by while an ele-
ment of is denoted by or .
For denotes the th component of . The notation

and denotes inclusion and proper inclusion, respectively.
For denotes the indicator function of set , that
is the function defined by for

and , otherwise.

II. SYSTEMS AND STABILITY: A FORMAL FRAMEWORK

A. Systems Over Finite Alphabets

A discrete-time signal is understood to be an infinite sequence
over some prescribed set, which we refer to as an alphabet set.

Definition 1: A discrete-time system is a set of pairs of
signals, .

A system is thus a process characterized by its feasible signals
set, which is simply a list of ordered pairs of all the signals
(sequences over input alphabet set ) that can be applied as an
input to this process, and all the output signals (sequences over
output alphabet set ) that can be potentially exhibited by the
process in response to each of the input signals. Throughout the
paper, the same symbol will be used interchangeably to denote
a system and its feasible signals set.

Example 1: The system defined by the feasible signals set

is a memoryless system, gain .
The case where signals are defined over finite alphabet sets is

of particular interest in this paper.
Definition 2: A system over finite alphabets is a discrete-time

system whose input and output alphabet sets are finite.

Example 2: The system over finite alphabets defined by the
feasible signals set

where and is a memoryless
system, gain , whose input is restricted to three values:
and , and whose output is hence also restricted to three values:

, and .

B. Notions of Input–Output Stability

Three notions of input/output stability are proposed in this
section: Gain stability, incremental stability and external sta-
bility. Note that while these notions are defined for arbitrary
systems, they are particularly of interest for systems over finite
alphabets. A discussion of their significance and their relations
to existing notions of stability is deferred until Section II-D, with
a set of illustrative examples following in Section II-E.

Definition 3: Consider a system and let
and be given functions. is gain

stable if there exists a finite non-negative constant such that
the following inequality is satisfied for all in :

(1)

In particular, when and are non-negative (and not identi-
cally zero), a notion of gain can be defined. Let and

be given non-negative functions. The gain of
is the infimum of such that (1) is satisfied.
A real valued function is said to be symmetric

if for all in and positive definite if it
satisfies:

1) ;
2) .
Definition 4: A system is incrementally

stable if there exists a finite non-negative constant and a pair
of symmetric positive definite functions and

such that the following inequality is satisfied
for any and in

(2)

Given a particular choice of symmetric positive definite func-
tions and , the infimum of such that (2) is satisfied is
called the incremental gain of .

Definition 5: A system is externally un-
stable if there exists a finite constant and
in such that for some , for all

. is externally stable if it is not externally unstable.

C. Stability of Interconnections

The feedback interconnection of two
systems and ,
as shown in Fig. 1, is the system:
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Fig. 1. Feedback interconnection of � and �.

Suppose that both and are stable in the same sense (ei-
ther gain stable or incrementally stable). The question is: What
can be said about the stability of their feedback interconnection

?
Theorem 1: (A Small Gain Theorem) Suppose that is

gain stable and satisfies (1) with for some
and , and that is

gain stable and satisfies (1) with for some
and . The interconnection with input
and output is gain stable for and
defined as

(3)

(4)

and satisfies (1) with .
Proof: By assumption, the feasible signals of satisfy

(5)

and those of satisfy

(6)

For functions and defined in (3) and (4), (5) implies that all
feasible signals of satisfy the following condition:

(7)

Adding (6) to (7), and noting that the infimum of the sum of two
functions is larger than or equal to the sum of the infimums of
the functions, we get

(8)

Hence, the interconnection is gain stable and satis-
fies (1) with .

This formulation of the Small Gain Theorem is valid for ar-
bitrary systems: In particular, when and are systems over
finite alphabets, “ ” and “ ” in (3) and (4) can be replaced
by “ ” and “ ,” respectively.

Theorem 2: (An Incremental Small Gain Theorem) Suppose
that is incrementally stable with incremental gain
not exceeding 1 for some symmetric positive definite functions

and
, and that is incrementally stable with

incremental gain not exceeding 1 for some symmetric positive
definite functions and

. If functions and defined
as

(9)

(10)

are positive-definite, the interconnection with input
and output is incrementally stable, and its incremental
gain does not exceed 1.

Proof: Under the stated assumptions, it follows by an ar-
gument similar to that in the Proof of Theorem 1 that

(11)

If and , which are symmetric by definition, are positive
definite, the interconnection is incrementally stable and
its incremental gain does not exceed 1.

D. Comments on Stability of Systems and Interconnections

It may be informative to note that Definition 3 can be equiv-
alently re-written as: There exists a finite non-negative constant

such that for each there exists a finite non-nega-
tive constant for which the following inequality holds for
all :

(12)

Note that the proposed notion of gain stability is consistent with
traditional notions of stability: For instance, a discrete-time LTI
system that is internally stable (poles in the unit disk) is
gain stable for functions and defined by and

. While less restrictive definitions of stability have
been proposed for nonlinear systems, typically involving the use
of gain functions (such as class functions) [35], the use of such
gain functions in Definition 3 is unlikely to offer any advantages
over the use of a simple gain for systems over finite alphabets:
This is due to the finiteness of the alphabet sets which ensures
that the derivative of the gain function remains bounded at in-
finity if it is bounded elsewhere, and due to the possibility of
appropriately rescaling functions and . The relation between
the proposed notion of gain stability and classical dissipation
theory [36] should also be noted. In particular, a system that is
dissipative with supply rate is gain stable.
The choice of notation here, namely the use of “ ” and “ ”
rather than “ ” and “ ” as is standard in Willems’ frame-
work, was made in keeping with the notation of IQC theory [18].

Definition 3 does not impose restrictions on the choice of
functions and . As such, given any system it is always pos-
sible to find some choice of and for which the system is
gain stable: A judicious choice of functions is thus necessary to
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ensure that the corresponding gain stability condition describes
a relevant property of the system. The case where and are
zero on some and , respectively, and positive
elsewhere is of particular interest. The value of the gain in this
case could, for instance, be indicative of the proportion of time
in which the output deviates from the desired set to that in
which the input deviates from the desired set (see Example
3). Note that if the alphabet sets have some particular algebraic
structure, there is a natural choice for and . For example,
for an alphabet set with a group or field structure, the natural
choice is the singleton consisting of the identity element of the
group and the additive identity element of the field, respectively.
In the traditional setting where the signals take their values in
vector spaces over the reals, the natural choice of and is
the singleton consisting of the zero vector, with corresponding
zero norm.

Remark 1: For a given system over finite
alphabets and a particular choice of and , the
existence of a finite and functions and

, zero on and , respectively, and positive
elsewhere, such that (1) is satisfied is an intrinsic property of
the system (i.e., independent of the specific choice of and );
when such a exists, the system is said to be gain stable about

. Indeed, let and be zero
on and positive elsewhere. Let and

be zero on and positive elsewhere. Set

and

Note that and are finite when the alphabet sets are finite.
For any non-negative constant and any , we have:

It follows that if there exists a non-negative constant , say
, such that (1) holds for some choice of functions and

zero on and respectively and positive elsewhere; then for
any other choice of functions and zero on and ,
respectively, and positive elsewhere, there exists a value ,
in particular , for which (1) also holds for all

.
The notion of incremental stability proposed in this paper

captures the sensitivity of the output trajectories of a given
system to perturbations in its input and initial conditions. Our
motivation for defining this notion is to provide an alternative
to gain stability when the latter may be too limited or too
weak [37]–[40]. As should be expected, a discrete-time LTI
system that is internally stable is incrementally stable in the
sense of Definition 4 with and

where denotes the standard
norm for finite positive integer .

Remark 2: By an argument similar to that made in Remark 1,
it is clear that incremental stability (or lack of it) is an intrinsic
property of a given system over finite alphabets. However, the

Fig. 2. The error system of � and its approximation � .

numerical value of the incremental gain of a stable system de-
pends on the choice of functions and .

The notion of external stability proposed in this paper cap-
tures the property that a system forgets its past, as evidenced by
the evolution of its output trajectories. The nomenclature was
chosen to emphasize the contrast between this notion and that of
internal stability, concerned with the evolution of the state (in-
ternal) trajectories. Note that a system that is internally stable
need not be externally stable: Example 5 in Section II-E illus-
trates this point.

Remark 3: For systems over finite alphabets, incremental sta-
bility is a stronger notion than external stability. Indeed, suppose
that a system is incrementally stable. Then for
any pair of elements and in , we have the fol-
lowing inequality:

When is finite, only takes on a finite number of values
and the above inequality allows us to conclude that the system
is externally stable. It will be shown in Section III-E that the
two notions are equivalent for deterministic finite state machine
systems.

The new formulation of the Small Gain Theorem proposed
in this paper recovers the traditional Small Gain Theorem when
applied in the traditional setting. Indeed, when gain stability of
systems and are interpreted as stability conditions, we
have:

, and consequently
and

. Our formulation thus recovers the stan-
dard small gain result: If each of and are stable with gain
not exceeding 1, then so is their interconnection.

Remark 4: It follows from Theorem 1 that if two systems
and are and stable, respectively, satisfying (1)
with , their interconnection is gain stable and
satisfies (1) with for and given by

(13)

(14)

for any choice of scaling parameter . Indeed, when the
feasible signals of satisfy (6), they also satisfy
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Fig. 3. Coding Setup.

Fig. 4. Stable LTI system with state quantizer �

for all . The Proof of Theorem 1 thus follows through with
“ ” and “ ” replaced by “ ” and “ ”, respectively.
This scaling allows us to overcome some of the conservatism of
the Small Gain Theorem.

In particular, we may be interested in proving stability of the
interconnection about for some specific choice
of and . Theorem 1 allows us to verify this if
and defined in (13) and (14) satisfy the requirement that they
are zero on and , respectively, and positive elsewhere for
some choice of .

Remark 5: The Incremental Small Gain Theorem is similarly
amenable to scaling thus easing some of its conservatism.

E. Illustrative Examples

The following simple examples illustrate each of the input/
output stability notions proposed in Section II-B.

Example 3: Let and be given systems over binary al-
phabets and .
is typically considered to be a good approximation of if it
is a lower complexity system2 whose response to every input
is close to that of to a similar input. This can be quanti-
fied by the gain of the error system (Fig. 2) with input

and output , where
and are simply the identity maps. Function

is a “flip in input” transfor-
mation defined by

if or
if or

and function is a “binary
comparator” defined by

if
otherwise

In particular, note that when the error system is gain stable,
the responses of and to the same input can only differ by
a finite number of terms.

Example 4: Convolutional codes are widely used to add re-
dundancy to data transmitted over noisy channels so as to en-

2A lower complexity system for our purposes is one that is simpler to analyze
and to synthesize controllers for. The order of the state-space and the cardinality
of the state set are adequate measures of system complexity for LTI and finite
state systems, respectively.

able error free decoding at the receiver end (Fig. 3). A convo-
lutional encoder is a map , where
is a finite field and and are integers with , such that

is a right shift-invariant linear subspace of
. Given a convolutional code , the problem of finding

an encoder for it can be formulated as the problem of finding a
state-space realization for an invertible map .
A good encoder is one that is “non-catastrophic”, among other
properties. An encoder is said to be catastrophic if two code-
words differing by a finite number of terms corre-
spond to two data sequences differing by an
infinite number of terms. Ensuring that the system over finite al-
phabets is incremen-
tally stable allows us to ensure that the corresponding encoder

is non-catastrophic.
Example 5: Consider a stable LTI system

whose input is restricted to three values, 0 and , and whose
initial state is assumed to lie in the interval . Consider
also an output quantizer , described (in the relevant range of
values for input ) by

connected to the LTI system as shown in Fig. 4. Even though
the LTI system is stable (pole inside the unit disk), the system
with input and output is not externally stable: Consider a
constant input and two initial conditions
and . The corresponding constant outputs,
and , are unequal at every time step. The lack of ex-
ternal stability in a system has an important consequence [41].
We cannot expect to find an arbitrarily close approximation for
such a system in the “traditional” sense of Example 3. A dif-
ferent approximation paradigm is needed for systems that are
externally unstable.

III. STABILITY OF DETERMINISTIC FINITE STATE MACHINE

MODELS

The remainder of the paper focuses on a special class of sys-
tems over finite alphabets where a specific process, modeled by
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a deterministic finite state machine (Definition 6), generates the
feasible signals. This class of systems is interesting because it is
expected to provide a set of tractable models from which, given
a more complex system of interest, we can potentially choose a
nominal model to approximate the complex one for the purpose
of analysis and/or controller synthesis. The following questions
are addressed in this section: Given a deterministic finite state
machine , how can we verify whether it is gain stable or incre-
mentally stable? How can we compute its gain and incremental
gain? Each of these questions is shown to reduce to verifying
the existence of an appropriate storage function. Moreover, al-
though incremental stability is generally stronger than external
stability, the two notions are shown to be equivalent for systems
modeled by finite state machines. It remains to be pointed out
that the characterizations of stability in terms of energy storage
descriptions of dissipativity are useful in the context of analysis,
as described in this paper, and in the context of synthesis, in that
they point to a characterization of an optimal control law [24].

A. Deterministic Finite State Machine (DFM) Models

Definition 6: A deterministic finite state machine (DFM) is
a mathematical model described by a state transition equation
(15) and an output equation (16):

(15)

(16)

where , and where
and are finite sets.

and are finite alphabet sets of possible instantaneous
values of the input signal and the output signal, respectively.

is the finite set of states of the DFM. is
the state transition function and is the output
function. The feasible signals set is given by:

such that satisfy (15), (16) (17)

B. Necessary and Sufficient Conditions for Gain Stability of
DFM Models

Characterizations of gain stability of a deterministic finite
state machine in terms of energy storage descriptions of dissi-
pativity properties are proposed in this section. The proofs of
Theorems 3 and 4 are postponed until Section III-C.

Theorem 3: Consider a deterministic finite state machine
defined by (15) and (16), and a function . The
following two statements are equivalent:

a) for any and , the following inequality
is satisfied:

(18)

b) there exists a non-negative function such
that the inequality

(19)

holds for all and .

In particular, a choice of in
Theorem 3 allows us to formulate a necessary and sufficient
condition for gain stability of .

Theorem 3 can be viewed as a variant of the standard result for
discrete-time dissipative systems, specialized to the finite state
setting. Indeed, the standard characterization of dissipativity is
in terms of finiteness of the “available storage” function de-
fined as

with [36], [42]. Note that, for an arbitrary system,
finiteness of implies that statement (a) of Theorem 3 is satis-
fied; in our setting, finiteness of the state set ensures that finite-
ness of the available storage function is equivalent to statement
(a). In the terminology of the theory of dissipative systems,
in Theorem 3 is the storage function of the dissipative system

with supply rate .
Given a deterministic finite state machine

and . It is possible to verify gain stability of
about by applying Theorem 3 to verify gain sta-
bility of for a particular choice of and zero on and ,
respectively, and positive elsewhere. However, it was noted ear-
lier (see Remark 1 in Section II-D) that gain stability of a system
about is an intrinsic property of the system whenever
the alphabet sets are finite. We thus expect to be able to for-
mulate an alternative characterization of this property that does
not involve a particular choice of and . Theorem 4 presents
such a characterization for deterministic finite state machines.
The stability condition is again formulated as a dissipation in-
equality for the system with inputs restricted to values in .

Theorem 4: Consider a deterministic finite state machine
defined by (15) and (16) and sets . is gain
stable about if and only if there exists a non-negative
function such that the inequality

(20)

holds for all and .

C. Derivation of the Necessary and Sufficient Conditions for
Gain Stability

The following Lemma will be used in proving Theorem 3.
Lemma 1: Consider a deterministic finite state machine

defined by (15) and (16) and a function . Suppose
that the following inequality is satisfied for any and

:

(21)

Then, for any and , we have

(22)
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where and .
Proof: See Appendix I.

Remark 6: Note that finiteness of the set of states in a DFM
model results in a stronger notion of gain stability, in the sense
that a gain stable DFM admits a uniform upper bound for the
parameters in (12). Indeed, it follows from Lemma 1 that

is one such uniform upper bound.
Proof: (Theorem 3) To prove that (b) (a), note that by

summing up (19) along any trajectory from to , we
get

which implies (18).
To prove that (a) (b), define function as

follows:

(23)

where and is the state trajectory
associated with initial condition and input . It follows from
Lemma 1 that the right hand side of (23) is bounded above and
hence is well defined. Moreover, is non-negative by con-
struction. Finally, we have

where and .
Lemmas 2 and 3 will be additionally needed to prove The-

orem 4.
Lemma 2: Consider a deterministic finite state machine

defined by (15) and (16) and a function . If there
exists a function such that for all and

(24)

then for any and corresponding
satisfying , we have:

Proof: By summing up (24) along any trajectory from
to , we get

(25)

Suppose there exists a and corresponding
, with , such that .

We can construct a periodic input such that, for initial condition
, the summation can be made arbitrarily

negative for large enough , thus violating (25) and leading to
a contradiction.

Lemma 3: Consider a deterministic finite state machine
defined by (15) and (16) and sets . If there
exists a function such that for all and ,

(26)

then for any and corresponding
with , the inequality

(27)

holds for .
Proof: See Appendix II.

We are now ready to prove Theorem 4.
Proof: (Theorem 4) To prove sufficiency, we will show that

for any and , the following inequality is satisfied
for all :

(28)

with and . This is clearly
the case when . If , there must exist two integers

and in , with , such that . Thus, it
follows from Lemma 3 that we can construct new state and input
sequences, and , where ,
such that

Now, for any , by the preceding argument, we can con-
struct a finite sequence of integers
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and corresponding state and input sequences and
such that

Hence, it follows that (28) is satisfied for all .
To prove necessity, suppose that is gain stable about

. Define function as follows:

where is the state trajectory corresponding to initial state
and input . is non-negative by construction, being
the supremum of a set containing 0. is also finite: Indeed,
application of Lemma 1 with

implies the following inequality for all :

In particular, when , the summation on the right hand
side vanishes and we get a constant upper bound for the sum-
mation on the left, which establishes finiteness of . Finally, it
follows from the definition that

where and . Moreover, we have

where . Hence (20) holds for every
.

D. Incremental Stability of DFM Models

Necessary and sufficient conditions for incremental stability
and validity of an incremental gain bound of a deterministic fi-
nite state machine can be readily derived from Theorems 4
and 3, respectively, in Section III-B. The basic idea is that in-
cremental stability of can be equivalently described in terms

of gain stability of a new system (referred to as a “super-
system” in [40]) consisting of two copies of driven in parallel
by two different inputs and initial conditions. Indeed, let be
a deterministic finite state machine defined by (15) and (16) and
consider with input and output alphabets and

, state set , state transition function
defined by

(29)

and output function defined by

(30)

Thus, is described by the following state transition (31) and
output (32) equations:

(31)

(32)

The following statements hold for and the corresponding
constructed as described earlier.

Lemma 4: iff .
Proof:

such that

satisfy (31) and (32)

such that and

satisfy (15) and (16)

Theorem 5: Let and
. is incrementally stable iff is gain stable about

.
Proof: is incrementally stable

, symmetric positive-definite functions
such that any two

pairs in satisfy

and symmetric functions and
zero on and , respectively, and positive

elsewhere such that any feasible signal in satisfies:

is gain stable about .
(The second equivalence follows from Lemma 4).

E. Relating Incremental and External Stability

While incremental stability is generally stronger than external
stability, it will be shown next that the two notions are equivalent
for DFM models.

Theorem 6: A deterministic finite state machine defined
by (15) and (16) is externally stable iff it is incrementally stable.
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Proof: Sufficiency was shown in Remark 3 in Section II-D.
To prove necessity, suppose that is externally stable and con-
sider defined as

where is defined by

otherwise

where and are the state trajectories corresponding to ini-
tial states and , respectively, and input . It follows from
the definition of , using an argument similar to the one used
in the proofs of Theorems 3 and 4, that the following inequality
holds for any :

(33)

What is left to show is that is bounded. We claim that
, where and . The proof is by

contradiction: Suppose that in unbounded; then there exists
a pair of initial conditions , a positive integer , and an
input sequence with corresponding state sequences

, such that
and . We can then con-

struct two periodic feasible signals and , corre-
sponding to initial conditions and and periodic input de-
fined as for and ,
which violate the condition in Definition 5, hence contradicting
our assumption of external stability. Since is finite, non-neg-
ative and satisfies (33), it follows from Theorems 4 and 5 that

is incrementally stable.

F. A Note About the Search for Storage Functions

It follows from Sections III-B and III-D that verifying gain
and incremental stability of a DFM, as well as verifying a par-
ticular gain or incremental gain bound, can be done by checking
feasibility of a linear program of the form

where the decision variable is the vector of values of the
storage function . Similarly, computing a particular gain
(when well defined) or incremental gain of a DFM can be done
by solving a linear program of the form

subject to

where the decision variable is the vector of values of the (in-
cremental) gain and the corresponding storage function . Note
that it is not necessary to enforce in the above linear pro-
grams since a feasible non-negative solution exists whenever a
feasible solution exists. The following simple example demon-
strates this procedure.

Fig. 5. The DFM in Example 6.

Example 6: Consider a DFM with three states , and
, binary input and output alphabets , output

function defined by

for
for

and state transitions as shown in Fig. 5. Let ,
be the identity maps. is gain stable

with gain 1. Stability can be verified using Theorem 4 (with
) by finding a feasible solution to

the linear program:

with being shorthand notation for . The gain of
can be explicitly computed using Theorem 3 by finding the

optimal solution of the linear program:

subject to

While an off the shelf LP solver can in principle be used in
this setting, it is not advisable for two reasons. On one hand, the
linear programs in question are highly structured: Matrix is
sparse, with integer entries taking one of three values ( or

), with at most three non-zero entries per row, and with a row
sum of either or . Moreover, in the linear programs asso-
ciated with verifying stability or incremental stability, vector
consists of integer entries taking the values or . Finally, in
the linear programs associated with gain computation, vector
is an all zero vector except for a single unity entry. On the other
hand, the DFM models of interest, typically being approximate
models of potentially complex dynamical systems, are expected
to have a large number of states. In view of this structure and the
potential size of the problems of interest, it is important to de-
velop specialized algorithms with better worst-case complexity
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bounds and better practical performance than generic LP solu-
tion algorithms. An approach for addressing this issue is pre-
sented in the next section. Alternative approaches involving the
development and use of specialized LP solvers are also poten-
tially possible.

IV. A COMPUTATIONAL ALGORITHM FOR STABILITY AND GAIN

VERIFICATION

It is shown in this section that the problem of verifying a
dissipation inequality for a deterministic finite state machine
is equivalent to the problem of verifying the non-existence of
negative cost cycles in an appropriately constructed network.
As such, verification of gain stability, incremental stability
and particular gain bounds can be carried out efficiently by
adapting solution techniques for discrete shortest path prob-
lems. We begin in Section IV-A with a brief review of relevant
network flow concepts. The construction of the underlying
network flow problem is described in Section IV-B, where
the relation between DFM stability analysis and the network
flow problem is established. In Section IV-C, a computational
solution algorithm, adapted from the Bellman–Ford algorithm
[43], is proposed and shown to remain strongly polynomial,
with worst-case complexity for a network with nodes
and at most edges, where .

A. A Brief Review of Network Flows

A directed graph is a set of nodes
and a set of directed edges ,

where is an edge outgoing from node and in-
coming into node . A network is a directed
graph with additional numerical information associated with its
edges, in particular a cost function . The shorthand
notation is used for . A path is a sequence of edges

; a path is simple if
are all distinct. A cycle is a path in which ; a cycle is
simple if are distinct. The cost of a path is the sum
of the costs of its edges.

Consider a network . The all-to-one discrete
shortest path problem can be stated as follows: Given a choice
of destination node (say node ), find the shortest (i.e., least
costly) directed path from each of the remaining nodes to . A
class of algorithms, collectively referred to as label-correcting
algorithms, solve this problem. The basic idea is to associate
with each node a distance label , which provides an upper
bound on the length of the shortest path from node to the des-
tination node while the algorithm is running. While various im-
plementations of label-correcting algorithms exist (see [44] for
a detailed discussion), they all terminate either when the lengths
of all the shortest paths have been computed or when a negative
cost cycle has been discovered. The following well-known op-
timality condition (refer to [44] for a proof) allows us to assess
whether a given set of distance labels represents the shortest path
lengths to the destination node.

Lemma 5: Consider a network with fixed edge
costs , and consider a function with ,

where node is the destination node. Suppose that there are
no outgoing edges from , and that for every

denotes the length of a directed path from node to node
. Function defines the shortest path lengths iff the following

condition is satisfied:

(34)

B. A Related Network Problem

Let be a deterministic finite state machine defined by (15)
and (16) and consider a dissipation inequality as in (19), re-
peated here for convenience

for all

Let . We can associate with and the given
dissipation inequality a network constructed as follows:

such that

(35)

Lemma 6: satisfies inequality (19) iff has no negative
cost cycles.

Proof: Necessity follows from Lemma 2. To prove suffi-
ciency, suppose that has no negative cost cycles. Let
be the set of all paths starting at node , and let be the cost
of path . Define a function by the fol-
lowing rule: . Let denote the
subset of simple paths starting at node . Note that

, since it is not possible to decrease the length
of a path by adding cycles to it. Thus is bounded by construc-
tion (the cost of each edge is finite and the maximum number of
edges in any simple path is ). Moreover,

. Thus, function defined by
is non-negative and satisfies (19).

Remark 7: A dissipation inequality as in (20) can also be
readily verified for ; the corresponding network is then
constructed as follows:

(36)

C. Strongly Polynomial Algorithm for Gain Verification

We begin by describing an adapted version of the
Bellman–Ford algorithm [43], the Adapted Shortest Path
Algorithm (ASPA), that can be used to verify the nonexistence
of a cycle in a connected subgraph of a given graph .
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Adapted Shortest Path Algorithm (ASPA)

Input: Network , destination node .
(1) Add a new node numbered , and edge
with .
(2) Initialize the distance labels:

, for .
(3) Initialize a set of nodes: .
(4) At iteration :
(i) For each node , update the distance label
according to the update law:

where .
(ii) For each node , set .
(iii) Set

.

For completeness, the termination properties and com-
putational complexity of this algorithm are discussed in
Appendix III.

The proposed Verification Algorithm (VA), detailed below,
implements ASPA successively to verify a given dissipation in-
equality for a DFM by verifying the nonexistence of negative
cost cycles in the corresponding network .

Verification Algorithm (VA)

Input: .
(1) Set .
(2) At iteration :
(i) Pick an arbitrary destination node in .
(ii) Run ASPA on . If , exit.
(iii) Set

.

If the Verification Algorithm exits when , there
exists a negative cost cycle. Otherwise, if it terminates when

, the desired dissipation inequality is verified since the
network is free of negative cost cycles. The algorithm terminates
in finite time, since there are at most iterations, each of
which runs ASPA once, and hence terminates in finite time. Let

and let . The
worst case computational complexity of this algorithm is given
by

.
While the gain of a DFM cannot be exactly computed using

this algorithm, an upper bound for it can be computed up to
any desired level of accuracy by running the Verification Al-
gorithm iteratively: An upper bound3 and a lower bound for
the gain are established and iteratively refined using a bisection
algorithm. The number of required iterations of VA grows in-
versely with the desired level of accuracy , with the worst case

3It is fairly straightforward to show that the ��� gain of a DFM is either
infinite or bounded above by �� �� where � � �������, � �
��� ��	� and � � ��� ��
�.

Fig. 6. The network associated with the DFM of Example 7.

complexity of each iteration being . The following simple
example illustrates this procedure.

Example 7: Consider once again the deterministic fi-
nite state machine from Example 6, and the cor-
responding network with

, and costs parame-
trized by scalar as follows:

(Fig. 6).
Suppose we wish to verify a gain bound up to desired tolerance

: We first set and run VA to verify that has
no negative cost cycles. Thus, is gain stable and 3 is a
verified gain bound for it. We then run successive iterations of
VA, in which we verify that: is a gain bound,
is not, is, is not, is, at
which point we stop since a gain bound with the desired level
of accuracy has been verified.

V. CONCLUSIONS AND FUTURE WORK

We proposed a framework for robust stability analysis that
is particularly applicable for systems over finite alphabets. The
framework consists of three notions of input/output stability,
and generalized small gain and incremental small gain theo-
rems. We also presented a set of analytical and computational
tools for stability analysis of a specific class of models of sys-
tems over finite alphabets, namely deterministic finite state ma-
chines, proposed as nominal models of more general systems in
this framework.

The lack of algebraic structure in finite state machine models
gives rise to an interesting problem that is not encountered in the
classical robust control framework where the nominal models
are LTI. The interconnection of two LTI models of size and

results in an LTI model of size . The interconnection
of two deterministic finite state machine models of size and

results in a deterministic finite state machine of size .
This is because the size of an LTI system, for the purpose of
analysis (and control), is the dimension of its vector state-space,
while that of a deterministic finite state machine model is the
cardinality of its state-set. This simple observation motivates
the need for approaches that combine component wise analysis
with information about the interconnection to guarantee overall
performance while avoiding this problem of growth in size of
the state-space.

APPENDIX I
PROOF OF LEMMA 1

Proof: The condition given in (21) can be equivalently
written as: For every input and initial state there exists a



1144 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 53, NO. 5, JUNE 2008

finite constant such that for all , the following in-
equality holds:

We claim that . The following argument will
be needed: If there exists some initial state and input
for which , for some , then

, because the summation is bounded below by .
Thus there exists two integers and in ,
such that . Moreover, it must be the case that

, otherwise there exists at least one
initial condition and periodic input sequence for which (21) is
violated. Let and consider and

defined by:

Note that and are valid state and input sequences, and they
satisfy

Now, suppose our claim that is not true.
That is, there exists some initial state and input for
which , for some . By
the above argument, we can construct a finite sequence of
integers with corresponding state and
input sequences and , satisfying

, and such that , and
such that , leading to a contradiction.

APPENDIX II
PROOF OF LEMMA 3

Proof: By summing up (26) along any trajectory from
to , we get

(37)

Now consider and corresponding satis-
fying . First, note that (27) holds for :
If for at least one in , (27) is clearly satis-
fied. Otherwise, if for all , we conclude that

. For if that was not the case,
we can construct a periodic input sequence for which the sum-
mation can be made infinite, thus
violating (37) and leading to a contradiction. Next, note that if

, there exists integers in with
such that and

by the previous argument. Let and define

Note that

Thus for any we can construct, as described
above, a sequence of integers and corresponding
state and input sequences , with

and such that

holds for . It follows that (27) is also satisfied
for .

APPENDIX III
TERMINATION PROPERTIES AND COMPLEXITY OF ASPA

The termination properties of the Adapted Shortest Path Al-
gorithm are as follows:

(a) If , we have

Thus, satisfies (34). Let .
is the set of nodes for which no feasible path exists to node

and hence , since if such a path was to exist, it would
consist of at most edges. For every , it follows from
Lemma 5 that is the shortest path length, and hence no
negative cost cycles exist in . No conclusions can be
drawn about the cost of cycles in .

(b) If , a negative cost cycle exists: For if that
was not the case, would be the shortest path distances, since
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all paths consist of at most edges, and hence we would have
, for all .

Note that the algorithm terminates in at most iterations.
Moreover, at each iteration after the first, each edge in
is examined at most once. Let and assume there
are at most outgoing edges from each node, with . In
this case, the worst case computational complexity is

.
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