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Ensembles
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Abstract

Synchronization of oscillations is a phenomenon prevalentin natural, social, and engineering

systems. Controlling synchronization of oscillating systems is motivated by a wide range of applications

from neurological treatment of Parkinson’s disease to the design of neurocomputers. In this article, we

study the control of an ensemble of uncoupled neuron oscillators described by phase models. We examine

controllability of such a neuron ensemble for various phasemodels and, furthermore, study the related

optimal control problems. In particular, by employing Pontryagin’s maximum principle, we analytically

derive optimal controls for spiking single- and two-neuronsystems, and analyze the applicability of the

latter to an ensemble system. Finally, we present a robust computational method for optimal control of

spiking neurons based on pseudospectral approximations. The methodology developed here is universal

to the control of general nonlinear phase oscillators.

Index Terms

Spiking neurons; Controllability; Optimal control; Lie algebra; Pseudospectral methods.

I. INTRODUCTION

Natural and engineered systems that consist of ensembles ofisolated or interacting nonlinear

dynamical components have reached levels of complexity that are beyond human comprehen-

sion. These complex systems often require an optimal hierarchical organization and dynamical
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structure, such as synchrony, for normal operation. The synchronization of oscillating systems

is an important and extensively studied phenomenon in science and engineering [1]. Examples

include neural circuitry in the brain [2], sleep cycles and metabolic chemical reaction systems in

biology [3], [4], [5], [6], semiconductor lasers in physics[7], and vibrating systems in mechanical

engineering [8]. Such systems, moreover, are often tremendously large in scale, which poses

serious theoretical and computational challenges to model, guide, control, or optimize them.

Developing optimal external waveforms or forcing signals that steer complex systems to desired

dynamical conditions is of fundamental and practical importance [9], [10]. For example, in neu-

roscience devising minimum-power external stimuli that synchronize or desynchronize a network

of coupled or uncoupled neurons is imperative for wide-ranging applications from neurological

treatment of Parkinson’s disease and epilepsy [11], [12], [13] to design of neurocomputers [14],

[15]; in biology and chemistry application of optimal waveforms for the entrainment of weakly

forced oscillators that maximize the locking range or alternatively minimize power for a given

frequency entrainment range [9], [16] is paramount to the time-scale adjustment of the circadian

system to light [17] and of the cardiac system to a pacemaker [18].

Mathematical tools are required for describing the complexdynamics of oscillating systems

in a manner that is both tractable and flexible in design. A promising approach to constructing

simplified yet accurate models that capture essential overall system properties is through the

use of phase model reduction, in which an oscillating systemwith a stable periodic orbit

is modeled by an equation in a single variable that represents the phase of oscillation [17],

[19]. Phase models have been very effectively used in theoretical, numerical, and more recently

experimental studies to analyze the collective behavior ofnetworks of oscillators [20], [21],

[22], [23]. Various phase model-based control theoretic techniques have been proposed to design

external inputs that drive oscillators to behave in a desired way or to form certain synchronization

patterns. These include multi-linear feedback control methods for controlling individual phase

relations between coupled oscillators [24] and phase model-based feedback approaches for

efficient control of synchronization patterns in oscillator assemblies [10], [25], [26]. These

synchronization engineering methods, though effective, do not explicitly address optimality in

the control design process. More recently, minimum-power periodic controls that entrain an

oscillator with an arbitrary phase response curve (PRC) to adesired forcing frequency have

been derived using techniques from calculus of variations [16]. In this work, furthermore, an
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efficient computational procedure was developed for optimal control synthesis employing Fourier

series and Chebyshev polynomials. Minimum-power stimuli with limited amplitude that elicit

spikes of a single neuron oscillator at specified times have also been analytically calculated

using Pontryagin’s maximum principle, where possible neuron spiking range with respect to the

bound of the control amplitude has been completely characterized [27], [28]. In addition, charge-

balanced minimum-power controls for spiking a single neuron has been thoroughly studied [29],

[30].

In this paper, we generalize our previous work on optimal control of a single neuron [27], [28],

[29] to consider the control and synchronization of a collection of neuron oscillators. In particular,

we investigate the fundamental properties and develop optimal controls for the synchronization

of such type of large-scale neuron systems. In Section II, webriefly introduce the phase model

for oscillating systems and investigate controllability of an ensemble of uncoupled neurons for

various phase models characterized by different baseline dynamics and phase response functions.

Then, in Section III, we formulate optimal control of spiking neurons as steering problems and in

particular derive minimum-power and time-optimal controls for single- and two-neuron systems.

Furthermore, we implement a multidimensional pseudospectral method to find optimal controls

for spiking an ensemble of neurons which reinforce and augment our analytic results.

II. CONTROL OFNEURON OSCILLATORS

A. Phase Models

The dynamics of an oscillator are often described by a set of ordinary differential equations

that has a stable periodic orbit. Consider a time-invariantsystem

ẋ = F (x, u), x(0) = x0, (1)

wherex(t) ∈ R
n is the state andu(t) ∈ R is the control, which has an unforced stable attractive

periodic orbitγ(t) = γ(t+T ) homeomorphic to a circle, satisfyinġγ = F (γ, 0), on the periodic

orbit Γ = {y ∈ R
n | y = γ(t), for 0 ≤ t < T} ⊂ R

n. This system of equations can be reduced

to a single first order differential equation, which remainsvalid while the state of the full system

stays in a neighborhood of its unforced periodic orbit [31].This reduction allows us to represent

the dynamics of a weakly forced oscillator by a single phase variable that defines the evolution
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of the oscillation,
dθ

dt
= f(θ) + Z(θ)u(t), (2)

whereθ is the phase variable,f andZ are real-valued functions, andu ∈ U ⊂ R is the external

stimulus (control) [31], [32]. The functionf represents the system’s baseline dynamics andZ

is known as the phase response curve (PRC), which describes the infinitesimal sensitivity of

the phase to an external control input. One complete oscillation of the system corresponds to

θ ∈ [0, 2π). In the case of neural oscillators,u represents an external current stimulus andf is

referred to as the instantaneous oscillation frequency in the absence of any external input, i.e.,

u = 0. As a convention, a neuron is said to spike or fire at timeT following a spike at time 0 if

θ(t) evolves fromθ(0) = 0 to θ(T ) = 2π, i.e., spikes occur atθ = 2nπ, wheren = 0, 1, 2, . . ..

In the absence of any inputu(t) the neuron spikes periodically at its natural frequency, while by

an appropriate choice ofu(t) the spiking time can be advanced or delayed in a desired manner.

In this article, we study various phase models characterized by differentf andZ functions. In

particular, we investigate the neural inputs that elicit desired spikes for an ensemble of isolated

neurons with different natural dynamics, e.g., different oscillation frequencies. Fundamental

questions on the controllability of these neuron systems and the design of optimal inputs that

spike them arise naturally and will be discussed.

B. Controllability of Neuron Ensembles

In this section, we analyze controllability properties of finite collections of neuron oscillators.

We first consider the Theta neuron model (Type I neurons) which describes both superthreshold

and subthreshold dynamics near a SNIPER (saddle-node bifurcation of a fixed point on a periodic

orbit) bifurcation [33], [34].

1) Theta Neuron Model:The Theta neuron model is characterized by the neuron baseline

dynamics,f(θ) = (1 + I) + (1− I) cos θ, and the PRC,Z(θ) = 1− cos θ, namely,

dθ

dt
=
[

(1 + I) + (1− I) cos θ
]

+ (1− cos θ)u(t), (3)

whereI is the neuron baseline current. IfI > 0, thenf(θ) > 0 for all t ≥ 0. Therefore, in the

absence of the input the neuron fires periodically since the free evolution of this neuron system,
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Fig. 1. The Free Evolution of a Theta Neuron. The baseline current I = 100, and hence it spikes periodically with angular

frequencyω = 20 and periodT0 = π/10.

i.e., θ̇ = f(θ), has a periodic orbit

θ(t) = 2 tan−1

(

tan[
√
I(t+ c)]√
I

)

, for I > 0, (4)

with the periodT0 = π/
√
I and hence the frequencyω = 2

√
I, wherec is a constant depending

on the initial condition. For example, ifθ(0) = 0, thenc = 0. Fig. 1 shows the free evolution

of a Theta neuron withI = 100. This neuron spikes periodically atT0 = π/10 with angular

frequencyω = 2π/T = 20. WhenI < 0, then the model is excitable, namely, spikes can occur

with an appropriate inputu(t). However, no spikes occur without any inputu(t) as

θ(t) = 2 tan−1

(

tanh[
√
−I(t+ c)]√
−I

)

, for I < 0,

and there are two fixed points (one of which is stable) foru(t) ≡ 0.

Now we consider spiking a finite collection of neurons with distinct natural oscillation fre-

quencies and with positive baseline currents. This gives rise to a steering problem of the finite-

dimensional single-input nonlinear control system,Θ̇ = f(Θ) + Z(Θ)u(t), whereΘ ∈ Ω ⊂ R
n,

f, Z : Ω → R
n, andu ∈ U ⊂ R. In the vector form, this system appears as















θ̇1

θ̇2
...

θ̇n















=















α1 + β1 cos θ1

α2 + β2 cos θ2
...

αn + βn cos θn















+















1− cos θ1

1− cos θ2
...

1− cos θn















u(t), (5)
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in whichαi = 1+Ii = 1+ω2
i /4, βi = 1−Ii = 1−ω2

i /4, andIi > 0 for all i ∈ N = {1, 2, . . . , n}.

Note thatαi + βi = 2 for all i ∈ N . The ultimate proof of our understanding of neural systems

is reflected in our ability to control them, hence a complete investigation of the controllability

of oscillator populations is of fundamental importance. Wenow analyze controllability for the

system as in (5), which determines whether spiking or synchronization of an oscillator ensemble

by the use of an external stimulus is possible.

Because the free evolution of each neuron systemθi, i ∈ N , in (5) is periodic as shown in (4),

the drift termf causes no difficulty in analyzing controllability. The following theorem provides

essential machinery for controllability analysis.

Theorem 1:Consider the nonlinear control system

ẋ(t) = f(x(t)) + u(t) g(x(t)), x(0) = x0. (6)

Suppose thatf andg are vector fields on a manifoldM . Suppose that{f, g} meet either of the

conditions of Chow’s theorem, and suppose that for each initial conditionx0 the solution of

ẋ(t) = f(x(t))

is periodic with a least periodT (x0) < P ∈ R
+. Then the reachable set fromx0 for (6) is

{exp{f, g}LA}G x0, where{f, g}LA denotes the Lie algebra generated by the vector fieldsf and

g, and{exp{f, g}LA}G is the smallest subgroup of the diffeomorphism group,diff(M), which

containsexp tη for all η ∈ {f, g}LA [35].

Proof. See Appendix A. �

The underlying idea of this theorem for dealing with the drift is the utilization of periodic

motions along the drift vector field,f(x), to produce negative drift by forward evolutions for

long enough time. More details about Theorem 1 can be found inAppendix A. Having this

result, we are now able to investigate controllability of a neuron oscillator assembly.

Theorem 2:Consider the finite-dimensional single-input nonlinear control system

Θ̇ = f(Θ) + Z(Θ)u(t), (7)
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whereΘ = (θ1, θ2, . . . , θn)
′ ∈ Ω ⊂ R

n and the vector fieldsf, Z : Ω → R
n are defined by

f(Θ) =















α1 + β1 cos θ1

α2 + β2 cos θ2
...

αn + βn cos θn















, Z(Θ) =















1− cos θ1

1− cos θ2
...

1− cos θn















,

in which αi = 1 + Ii, βi = 1 − Ii, andIi > 0 for all i ∈ N = {1, 2, . . . , n}. The system as in

(7) is controllable.

Proof. It is sufficient to consider the case whereIi 6= Ij for i 6= j and i, j ∈ N , since otherwise

they present the same neuron system. BecauseIi > 0 for all i ∈ N , the free evolution, i.e.,

u(t) = 0, of eachθi is periodic for every initial conditionθi(0) ∈ R, as shown in (4), with the

angular frequencyωi = 2
√
Ii and the periodTi = π/

√
Ii. Therefore, the free evolution ofΘ is

periodic with a least period or is recurrent (see Remark 1). We may then apply Theorem 1 in

computing the reachable set of this system. Let

adgh(Θ) = [g, h](Θ)

denote the Lie bracket of the vector fieldsg andh, both defined on an open subsetΩ of Rn.

Then, the recursive operation is denoted as

adkgh(Θ) = [g, adk−1
g h](Θ)

for any k ≥ 1, settingad0gh(Θ) = h(Θ). The Lie brackets off andZ include

ad2k−1
f Z =















(−1)k−12k(α1 − β1)
k−1 sin θ1

(−1)k−12k(α2 − β2)
k−1 sin θ2

...

(−1)k−12k(αn − βn)
k−1 sin θn















,

ad2kf Z =















(−1)k−12k(α1 − β1)
k−1(α1 cos θ1 + β1)

(−1)k−12k(α2 − β2)
k−1(α2 cos θ2 + β2)

...

(−1)k−12k(αn − βn)
k−1(αn cos θn + βn)















,

for k ∈ Z
+, positive integers. Thus,{f, admf Z}, m ∈ Z

+, spansRn at allΘ ∈ Ω sinceαi−βi =

ω2
i /2 andωi are distinct fori ∈ N . That is, every point inRn can be reached from any initial
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conditionΘ(0) ∈ Ω, hence the system (7) is controllable. Note that ifΘ = 0, {ad2kf Z}, k ∈ Z
+,

spansRn. �

Remark 1: If there exist integersmi and nj such that the periods of neuron oscillators are

related bymiTi = njTj for all (i, j) pairs, i, j ∈ N , then the free evolution ofΘ is periodic

with a least period. If, however, such a rational number relation does not hold between any two

periods, e.g.,T1 = 1 and T2 =
√
2, it is easy to see that the free evolution ofΘ is almost-

periodic [36] because the free evolution of eachθi, i ∈ N , is periodic. Hence, the recurrence

of f in (7) together with the Lie algebra rank condition (LARC) described above guarantee the

controllability.

Controllability properties for other commonly-used phasemodels used to describe the dynam-

ics of neuron or other, e.g., chemical, oscillators can be shown in the same fashion.

2) SNIPER PRC:The SNIPER phase model is characterized byf = ω, the neuron’s natural

oscillation frequency, and the SNIPER PRC,Z = z(1 − cos θ), wherez is a model-dependent

constant [33]. In the absence of any external input, the neuron spikes periodically with the period

T = 2π/ω. The SNIPER PRC is derived for neuron models near a SNIPER bifurcation which is

found for Type I neurons [34] like the Hindmarsh-Rose model [37]. Note that the SNIPER PRC

can be viewed as a special case of the Theta neuron PRC for the baseline currentI > 0. This can

be seen through a bijective coordinate transformationθ(φ) = 2 tan−1[
√
Ib tan(φ/2− π/2)] + π,

φ ∈ [0, 2π), applied to (3), which yieldsdφ
dt

= ω+ 2
ω
(1− cosφ)u(t), i.e., the SNIPER PRC with

z = 2/ω. The spiking property, namely,θ(φ = 0) = 0 and θ(φ = 2π) = 2π is preserved under

the transformation and so is the controllability as analyzed in Section II-B1.

More specifically, consider a finite collection of SNIPER neurons withf(Θ) = (ω1, ω2, . . . , ωn)
′

andZ(Θ) = (z1(1−cos θ1), z2(1−cos θ2), . . . , zn(1−cos θn))
′, where conventionally,zi = 2/ωi

for i ∈ N . Similar Lie bracket computations as in the proof of Theorem2 result in, for

k = 1, . . . , n,

ad2k−1
f Z =

(

(−1)k−1z1ω
2k−1
1 sin θ1, . . . , (−1)k−1znω

2k−1
n sin θn

)′
,

ad2kf Z =
(

(−1)k−1z1ω
2k
1 cos θ1, . . . , (−1)k−1znω

2k
n cos θn

)′
,

and thusspan{f, Z}LA = R
n, sinceωi 6= ωj for i 6= j. Therefore, the system of a network of

SNIPER neurons is controllable.
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3) Sinusoidal PRC:In this case, we considerf(Θ) = (ω1, ω2, . . . , ωn)
′ andZ(Θ) = (z1 sin θ1,

z2 sin θ2, . . . , zn sin θn)
′, whereωi > 0 andzi = 2/ωi for i = 1, . . . , n. This type of PRC’s with

both positive and negative regions can be obtained by periodic orbits near the super critical

Hopf bifurcation[31]. This type of bifurcation occurs for Type II neuron models like Fitzhugh-

Nagumo model [38]. Controllability of a network of Sinusoidal neurons can be shown by the

same construction, from which

ad2k−1
f Z =

(

(−1)k−1z1ω
2k−1
1 cos θ1, . . . , (−1)k−1znω

2k−1
n cos θn

)′
,

ad2kf Z =
(

(−1)kz1ω
2k
1 sin θ1, . . . , (−1)kznω

2k
n sin θn

)′
,

and thenspan{f, Z}LA = R
n for ωi 6= ωj, i 6= j. Therefore the system is controllable.

III. OPTIMAL CONTROL OF SPIKING NEURONS

The controllability addressed above guarantees the existence of an input that drives an en-

semble of oscillators between any desired phase configurations. Practical applications demand

minimum-power or time-optimal controls that form certain synchronization patterns for a pop-

ulation of oscillators, which gives rise to an optimal steering problem,

min J = ϕ(T,Θ(T )) +

∫ T

0

L(Θ(t), u(t))dt

s.t. Θ̇(t) = f(Θ) + Z(Θ)u(t) (8)

Θ(0) = Θ0, Θ(T ) = Θd

|u(t)| ≤ M, ∀ t ∈ [0, T ],

whereΘ ∈ R
n, u ∈ R; ϕ : R×R

n → R, denoting the terminal cost,L : Rn ×R → R, denoting

the running cost, andf, Z : Rn → R
n are Lipschitz continuous (over the respective domains)

with respect to their arguments. For spiking a neuronal population, for example, the goal is to

drive the system from the initial state,Θ0 = 0, to a final stateΘd = (2m1π, 2m2π, . . . , 2mnπ)
′,

wheremi ∈ Z
+, i = 1, . . . , n. Steering problems of this kind have been well studied, for example,

in the context of nonholonomic motion planning and sub-Riemannian geodesic problems [39],

[40]. This class of optimal control problems in principle can be approached by the maximum

principle, however, in most cases they are analytically intractable especially when the system is
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of high dimension, e.g., greater than three, and when the control is bounded, i.e.,M < ∞. In

the following, we present analytical optimal controls for single- and two-neuron systems and,

furthermore, develop a robust computational method for solving challenging optimal control

problems of steering a neuron ensemble. Our numerical method is based on pseudospectral

approximations which can be easily extended to consider anytopologies of neural networks, e.g.,

arbitrary frequency distributions and coupling strengthsbetween neurons, with various types of

cost functional.

A. Minimum-Power Control of a Single Neuron Oscillator

Designing minimum-power stimuli to elicit spikes of neuronoscillators is of clinical impor-

tance, such as deep brain stimulation, used for a variety of neurological disorders including

Parkinson’s disease, essential tremor, and Dystonia, and neurological implants of cardiac pace-

makers, where mild stimulations and low energy consumptionare required [12], [41]. Optimal

controls for spiking a single neuron oscillator can be derived using the maximum principle. In

order to illustrate the idea, we consider spiking a Theta neuron, described in (3), with minimum

power. In this case, the cost functional isJ =
∫ T

0
u2(t)dt, and the initial and target states are 0

and2π, respectively. We first examine the case when the control is unbounded.

The control Hamiltonian of this optimal control problem is defined byH = u2+λ(α+β cos θ+

u− u cos θ), whereλ is the Lagrange multiplier. The necessary conditions for optimality yield

λ̇ = −∂H
∂θ

= λ(β − u) sin θ, andu = −1
2
λ(1 − cos θ) by ∂H

∂u
= 0. With these conditions, the

optimal control problem is then transformed to a boundary value problem, which characterizes

the optimal trajectories ofθ(t) andλ(t). We then can derive the optimal feedback law for spiking

a Theta neuron at the specified timeT by solving the resulting boundary value problem,

u∗(θ) =
−(α + β cos θ) +

√

(α + β cos θ)2 − 2λ0(1− cos θ)2

1− cos θ
, (9)

whereλ0 = λ(0), which can be obtained according to

T =

∫ 2π

0

1
√

(α + β cos θ)2 − 2λ0(1− cos θ)
dθ. (10)

More details about the derivations can be found in Appendix B-1.

Now consider the case when the control amplitude is limited,namely,|u(t)| ≤ M , ∀ t ∈ [0, T ].

If the unbounded minimum-power control as in (9) satisfies|u∗(θ)| ≤ M for all t ∈ [0, T ], then
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Fig. 2. (a) Minimum-power controls,u∗

M (t), for spiking a Theta neuron withω = 1 at various spiking times that are smaller

(T = 3, 4) and greater(T = 8) than the natural spiking timeT0 = 2π subject toM = 1. (b) The resulting optimal phase

trajectories followingu∗

M (t).

the amplitude constraint is inactive and obviously the optimal control is given by (9) and (10).

However, if |u∗(θ)| > M for someθ ∈ [0, 2π], then the optimal controlu∗
M is characterized by

switching betweenu∗(θ) and the boundM (see Appendix B-2),

u∗
M(θ) =



















−M, u∗(θ) < −M

u∗(θ), −M ≤ u∗(θ) ≤ M

M, u(θ)∗ > M,

(11)

where the parameterλ0 for u∗(θ) in (9) is calculated according to the desired spiking timeT by

T =

∫ 2π

0

1

α + β cos θ + (1− cos θ)u∗
M

dθ. (12)

The detailed derivation of the controlu∗
M is given in Appendix B-2. Fig. 2 illustrates the

optimal controls and the corresponding trajectories for spiking a Theta neuron with natural

oscillation frequencyω = 1, i.e., I = 0.25, α = 1.25, andβ = 0.75, at various spiking times

that are smaller(T = 3, 4) and greater(T = 8) than the natural spiking timeT0 = 2π with the

control amplitude boundM = 1. Because the unconstrained minimum-power controls for the

casesT = 4 < T0 andT = 8 > T0, calculated according to (9), satisfy|u∗(θ)| < M , there are

no switchings in these two cases.

January 5, 2012 DRAFT



12

B. Time-Optimal Control of Two Neuron Oscillators

Spiking a neuron in minimum time, subject to a given control amplitude, can be solved in a

straightforward manner. Consider the phase model of a single neuron as in (2), it is easy to see

that for a given control boundM > 0, the minimum spiking time is achieved by the bang-bang

control

u∗
t =







M, Z(θ) ≥ 0

−M, Z(θ) < 0,
(13)

which keeps the phase velocity,θ̇, at its maximum. The minimum spiking time with respect to

the control boundM , denoted byTM
min, is then given by

TM
min =

∫

θ∈A

1

f(θ) + Z(θ)M
dθ +

∫

θ∈B

1

f(θ)− Z(θ)M
dθ, (14)

where the setsA andB are defined as

A = {θ| Z(θ) ≥ 0, 0 ≤ θ ≤ 2π} ,

B = {θ| Z(θ) < 0, 0 ≤ θ ≤ 2π} .

Time-optimal control of spiking two neurons is more involved, which can be formulated as in

(8) with the cost functionalJ =
∫ T

0
1dt and with

Θ̇(t) = f(Θ) + Z(Θ)u(t), (15)

where

f =





f1

f2



 =





α1 + β1 cos θ1

α2 + β2 cos θ2



 , Z =





Z1

Z2



 =





1− cos θ1

1− cos θ2



 . (16)

Our objective is to drive the two-neuron system from the initial stateΘ0 = (0, 0)′ to the desired

final stateΘd = (2m1π, 2m2π)
′ with minimum time, wherem1, m2 ∈ Z

+. The Hamiltonian for

this optimal control problem is given by

H = λ0 + 〈λ, f + Zu〉, (17)

whereλ0 ∈ R andλ ∈ R
2 are the multipliers that correspond to the Lagrangian and the system

dynamics, respectively, and〈 , 〉 denotes a scalar product in the Euclidean spaceE
2.

Proposition 1: The minimum-time control that spikes two Theta neurons simultaneously is

bang-bang.
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Proof. The Hamiltonian in (17) is minimized by the control,

u(t) =







M for φ(t) < 0,

−M for φ(t) > 0,
(18)

whereφ is the switching function defined byφ = 〈λ, Z〉. If there exists no non-zero time interval

over whichφ ≡ 0, then the optimal control is given by the bang-bang form as in(18), where

the control switchings are defined atφ = 0. We show by contradiction that maintainingφ = 0

is not possible for any non-zero time interval. Suppose thatφ(t) = 0 for some non-zero time

interval, t ∈ [τ1, τ2], then we have

φ =〈λ, Z〉 = 0, (19)

φ̇ =〈λ, [f, Z] 〉 = 0, (20)

where[f, Z] denotes the Lie bracket of the vector fieldsf andZ. According to (19) and (20),

λ is perpendicular to both vectorsZ and [f, Z], where

[f, Z] =
∂Z

∂θ
f − ∂f

∂θ
Z =





2 sin θ1

2 sin θ2



 .

Sinceλ 6= 0 by the non-triviality condition of the maximum principle,Z and [f, Z] are linearly

dependent ont ∈ [τ1, τ2]. One can easily show that these two vectors are linearly dependent

either whenθ1 = 2nπ andθ2 ∈ R, θ1 ∈ R andθ2 = 2nπ, or θ1 = θ2 + 2nπ and θ2 ∈ R, where

n ∈ Z. These three families of lines represent the possible pathsin the state-space whereφ can

be vanished for some non-trivial time-interval. Now we showthat these are not feasible phase

trajectories that can be generated by a control. Suppose that (θ1(τ), θ2(τ)) = (2nπ, α) for some

τ > 0 and for somen ∈ Z, whereα ∈ R. We then haveθ̇1(τ) = 2 6= 0, irrespective of any

control input. Hence, the system is immediately deviated from the lineθ1 = 2nπ. The same

reasoning can be used for showing the case ofθ2 = 2nπ.

Similarly, if (θ1(τ), θ2(τ)) = (α + 2nπ, α) for someτ > 0 and for somen ∈ Z, in order for

the system to remain on the line(θ1(t), θ2(t)) = (θ2+2nπ, θ2), it requires thatθ̇1(t) = θ̇2(t) for

t > τ . However, this occurs only whenθ1 = 2mπ and θ2 = 2(n +m)π, wherem ∈ Z, since

θ̇1−θ̇2 = (I1−I2)(1−cos θ1). Furthermore, staying on these points is impossible with any control

inputs since forθ1(τ) = 2mπ andθ2(τ) = 2(n+m)π, the phase velocities arėθ1(τ) = θ̇2(τ) = 2,

which immediately forces the system to be away from these points. Therefore, the system cannot
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be driven along the path(θ2 + 2nπ, θ2). This analysis concludes thatφ = 0 and φ̇ = 0 do not

hold simultaneously over a non-trivial time interval. �

Now, we construct the bang-bang structure for time-optimalcontrol of this two-neuron system

and, without loss of generality, letλ0 = 1.

Definition 1: We denote the vector fields corresponding to the constant bang controlsu(t) ≡
−M andu(t) ≡ M by X = f −MZ andY = f +MZ, respectively, and call the respective

trajectories corresponding to them asX- andY - trajectories. A concatenation of anX-trajectory

followed by aY -trajectory is denoted byXY , while the concatenation in the reverse order is

denoted byY X.

Due to the bang-bang nature of the time-optimal control for this system, it is sufficient for

us to calculate the time between consecutive switches, and then the first switching time can be

determined by the end point constraint. The inter-switching time can be calculated following the

procedure described in [42], [43], [44].

Let p and q be consecutive switching points, and letpq be aY -trajectory. Without loss of

generality, we assume that this trajectory passes throughp at time0 and is atq at timeτ . Sincep

andq are switching points, the corresponding multipliers vanish against the control vector field

Z at those points, i.e.,

〈λ(0), Z(p)〉 = 〈λ(τ), Z(q)〉 = 0. (21)

Assuming that the coordinate ofp = (θ1, θ2)
′, our goal is to calculate the switching time,τ , in

terms ofθ1 andθ2. In order to achieve this, we need to compute what the relation 〈λ(τ), Z(q)〉 =
0 implies at time0. This can be obtained by moving the vectorZ(q) along theY -trajectory

backward fromq to p through the pushforward of the solutionω(t) of the variational equation

along theY -trajectory with the terminal conditionω(τ) = Z(q) at timeτ . We denote byetY (p)

the value of theY -trajectory at timet that starts at the pointp at time 0 and by (e−tY )∗ the

backward evolution under the variational equation. Then wehave

ω(0) = (e−τY )∗ ω(τ) = (e−τY )∗ Z(q) = (e−τY )∗ Z(e
τY (p)) = (e−τY )∗ Z eτY (p).

Since the “adjoint equation” of the maximum principle is precisely the adjoint equation to

the variational equation, it follows that the functiont 7→ 〈λ(t), ω(t)〉 is constant along theY -

trajectory. Therefore,〈λ(τ), Z(q)〉 = 0 also implies that

〈λ(0), ω(0)〉 = 〈λ(0), (e−τY )∗ Z eτY (p)〉 = 0. (22)
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Sinceλ(0) 6= 0, we know from (21) and (22) that the two vectorsZ(p) and (e−τY )∗ Z eτY (p)

are linearly dependent. It follows that

γZ(p) = (e−τY )∗ Z eτY (p), (23)

whereγ is a constant. We make use of a well-known Campbell-Baker-Hausdorff formula [45]

to expand(e−τY )∗ Z eτY (p), that is,

(e−τY )∗ Z eτY (p) = eτadY (Z) =

∞
∑

n=0

τn

n!
adnY Z.

A straightforward computation of Lie brackets gives

adYZ = [Y, Z] = [f +MZ,Z] = [f, Z] = 2





sin θ1

sin θ2



 ,

ad2YZ = [Y, [Y, Z]] = 2(f − AZ),

whereA = diag{2(α1 − 2 +M), 2(α2 − 2 +M)}, and furthermore

ad2n+1
Y Z = (−1)n2n(A+MI)n[f, Z],

ad2n+2
Y Z = (−1)n2n+1(A+MI)n(f −AZ).

Consequently, we have

eτadY Z=Z+
∑

∞

n=0
τ2n+1

(2n+1)!
(−1)n2n(A+MI)n[f,Z]+

∑

∞

n=0
τ2n+2

(2n+2)!
(−1)n2n+1(A+MI)n(f−AZ),

which is further simplified to

eτadY Z=











α1+M−(M−β1) cos θ1
2(α1−1+M)

+
M−β1−(α1+M) cos θ1

2(α1−1+M)
cos(2τ

√
α1−1+M)+

sin θ1√
α1−1+M

sin(2τ
√
α1−1+M)

α2+M−(M−β2) cos θ2
2(α2−1+M)

+
M−β2−(α2+M) cos θ2

2(α2−1+M)
cos(2τ

√
α2−1+M)+

sin θ2√
α2−1+M

sin(2τ
√
α2−1+M)











.

This together with (23) yields

(1−cos θ2)

[

α1+M−(M−β1) cos θ1
2(α1−1+M)

+
M−β1−(α1+M) cos θ1

2(α1−1+M)
cos(2τ

√
α1−1+M)+

sin θ1√
α1−1+M

sin(2τ
√
α1−1+M)

]

=(1−cos θ1)

[

α2+M−(M−β2) cos θ2
2(α2−1+M)

+
M−β2−(α2+M) cos θ2

2(α2−1+M)
cos(2τ

√
α2−1+M)+

sin θ2√
α2−1+M

sin(2τ
√
α2−1+M)

]

. (24)

This equation characterizes the inter-switching along theY -trajectory, that is, the next switching

time τ can be calculated given the system starting with(θ1, θ2) evolving along theY -trajectory.

Similarly, the inter-switching along theX-trajectory can be calculated by substitutingM with

−M in (24).
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Note that the solution to (24) is not unique, and some of the solutions may not be optimal,

which can be discarded in a systematic way. The idea is to identify those possible switching

points calculated from (24) withφ = 0 that also having the appropriate sign forφ̇. We focus

on the case wheref and Z are linearly independent, since the case for those being linearly

dependent restricts the state space to be the curve

(α1 + β1 cos θ1)(1− cos θ2) = (α2 + β2 cos θ2)(1− cos θ1).

If f andZ are linearly independent, then[f, Z] can be written as[f, Z] = k1f + k2Z, where

k1 =
2 sin θ1(1− cos θ2)− 2 sin θ2(1− cos θ1)

(α1 + β1 cos θ1)(1− cos θ2)− (α2 + β2 cos θ2)(1− cos θ1)
,

k2 =
2 sin θ1(α1 + β1 cos θ1)− 2 sin θ2(α2 + β2 cos θ2)

(α1 + β1 cos θ1)(1− cos θ2)− (α2 + β2 cos θ2)(1− cos θ1)
.

As a result, we can writėφ = 〈λ, [f, Z]〉 = k1〈λ, f〉+k2〈λ, Z〉. Since we know that at switching

pointsφ = 〈λ, Z〉 = 0, the Hamiltonian, as in (17),H = 0 and the choice ofλ0 = 1 makes

〈λ, f〉 = −1. Therefore, at these points, we haveφ̇ = −k1, and the type of switching can be

determined according to the sign of the functionk1. If k1 > 0, then it is anX to Y switch since

φ̇ < 0 and henceφ changes its sign from positive to negative passing through the switching

point, which corresponds to switch the control from−M to M as in (18). Similarly, ifk1 < 0,

then it is aY to X switch. Therefore the next switching time will be the minimum non-zero

solution to the equation (24) that satisfy the above given rule. For example, suppose that the

system is following aY -trajectory starting with a switching pointpi = (θi1, θ
i
2)

′. The possible

inter-switching times{τi,j}, j = 1, . . . , n, with τi,1 < τi,2 < . . . < τi,n can then be calculated

according to (24) based onpi. Thus, the next switching point ispr = (θr1, θ
r
2)

′ = eτi,rY (pi),

τi,r = min{τi,1, . . . , τi,n}, such thatk1(θr1, θ
r
2) < 0, which corresponds to anY to X switch.

Now in order to synthesize a time-optimal control, it remains to compute the first switching

time and switching point, since the consequent switching sequence can be constructed thereafter

based on the procedure described above. Given an initial state Θ0 = (0, 0)′, the first switching

time and pointp1 will be determined according to the target state, e.g.,Θd = (2m1π, 2m2π)
′,

wherem1, m2 ∈ Z
+, in such a way that the optimal trajectory follows a bang-bang control

derived based onp1 will reachΘd. Under this construction, we may end up with a finite number

of feasible trajectories starting with eitherX- or Y -trajectory, which reach the desired terminal

state. The minimum time trajectory is then selected among them.
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Fig. 3. (a) Time optimal control for two Theta neuron system with I1 = 0.3 (α1 = 1.3, β1 = 0.7) and I2 = 0.9 (α2 =

1.9, β2 = 0.1) to reach (2π, 4π) with the control bounded byM = 0.5 and (b) corresponding trajectories. The gray and white

regions represent wherek1 is negative and positive, respectively.

Fig. 3 illustrates an example of driving two Theta neurons time-optimally from (0, 0)′ to

(2π, 4π)′ with the control boundM = 0.5, where the natural frequencies of the oscillators are

ω1 = 1.1 (I1 = 0.3) andω2 = 1.9 (I2 = 0.9) corresponding toα1 = 1.3, β1 = 0.7 andα2 = 1.9,

β2 = 0.1. In this example, the time-optimal control has two switchesat t = 1.87 and t = 3.56

and the minimum time is5.61.

C. Simultaneous Control of Neuron Ensembles

The complexity of deriving optimal controls for higher dimensional systems, i.e., more than

two neurons, grows rapidly, and it makes sense to find out how the control of two neurons

relates to the control of many. One may wonder whether it is possible to use a (optimal) control

that spikes two neurons to manipulate an ensemble of neuronswhose natural frequencies lie

between those of the two nominal systems. Of course, if trajectories of the neurons with different

frequencies have no crossings following a common control input, then the control designed for

any two neurons guarantees to bound trajectories of all the neurons with their frequencies within

the range of these two nominal neurons, whose trajectories can then be thought of as the envelope

of these other neuron trajectories. We now show that this is indeed the case.

Lemma 1:The trajectories of any two Theta neurons with positive baseline currents following

a common control input have no crossing points.
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Proof. Consider two Theta neurons modeled by

θ̇1 = (1 + I1) + (1− I1) cos θ1 + (1− cos θ1)u, θ1(0) = 0, (25)

θ̇2 = (1 + I2) + (1− I2) cos θ2 + (1− cos θ2)u, θ2(0) = 0, (26)

with positive baseline currents,I1, I2 > 0, and assume thatω1 < ω2, which impliesI1 < I2

since Ii =
ω2
i

4
, i = 1, 2. In the absence of any control input, namely,u = 0, it is obvious

that θ1(t) < θ2(t) for all t > 0 since I1 < I2. Suppose thatθ1(t) < θ2(t) for t ∈ (0, τ) and

these two phase trajectories meet at timeτ , i.e., θ1(τ) = θ2(τ). Then, we haveθ̇1(τ)− θ̇2(τ) =

(I1 − I2)(1 − cos(θ1(τ))) ≤ 0 and the equality holds only when the neurons spike at timeτ ,

i.e., θ1(τ) = θ2(τ) = 2nπ, n ∈ Z
+. As a result,θ1(τ+) < θ2(τ

+), becauseθ1(τ) = θ2(τ) and

θ̇1(τ) < θ̇2(τ), and hence there exist no crossings between the two trajectories θ1(t) and θ2(t).

�

Note that the same result as Lemma 1 holds and can be shown in the same fashion for both

Sinusoidal and SNIPER phase models, as described in SectionII-B2 and II-B3, when the model-

dependent constantz1 > z2 if ω1 < ω2, which is in general the case. For example, in the SNIPER

phase model,z conventionally takes the formz = 2/ω as presented in Section II-B2.

This critical observation extremely simplifies the design of external stimuli for spiking a

neuron ensemble with different oscillation frequencies based on the design for two neurons with

the extremal frequencies over this ensemble. We illustratethis important result by designing

optimal controls for two Theta and two Sinusoidal neurons employing the Legendre pseudospec-

tral method, which will be presented in Section IV. Fig. 4 shows the optimized controls and

corresponding trajectories for Theta and Sinusoidal neurons with their frequenciesω belonging

to [0.9, 1.1] and [1.0, 1.1], respectively. The optimal controls are designed based only on the

extremal frequencies of these two ranges, i.e., 0.9 and 1.1 for the Theta neuron model and 1.0

and 1.1 for the Sinusoidal model.

This design principle greatly reduces the complexity of finding controls to spike a large

number of neurons. Although the optimal control for two neurons is in general not optimal for

the others, this method produces a good approximate optimalcontrol. In the next section, we will

introduce a multivariate pseudospectral computational method for constructing optimal spiking

or synchronization controls.
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IV. COMPUTATIONAL OPTIMAL CONTROL OF SPIKING NEURON NETWORKS

As we move to consider the synthesis of controls for neuron ensembles, the analytic methods

used in the one and two neuron case become impractical to use.As a result, developing

computational methods to derive inputs for ensembles of neurons is of particular practical interest.

We solve the optimal control problem in (8) using a modified pseudospectral method. Global

polynomials provide accurate approximations in such a method which has shown to be effective

in the optimal ensemble control of quantum mechanical systems [46], [47], [48], [49]. Below

we outline the main concepts of the pseudospectral method for optimal control problems and

then show how it can be extended to consider the ensemble case.

Spectral methods involve the expansion of functions in terms of orthogonal polynomial basis

functions on the domain[−1, 1] (similar to Fourier series expansion), facilitating high accuracy

with relatively few terms [50]. The pseudospectral method is a spectral collocation method

in which the differential equation describing the state dynamics is enforced at specific nodes.

Developed to solve partial differential equations, these methods have been recently adopted to

solve optimal control problems [51], [52], [53]. We focus onLegendre pseudospectral methods

and consider the transformed optimal control problem on thetime domain[−1, 1].

The fundamental idea of the Legendre pseudospectral methodis to approximate the continuous

state and control functions,Θ(t) and u(t), by N th order Lagrange interpolating polynomials,

INΘ(t) and INu(t), based on the Legendre-Gauss-Lobatto (LGL) quadrature nodes, which are

defined by the union of the endpoints,{−1, 1}, and the roots of the derivative of theN th order

Legendre polynomial. Note that the non-uniformity in the distribution of the LGL nodes and the

high density of nodes near the end points are a key characteristic of pseudospectral discretizations

by which the Runge phenomenon is effectively suppressed [54]. The interpolating approximations

of the state and control functions,Θ(t) andu(t) can be expressed as functions of the Lagrange

polynomials,ℓk(t), [55]

Θ(t) ≈ INΘ(t) =
N
∑

k=0

Θ̄kℓk(t), (27)

u(t) ≈ INu(t) =
N
∑

k=0

ūkℓk(t).
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The derivative ofINΘ(t) at the LGL nodetj, j = 0, 1, . . . , N , is given by

d

dt
INΘ(tj) =

N
∑

k=0

Θ̄k ℓ̇k(tj) =

N
∑

k=0

DjkΘ̄k,

whereDjk are elements of the constant(N + 1)× (N + 1) differentiation matrix [50]. Finally,

the integral cost functional in the optimal control problem(8) can be approximated by the

Gauss-Lobatto integration rule, and we ultimately convertthe optimal control problem into the

following finite-dimensional constrained minimization problem

min
T

2

N
∑

j=0

ū2
j wj

s.t.
N
∑

k=0

DjkΘ̄k =
T

2

[

f(Θ̄j) + ūj Z(Θ̄j)
]

, (28)

Θ̄(−1) = 0,

Θ̄(1) = Θd, ∀ j ∈ {0, 1, . . . , N},

whereΘd = (2m1π, 2m2π, . . . , 2mnπ)
′, mi ∈ Z

+, i = 1, . . . , n, is the target state andwj are

the LGL weights given by

wj =
2

N(N + 1)

1

(LN(tj))2
,

in whichLN is theN th order Legendre polynomial. Solvers for this type of constrained nonlinear

programs are readily available and straightforward to implement.

Remark 2 (Extension to an infinite ensemble of neuron systems): The pseudospectral compu-

tational method can be readily extended to consider an infinite population of neurons, for instance,

with the frequency distribution over a closed interval,ω ∈ [ωa, ωb] ⊂ R
+. In such a case, the

parameterized state function can be approximated by a two-dimensional interpolating polynomial,

namely,Θ(t, ω) ≈ IN×Nω
Θ(t, ω), based on the LGL nodes in the timet and the frequencyω

domain. Similarly, the dynamics of the state can be expressed as an algebraic constraint and a

corresponding minimization problem can be formed [47].

A. Optimized Ensemble Controls

We can now apply the above methodology to synthesize optimalcontrols for neuron ensembles.

Since neurons modeled by the SNIPER PRC are special cases of the Theta neuron, here we
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Fig. 4. The controls (top) and state trajectories (bottom) of Theta (left) and Sinusoidal (right) PRC neuron models (forα = 1,

β = 0.1, T = 2π in (29)). The Theta model is optimized forω ∈ [0.9, 1.1]. The Sinusoidal model is optimized forω ∈ [1.0, 1.1].

The gray states correspond to uncontrolled state trajectories, and provide a comparison for the synchrony improvementprovided

by the compensating optimized ensemble control.

consider Theta and Sinusoidal neuron models. The computational method outlined above permits

a flexible framework to optimize based on a very general cost functional subject to general

constraints. We illustrate this by selecting an objective of the type,

J = α‖Θd −Θ(T )‖2 + β

∫ T

0

u2(t)dt, (29)

which minimizes the terminal error and input energy with a relative scaling given by the constants

α andβ. In highly complex problems, such as those given by ensemblesystems as described

in Remark 2, this scaling provides a tunable parameter that determines the trade-off between

performance and input energy.

Fig. 4 shows the optimized controls and corresponding trajectories for Theta and Sinusoidal

neuron models forα = 1, β = 0.1, T = 2π, andω belongs to[0.9, 1.1] and[1.0, 1.1] respectively.

In this optimization, the controls are optimized over the two neuron systems with extremal

frequencies, whose trajectories form an envelope, bounding the trajectories of other frequencies

in between, as described in Section III-C. We are able to design compensating controls for the
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Fig. 5. The controls and amplitude constrained controls,A ≤ 2.5, upper left and right respectively, of a Sinusoidal PRC neuron

model driving five frequencies,(ω1, ω2, ω3, ω4, ω5) = (1, 2, 3, 4, 5), to the desired targetsΘ(T ) = (2π, 4π, 6π, 8π, 10π) when

T = 2π−0.5. These controls yield highly similar state trajectories (left, shown for unconstrained control) and spiking sequences

(right, shown for constrained control), which correspondsto when the state trajectories cross multiples of2π. Black coloring

indicates a controlled state trajectory or spike sequence,whereas gray coloring indicates a trajectory or spike sequence without

control.

entire frequency band solely by considering these upper andlower bounding frequencies. The

controlled (black) and uncontrolled (gray) state trajectories clearly show the improvement in

simultaneous spiking of the ensemble of neurons. While a bound is necessary to provide in

practice, the inclusion of the minimum energy term in the cost function serves to regularize the

control against high amplitude values.

In Fig. 5, we demonstrate the flexibility of the method to drive multiple Sinusoidal neurons

to desired targets. In particular we seek to simultaneouslyspike five frequencies with widely

dispersed frequency values at a timeT different from their natural period. In this figure we

consider the frequencies(ω1, ω2, ω3, ω4, ω5) = (1, 2, 3, 4, 5) and design controls to drive these

systems to(2π, 4π, 6π, 8π, 10π), respectively, at a timeT = 2π − 0.5. Controls for minimum

energy (α = 0, β = 1) transfer can be designed for both the unconstrained and amplitude

constrained cases (shown forA ≤ 2.5). In both cases, the state trajectories and spike sequence

(shown in the lower half of the figure) follow the same generalpattern. The spike train shows

that the controls are able to advance the firing of each neuronso that all five spike simultaneously
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Fig. 6. The controls and amplitude constrained controls,A ≤ 2, upper left and right respectively, of a Theta PRC neuron

model driving five frequencies,ω = (ω1, ω2, ω3, ω4, ω5) = (1, 2, 3, 4, 5), to the desired targetsΘ(T ) = (2π, 4π, 6π, 8π, 10π)

whenT = 2π − 0.5. These controls yield highly similar state trajectories (left, shown for unconstrained control) and spiking

sequences (right, shown for constrained control), which corresponds to when the state trajectories cross multiples of2π. Black

coloring indicates a controlled state trajectory or spike sequence, whereas gray coloring indicates a trajectory or spike sequence

without control.

at the desired terminal time. Again the gray coloring indicates uncontrolled trajectories or spike

trains and offers a comparison of improvement in synchrony.

Similarly, Fig. 6 provides the same presentation as above for the minimum energy transfer for

Theta neurons of the same frequencies to the same desired targets. In this case the constrained

control is limited toA ≤ 2.

V. CONCLUSION

In this paper, we considered the control and synchronization of a neuron ensemble described

by phase models. We showed that this ensemble system is controllable for various commonly-

used phase models. We also derived minimum-power and time-optimal controls for single and

two neuron systems. The development of such optimal controls is of practical importance, for

example, in therapeutic procedures such as deep brain stimulation for Parkinson’s disease and

cardiac pacemakers for heart disease. In addition, we adopted a computational pseudospectral

method for constructing optimal controls that spike neuronensembles, which demonstrated the

underlying controllability properties of such neuron systems. The methodology resulting from this
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work can be applied not only to neuron oscillators but also toany oscillating systems that can be

represented using similar model reduction techniques suchas biological, chemical, electrical, and

mechanical oscillators. A compelling extension of this work is to consider networks of coupled

oscillators, whose interactions are characterized by a coupling function,H, acting between each

pair of oscillators. For example, in the well-known Kuramoto’s model, the coupling between the

(i, j)-pair is characterized by the sinusoidal function of the form H(θi, θj) = sin(θi − θj) [19].

The procedure presented in Theorem 2 can be immediately applied to examine controllability

of interacting oscillators by investigating the recurrence properties of the vector fieldf + H,

and the Lie algebra{f + H,Z}LA. Similarly, the pseudospectral method presented in Section

IV and its extension addressed in Remark 2 can be employed to calculate optimal controls for

spiking or synchronizing networks of coupled neurons with their natural frequencies varying on

a continuum.

APPENDIX A

CHOW’ S THEOREM

Theorem 3:(Versions of Chow’s Theorem) Let{f1(x), f2(x), . . . , fm(x)} be a collection of

vector fields such that the collection{f1(x), f2(x), . . . , fm(x)}LA is

a) analytic on an analytic manifoldM . Then given any pointx0 ∈ M , there exists a maximal

submanifoldN ⊂ M containingx0 such that{exp{xi}}G x0 = {exp{xi}LA}G x0 = N .

b) C∞ on a C∞ manifold M with dim (span{fi(x)}LA) constant onM . Then given any

point x0 ∈ M , there exists a maximal submanifoldN ⊂ M containingx0 such that

{exp{xi}}G x0 = {exp{xi}LA}G x0 = N .

For more details, please see [35].

APPENDIX B

OPTIMAL CONTROL OF A SINGLE THETA NEURON
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1) Unbounded Minimum-Power Control of a Theta Neuron:The minimum-power control of

a single Theta neuron is formulated as

min

∫ T

0

u2(t)dt,

s.t. θ̇ = α + β cos θ + (1− cos θ)u(t),

θ(0) = 0, θ(T ) = 2π.

We then can form the control Hamiltonian,

H = u2 + λ(α + β cos θ + u− u cos θ), (30)

whereλ is the Lagrange multiplier. The necessary conditions for optimality from the maximum

principle yield

λ̇ = −∂H

∂θ
= λ(β − u) sin θ, (31)

∂H

∂u
= 2u+ λ(1− cos θ) = 0.

Thus, the optimal controlu satisfies

u = −1

2
λ(1− cos θ). (32)

With (32) and (31), this optimal control problem is transformed to a boundary value problem,

whose solution characterizes the optimal trajectories,

θ̇ = α + β cos θ − λ

2
(1− cos θ)2, (33)

λ̇ = λβ +
λ2

2
(1− cos θ) sin θ, (34)

with boundary conditionsθ(0) = 0 andθ(T ) = 2π, while λ0 = λ(0) andλ(T ) are unspecified.

Additionally, since the Hamiltonian is not explicitly dependent on time, the optimal triple

(λ, θ, u) satisfiesH(λ, θ, u) = c, ∀ 0 ≤ t ≤ T , wherec is a constant. Together with (32) and

(30), this yields

λ(α + β cos θ)− λ2

4
(1− cos θ)2 = c. (35)

Sinceθ(0) = 0, c = 2λ0, whereλ0 is undetermined. The optimal multiplier can be found by

solving the above quadratic equation (35), which gives

λ =
2(α+ β cos θ)± 2

√

(α + β cos θ)2 − 2λ0(1− cos θ)

(1− cos θ)2
, (36)
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and then, from (33), the optimal phase trajectory follows

θ̇ = ∓
√

(α + β cos θ)2 − 2λ0(1− cos θ). (37)

Integrating (37), we find the spiking timeT in terms of the initial conditionλ0,

T =

∫ 2π

0

1
√

(α + β cos θ)2 − 2λ0(1− cos θ)
dθ. (38)

Note that we choose the positive sign in (37), which corresponds to forward phase evolution.

Therefore, given a desired spiking timeT of the neuron, the initial valueλ0 can be found via

the one-to-one relation in (38). Consequently, the optimaltrajectories ofθ andλ can be easily

computed by evolving (33) and (34) forward in time. Plugging(36) into (32), we obtain the

optimal feedback law for spiking a Theta neuron at timeT ,

u(t)∗ =
−(α + β cos θ) +

√

(α + β cos θ)2 − 2λ0(1− cos θ)2

1− cos θ
. (39)

2) Bounded Minimum-Power Control of a Theta Neuron:Given the boundM on the control

amplitude, if|u∗(t)| ≤ M for all t ∈ [0, T ], then the amplitude constraint is inactive and obviously

the bounded minimum-power control is given by (39) and (38).If, however, |u∗(t)| > M for

some time interval, e.g.,t ∈ [t1, t2] ⊂ [0, T ], which alternatively corresponds to|u∗(θ)| > M

for θ(t1) = θ1, θ(t2) = θ2, andθ ∈ [θ1, θ2] ⊂ [0, 2π], the amplitude constraint is active and the

optimal control will depend onM . We first consideru∗(θ) > M for θ ∈ [θ1, θ2] and observe in

this case thatu(θ) = M is the minimizer of the HamiltonianH as in (30), sinceH is convex in

u. The Hamiltonian for this interval is then given byH = M2 + λ(α+ β cos θ+M −M cos θ).

Because, by the maximum principle,H is a constant along the optimal trajectory, the Lagrange

multiplier λ is given by,

λ =
c−M2

α + β cos θ +M −M cos θ
, (40)

which satisfies the adjoint equation (31). Therefore,u(θ) = M is optimal for θ ∈ [θ1, θ2]. The

value of the constantc = 2λ0 can be determined by applying the initial conditions,θ(0) = 0

andλ(0) = λ0 to (30). Similarly, we can show thatu(t) = −M is optimal whenu∗(θ) < −M

for someθ ∈ [θ3, θ4] ⊂ [0, 2π]. Consequently, the constrained optimal control can be synthesized

according to (11) and (12).

Note that the number of time intervals that|u∗(θ)| > M defines the number of switches in the

optimal control law. Specifically, if|u∗(θ)| > M for n time intervals, then the optimal control
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will have 2n switches. Here we consider the simplest case, where the optimal control has only

two switches, which is actually the only case for the Theta neuron model. As a result, suppose

thatu∗(θ) > M for only one time interval, and then there are two switching anglesθ1 andθ2 at

which u∗(θ1) = u∗(θ2) = M . These two conditions, together with (12), determine the unknown

parametersθ1, θ2, andλ0 that characterize the bounded optimal control,u∗
M , as given in (11)

for the specified spiking timeT . Note that the range of feasible spiking times is determinedby

the bound of the control amplitudeM . A complete characterization of possible spiking range

can be found in [27].
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