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Abstract—This paper considers an online (real-time) control
problem that involves an agent performing a discrete-time
random walk over a finite state space. The agent’s action at
each time step is to specify the probability distribution for
the next state given the current state. Following the set-up of
Todorov, the state-action cost at each time step is a sum of a
state cost and a control cost given by the Kullback-Leibler (KL)
divergence between the agent’s next-state distribution and that
determined by some fixed passive dynamics. The online aspect
of the problem is due to the fact that the state cost functions
are generated by a dynamic environment, and the agent learns
the current state cost only after selecting an action. An explicit
construction of a computationally efficient strategy with small
regret (i.e., expected difference between its actual total cost and
the smallest cost attainable using noncausal knowledge of the
state costs) under mild regularity conditions is presented, along
with a demonstration of the performance of the proposed strategy
on a simulated target tracking problem. A number of new results
on Markov decision processes with KL control cost are also
obtained.

I. INTRODUCTION

Markov decision processes (MDPs) [1], [2], [3] comprise
a popular framework for sequential decision-making in a
random dynamic environment. At each time step, an agent
observes the state of the system of interest and chooses an
action. The system then transitions to its next state, with the
transition probability determined by the current state and the
action taken. There is a (possibly time-varying) cost associated
with each admissible state-action pair, and a policy (feedback
law) for mapping states to actions is selected to minimize
average cost. In the basic MDP framework, it is assumed
that the cost functions and the transition probabilities are
known in advance, the policy is designed “offline” (e.g.,
using dynamic programming), and the optimality criterion is
forward-looking, taking into account the effect of past actions
on future costs. In many practical problems, however, this
degree of advance knowledge is unavailable. When neither
the transition probability nor the cost functions are known in
advance, various reinforcement learning (RL) methods, such

This work was supported by NSF grant CCF-1017564 and by AFOSR grant
FA9550-10-1-0390. A preliminary version of this work was presented at the
American Control Conference, Montreal, Canada, June 2012.

P. Guan is with the Department of Electrical and Computer Engineering,
Duke University, Durham, NC 27708 USA (e-mail: peng.guan@duke.edu).

M. Raginsky is with the Department of Electrical and Computer Engineer-
ing and the Coordinated Science Laboratory, University of Illinois at Urbana-
Champaign, Urbana, IL 61801 USA (e-mail: maxim@illinois.edu).

R. Willett is with the Department of Electrical and Computer Engineer-
ing, University of Wisconsin-Madison, Madison, WI 53796 USA (e-mail:
willett@wisc.edu).

as the celebrated Q-learning algorithm [4], [5] and its variants,
can be used to learn an optimal policy in an online regime.
However, the key assumptions underlying RL are that the agent
is operating in a stochastically stable environment, and that
the state-action costs (or at least their expected values with
respect to any environmental randomness) do not vary with
time. These assumptions are needed to ensure that the agent
is eventually able to learn an optimal stationary control policy.

Another framework for sequential decision-making, dating
back to the seminal work of Robbins [6] and Hannan [7]
and now widely used in the machine learning community
[8], deals with nonstochastic, unpredictable environments. In
this online learning (or sequential prediction) framework,
the effects of the environment are modeled by an arbitrarily
varying sequence of cost functions, where the cost function
at each time step is revealed to the agent only after an action
has been taken. There is no state, and the goal of the agent
is to minimize regret, i.e., the difference between the total
cost incurred using causally available information and the total
cost of the best single action that could have been chosen in
hindsight. In contrast with MDPs, the regret-based optimality
criterion is necessarily myopic and backward-looking, since
the cost incurred at each time step depends only on the action
taken at that time step, so past actions have no effect on future
costs. There is also a more stringent model of online learning,
in which the agent observes not the entire cost function for
each time step, but only the value of this cost at the currently
taken action [9]. This model is inspired by the celebrated
multiarmed bandit problem first introduced by Robbins [10],
and is referred to as the nonstochastic bandit problem. One
widely used way of constructing regret-minimizing strategies
for such bandit problems is to randomize the agent’s actions
(exploration) so that the random cost value revealed to the
agent can be used to construct an unbiased estimate of the
full cost function, which is then fed into a suitable strategy
that minimizes regret under the assumption of full informa-
tion (exploitation). We will not consider nonstochastic bandit
problems in this paper. Instead, we refer the reader to a recent
survey by Bubeck and Cesa-Bianchi [11] that discusses both
stochastic and nonstochastic bandit problems.

Recent work by Even-Dar et al. [12] and Yu et al. [13]
combines the MDP and the online learning frameworks into
what may be described as online MDPs with finite state and
action spaces. Like in the traditional MDP setting, the agent
observes the current state and chooses an action, and the
system transitions to the next state according to a fixed and
known Markov law. However, like in the online framework, the
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one-step cost functions form an arbitrarily varying sequence,
and the cost function corresponding to each time step is
revealed to the agent after the action has been taken. The
objective of the agent is to minimize regret relative to the
best stationary Markov policy that could have been selected
with full knowledge of the cost function sequence over the
horizon of interest. The time-varying cost functions may
represent unmodeled aspects of the environment or collective
(and possibly irrational) behavior of any other agents that may
be present; the regret minimization viewpoint then ensures that
the agent’s online policy is robust against these effects.

A. Brief problem statement and motivating examples

We give here a brief statement of the problem of interest in
order to fix ideas; a more detailed formulation is given later
on. The reader may wish to consult Section I-D for notation.

The set-up considered in [12], [13] is motivated by problems
in machine learning and artificial intelligence, where the
actions are the main object of interest, and the state merely
represents memory effects present in the system. In this paper,
we take a more control-oriented view: the emphasis is on
steering the system along a desirable state trajectory through
actions selected according to a state feedback law. Following
the formulation proposed recently by Todorov [14], [15],
[16], we allow the agent to modulate the state transitions
directly, so that actions (resp., state feedback laws) correspond
to probability distributions (resp., Markov kernels) on the
underlying state space. As in [14], [15], [16], the one-step
cost is a sum of two terms: the state cost, which measures how
“desirable” each state is, and the control cost, which measures
the deviation of the transition probabilities specified by the
chosen action from some fixed default or passive dynamics.
(We also refer the reader to a recent paper by Kappen et
al. [17], which interprets Todorov’s set-up as an inference
problem for probabilistic graphical models.)

More precisely, we consider an MDP with a finite state
space X, where the action space U is the simplex P(X) of prob-
ability distributions over X. A fixed Markov matrix (transition
kernel) P ∗ = [P ∗(x, y)]x,y∈X is given. A stationary Markov
policy (state feedback law) is a mapping w : X → P(X), so
if the system is in state x ∈ X, then the transition to the next
state is stochastic, as determined by the probability distribution
u(·) = w(x) ∈ P(X). In other words, if we denote the next
state by X+, then the state transitions induced by the action
u are governed by the conditional probability law

Pr{X+ = x+|X = x} = P (x, x+) = u(x+) = [w(x)](x+).

The one-step state-action cost c(x, u) consists of two terms,
the state cost f(x), where f : X 7→ R+ is a given function,
and the control cost, which penalizes any deviation of the
next-state distribution u(·) = w(x) from the one prescribed by
P ∗(x, ·), the row of P ∗ corresponding to x. To motivate the in-
troduction of such control costs, we can imagine the situation,
in which implementing the state transitions according to P ∗

can be done “for free.” However, it may very well be the case
that following P ∗ will be in conflict with the goal of keeping
the state cost low. From this perspective, it may actually be

desirable to deviate from P ∗. Any such deviation may be
viewed as an active perturbation of the passive dynamics
prescribed by P ∗, and the agent should attempt to balance
the tendency to keep the state costs low against allowing too
strong of a perturbation of P ∗. Our choice of control cost is
inspired by the work of Todorov [14], [16], and is given by
the Kullback–Leibler divergence (or the relative entropy) [18]
D(u‖P ∗(x, ·)) between the proposed next-state distribution
u(·) and the next-state distribution prescribed by the passive
dynamics P ∗. One useful property of this control cost is that it
automatically forbids all those state transitions that are already
forbidden by P ∗. Indeed, if for a given x ∈ X there exists some
y ∈ X such that u(y) = [w(x)](y) > 0, while P ∗(x, y) = 0,
then D(u‖P ∗(x, ·)) = +∞. Thus, the overall one-step state-
action cost is given by

c(x, u) = f(x) +D(u‖P ∗(x, ·)), ∀x ∈ X, u ∈ P(X). (1)

In the online version of this problem (detailed in Section II-A),
the state costs form an arbitrarily varying sequence {ft}∞t=1,
and the agent learns the state cost for each time step only after
having selected the transition law to determine the next state.
For any given value of the horizon, the regret is computed with
respect to the best stationary Markov policy (state feedback
law) that could have been chosen in hindsight. The precise
definition of regret is given in Section II-B.

Since this is a nonstandard set-up, we take a moment to
situate it in the context of usual models of MDPs. In a standard
MDP with finite state and action spaces, we have a finite
collection of Markov matrices Pu on X indexed by the actions
u ∈ U. State feedback laws are functions w : X → U, and
the set of all such functions is finite with cardinality |U||X|.
Therefore, in each state x ∈ X the agent has at most |U||X|
choices for the distribution of the next state X+, and we may
equivalently represent each state feedback law w as a mapping
from X into P(X) with x 7→ Pw(x)(x, ·). Since the state space
U is finite, the range of this mapping is a finite subset of the
probability simplex P(X). The criterion for selecting this next-
state distribution pertains to minimization of the expectation of
the immediate state-action cost plus a suitable value function
that accounts for the effect of the current action on future
costs. In many cases, the one-step state-action cost c(x, u)
decomposes into a sum of state cost f(x) and control cost
g(x, u), where f(x) quantifies the (un)desirability of the state
x, while g(x, u) represents the effort required to apply action
u in state x.

In the set-up of [14], [15], [16], the collection of all possible
next-state distributions is unrestricted. As a consequence, any
mapping w : X → P(X) is a feasible stationary Markov
policy. Since any Markov matrix P on X can be equivalently
represented as a mapping from X into P(X) with x 7→
P (x, ·), there is thus a one-to-one correspondence between
state feedback laws and Markov matrices on X. In contrast
to the case when the agent may choose among a finite set
of actions, the probability simplex P(X) is an uncountable
set, so the agent has considerably greater freedom to choose
the next state distribution. As before, we introduce a state-
action cost c(x, u) = f(x) + g(x, u), where f(x) measures
the (un)desirability of state x, while g(x, u) quantifies the



3

difficulty of executing action u in state x. Since actions u
now correspond to probability distributions, and we choose
the Kullback–Leibler control cost g(x, u) = D(u‖P ∗(x, ·)),
where P ∗ is a fixed Markov matrix on the state space X that
may represent, e.g., the “free” dynamics of the system in the
absence of external controls.

The Kullback–Leibler divergence is widely used in stochas-
tic control and inference. First of all, it has many desir-
able properties, such as nonnegativity and convexity [18].
Secondly, if we adopt the viewpoint that the purpose of a
control policy is to shape the joint distribution of all relevant
variables describing the closed-loop behavior of the system,
then using the relative entropy to compare the distribution
induced by any control law to some reference model leads
to functional equations for the optimal policy that are often
easier to solve than the corresponding dynamical programming
recursion [19], [20] (e.g., see [19] for an alternative derivation
of the optimal controller in an LQG problem using relative
entropy instead of dynamic programming); similar ideas are
fruitful in the context of robust control, where the relative
entropy is used to quantify the radius of uncertainty around
some nominal system [21], [22], [23]. Moreover, the relative
entropy is a canonical regularization functional for stochastic
nonlinear filtering problems [24]: an optimal Bayesian filter is
the solution of a variational problem that entails minimization
of the sum of expected negative log-likelihood (which can be
interpreted as state cost) and a relative entropy with respect to
the prior measure on the state space.

To further motivate our interest in problems of this sort,
let us consider two examples. One is target tracking with an
arbitrarily moving target (or multiple targets). In this example,
the state space X is the vertex set of an undirected graph, and
the passive dynamics P ∗ specifies some default random walk
on this graph. The tracker’s discrete-time motion is constrained
by the topology of the graph, while the targets’ motions are
not. At each time t, the state cost ft is the tracking error,
which quantifies how far the tracker is from the targets. For
instance, it may be given by the graph distance (length of
shortest path) between the tracker’s current location and the
location of the closest target. Other possibilities can also be
considered, including some based on noisy information on the
location of the targets. The control cost penalizes the tracker’s
deviation from P ∗ as it attempts to track the targets. The
passive dynamics P ∗ can be seen as the tracker’s prior model
for the targets’ motion. Moreover, if P ∗ is sufficiently rapidly
mixing, then any tracker that follows P ∗ will visit every vertex
of the graph infinitely often with probability one; however,
there is no guarantee that the tracker’s prior model is correct
(i.e., that the tracker will be anywhere near the targets). Hence,
the state-action cost will trade off the tendency of the tracker
to “cover” the graph as much as possible (exploration) against
the tendency to follow a potentially faulty model of the targets
(exploitation).

Another example setting is real-time control of a brain-
machine interface. There, the state space X may be the set
of possible positions or modes of a neural prosthetic device,
and the passive dynamics P ∗ may encode the “natural” (free)
dynamics of the device in the absence of user control; we

may assume, for instance, that the state transitions prescribed
by P ∗ correspond to “minimum-energy” operating mode of
the device. If the user wishes to make the device execute
some trajectory, the state cost ft at time t may represent
the deviation of the current point on the trajectory from the
one intended by the user. Since the user is a human operator
with conscious intent, we may not want to ascribe an a
priori model to her intended trajectory, and instead treat it
as an individual sequence modulating the state costs {ft}∞t=1.
In this setting, the Kullback–Leibler control cost penalizes
significant deviations from the free dynamics P ∗, since these
will typically be associated with energy expenditures.

The common thread running through these two examples
(and it is certainly possible to construct many others) is that
they model real-time interaction of a particular system with
some well-defined “reference” or “nominal” dynamics P ∗ with
a potentially unpredictable environment (which may include
hard-to-model adversaries or rational agents, etc.), and we
must balance the tendency to respond to immediate changes
in the environment against the need to operate the system near
the nominal mode. Since no offline policy design is possible in
such circumstances, the regret minimization framework offers
a meaningful alternative.

B. Our contributions and comparison with relevant literature

In this paper, we give an explicit construction of a strategy
for the agent, such that the regret relative to any uniformly
ergodic class of stationary Markov policies grows sublinearly
as a function of the horizon. The only regularity conditions
needed for this result to hold are (a) uniform boundedness of
the state costs (the agent need not know the bound, only that it
exists); and (b) ergodicity of the passive dynamics. Moreover,
our strategy is computationally efficient: the time is divided
into phases of increasing length, and during each phase the
agent applies a stationary Markov policy optimized for the
average of the state cost functions revealed during all of the
preceding phases. Thus, our strategy belongs to the class of so-
called “lazy” strategies for online decision-making problems
[25], [26], [27]; a similar approach was also taken by Yu et
al. [13] in their paper on online MDPs with finite state and
action spaces. The main advantage of lazy strategies is their
computational efficiency, which, however, comes at the price
of suboptimal scaling of the regret with the time horizon. We
comment on this issue further in the sequel.

Our main contribution is an extension of the theory of online
MDPs to a wide class of control problems that lie outside the
scope of existing approaches [12], [13]. More specifically:

1) While in [12], [13] both the state and the action spaces
are finite, we only assume this for the state space. Our
action space is the simplex of probability distributions
on the state space, which is a compact subset of a
Euclidean space. Hence, the techniques used in the
existing literature are no longer directly applicable. (It
is also possible to extend our approach to continuous
state spaces, but additional regularity conditions will be
needed. This extension will be the focus of our future
work.)
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2) Yu et al. [13] assume that the underlying MDP is
unichain [1, Sec. 8.3] and satisfies a certain uniform
ergodicity condition (a similar assumption is also needed
by Even-Dar et al. [12]). Their assumption is rather
strong, since it places significant simultaneous restric-
tions on an exponentially large family of Markov chains
on the state space (each chain corresponds to a particular
choice of state feedback law, and there are |U||X| such
laws). It is also difficult to verify, since the problem
of determining whether an MDP is unichain is NP-hard
[28]. By contrast, our ergodicity assumption pertains to
only one Markov chain (the passive dynamics P ∗), it
can be efficiently verified in polynomial time, and we
prove that it automatically implies uniform ergodicity of
all stationary control laws that could possibly be invoked
by our strategy.

3) Because these stationary control laws correspond to
solutions of certain average-cost optimality equations
(ACOEs) in the set-up of Todorov [14], [15], [16], we
establish and subsequently exploit several useful and
previously unknown results concerning the continuity
and uniform ergodicity of optimal policies for Todorov’s
problem. These results, as well as the techniques used
to prove them, play a very important role in our overall
contribution. Indeed, in the online setting, the state cost
functions are revealed to the agent in real time. Hence,
any policy used by the agent must rely on estimates (or
forecasts) of future state costs based on currently avail-
able information. Our new results on Todorov’s optimal
control laws provide sharp bounds on the sensitivity of
these laws to misspecification of state costs, and may be
of independent interest.

4) In [13], the policy computation at the beginning of each
phase requires solving a linear program and then adding
a carefully tuned random perturbation to the solution.
As a result, the performance analysis in [13] is rather
lengthy and technical (in particular, it invokes several
advanced results from perturbation theory for linear
programs). By contrast, even though we are working
with a continuous action space, all policy computations
in our case reduce to solving finite-dimensional eigen-
value problems, without any need for additional ran-
domization. Moreover, even though the overall scheme
of our analysis is similar to the one in [13] (which,
in turn, is inspired by existing work on lazy strategies
[25], [27], [26]), the proof is self-contained and much
less technical, relying on our new results pertaining to
Todorov-type optimal control laws.

A preliminary version of this work has appeared in a con-
ference publication [29], and most of the proofs were omitted
due to space limitations. Since a major part of our contribution
is a set of probabilistic analysis techniques for MDPs with
Kullback–Leibler control cost (in both online and offline set-
tings), the present paper fills in the missing details. In addition,
most of our new results on the sensitivity of Todorov-type
optimal controllers to perturbations of state costs were omitted
from [29]. The present paper not only gives a self-contained

treatment of these results, but also demonstrates their crucial
role in performance analysis of online strategies for Todorov-
type MDPs. Finally, compared to [29], the present paper
reports a more thorough and improved empirical evaluation
of our proposed strategy in the context of target tracking on
a large graph. In particular, we report the results of Monte-
Carlo simulation of our strategy (with error bars) and compare
it to two baseline strategies: (a) the best stationary policy that
could be chosen with full prior knowledge of the state cost
sequence and (b) the best stationary policy chosen from a large
pool of randomly sampled policies without advance knowledge
of state costs. In [29], we only compared our strategy to
the passive dynamics P ∗. The experimental results reported
here show that (a) the regret of our strategy w.r.t. the best
stationary policy chosen in hindsight is nonnegative and grows
sublinearly with time (thus validating our theoretical bound),
and (b) in simulations, our strategy performs strictly better
than any randomly sampled stationary policy.

C. Organization of the paper

The remainder of the paper is organized as follows. We
close this section with a brief summary of frequently used
notation. Section II contains precise formulation of the online
MDP problem and presents our main result, Theorem 1. In
preparation for the proof of the theorem, Section III contains
preliminaries on MDPs with KL control cost [14], [15], [16],
including a number of new results pertaining to optimal
policies. Section IV then describes our proposed strategy,
whose performance is then analyzed in Section V in order
to prove Theorem 1. Some simulation results are presented
in Section VI. We close by summarizing our contributions
and outlining some directions for future work. Proofs of all
intermediate results are relegated to the Appendix.

D. Notation

We will denote the underlying finite state space by X. A
matrix P = [P (x, y)]x,y∈X with nonnegative entries, and
with the rows and the columns indexed by the elements of
X, is called stochastic (or Markov) if its rows sum to one:∑
y∈X P (x, y) = 1,∀x ∈ X.
We will denote the set of all such stochastic matrices by

M(X), the set of all probability distributions over X by P(X),
the set of all functions f : X → R by C(X), and the cone of
all nonnegative functions f : X → R+ by C+(X). We will
represent the elements of P(X) by row vectors and denote
them by π, µ, ν, etc., and the elements of C(X) by column
vectors and denote them by f, g, h, etc. The total variation (or
L1) distance between µ, ν ∈ P(X) is

‖µ− ν‖1 ,
∑
x∈X

|µ(x)− ν(x)|.

The Kullback–Leibler divergence (or relative entropy) [18]
between µ and ν is

D(µ‖ν) ,


∑
x∈X µ(x) log

µ(x)

ν(x)
if supp(µ) ⊆ supp(ν)

+∞ otherwise



5

where supp(µ) , {x ∈ X : µ(x) > 0} is the support of µ.
Here and in the sequel, we work with natural logarithms. The
span seminorm (also called the oscillation) of f ∈ C(X) is
defined as

‖f‖s , max
x∈X

f(x)−min
x∈X

f(x).

Note that ‖f‖s = 0 if and only if f(x) = c for some constant
c ∈ R and all x ∈ X; ‖f‖s = ‖f + c‖s for any f ∈ C(X) and
c ∈ R. We also define the sup norm ‖f‖∞ , maxx∈X|f(x)|
and note that ‖f‖s ≤ 2‖f‖∞.

Any Markov matrix P ∈ M(X) acts on probability distri-
butions from the right and on functions from the left:

µP (y) =
∑
x∈X

µ(x)P (x, y), Pf(x) =
∑
y∈X

P (x, y)f(y).

We say that P is unichain [30] if the corresponding Markov
chain has a single recurrent class of states (plus a possibly
empty transient class). The is equivalent to P having a unique
invariant distribution πP (i.e. πPP = πP ) [31]. We will denote
the set of all such Markov matrices over X by M1(X). Given
ρ ∈ [0, 1], we say that P is ρ-contractive if

‖µP − νP‖1 ≤ ρ‖µ− ν‖1, ∀µ, ν ∈ P(X)

(in fact, every P ∈ M(X) is 1-contractive). We will denote
the set of ρ-contractive Markov matrices byMρ

1(X). It is easy
to show that, for every 0 ≤ ρ < 1, Mρ

1(X) ⊂ M1(X). The
Dobrushin ergodicity coefficient [31], [32] of P ∈ M(X) is
given by

α(P ) ,
1

2
max
x,x′∈X

‖P (x, ·)− P (x′, ·)‖1,

and it can be shown that any P ∈M(X) is α(P )-contractive
[31], [32]. Finally, for any P, P ′ ∈ M(X) we define the
supremum distance

‖P − P ′‖∞ , max
x∈X
‖P (x, ·)− P ′(x, ·)‖1.

II. PROBLEM FORMULATION AND THE MAIN RESULT

A. The model

Given the finite state space X, let F be a fixed subset
of C+(X), and let x1 ∈ X be a fixed initial state. Consider
an agent (A) performing a controlled random walk on X
in response to a dynamic environment (E). The interaction
between A and E proceeds as follows:

X1 = x1

for t = 1, 2, . . .
A selects Pt ∈M(X) and draws Xt+1 ∼ Pt(Xt, ·)
E selects ft ∈ F and announces it to A

end for

At each t ≥ 1, A selects the transition probabilities Pt(x, y) =
Pr{Xt+1 = y|Xt = x} based on his knowledge f t−1 =
(f1, . . . , ft−1), and incurs the state cost ft(Xt) and the control
cost D(Pt(Xt, ·)‖P ∗(Xt, ·)). The total cost incurred by the
agent A at time t is given by

ct(Xt, Pt) = ft(Xt) +D(Pt(Xt, ·)‖P ∗(Xt, ·)).

and the objective is to minimize a suitable notion of regret.

B. Strategies and regret
A strategy for the agent A is a collection of mappings γ =

{γt}∞t=1 where γt : F t−1 → M(X), so that Pt = γt(f
t−1).

This means our strategy is based on the complete knowledge
of all the past cost functions. The cumulative cost of γ after
T steps is

CT =

T∑
t=1

ct(Xt, Pt) =

T∑
t=1

ct(Xt, γt(f
t−1)).

To define the regret after T steps, we will consider the gap
between CT and the expected cumulative cost that A could
have achieved in hindsight by using a stationary unichain
random walk on X (with full knowledge of fT ). This gap arises
through the agent’s lack of prior knowledge on the sequence
of state cost functions. Formally, we define the regret of γ
after T steps w.r.t. a particular P ∈M1(X) by1

RT (P ) , CT − EPx1

[
T∑
t=1

ct(Xt, P )

]
,

where the expectation is taken over the Markov chain induced
the by comparison transition kernel P with initial state X1 =
x1. In this work, we make the following basic assumption
concerning the environment E:

Assumption 0 (Oblivious environment). The environment E
is oblivious (or nonadversarial), i.e., for every t, ft depends
only on f t−1, but not on Xt.

Assumption 0 is standard in the literature on sequential pre-
diction [8] (in particular, it is also imposed by Yu et al. [13]).
In our case, it implies that, for a fixed sequence f1, f2, . . .
of state costs chosen by E, the state process X = {Xt}∞t=1

induced by A’s choices P1, P2, . . . is a (time-inhomogeneous)
Markov chain. Now consider some setN ⊂M1(X). Adopting
standard terminology [8], we will say that γ is Hannan-
consistent w.r.t. N if

lim sup
T→∞

sup
P∈N

sup
f1,...,fT∈F

ERT (P )

T
≤ 0, (2)

where the expectation is w.r.t. the law of the process X starting
at X1 = x1. In other words, a strategy is Hannan-consistent
if its worst case (over F) expected per-round regret converges
to zero uniformly over N . While it is certainly true that some
nonstationary policy with complete prior knowledge of the
state cost sequence may (and will) outperform any stationary
policy, we limit our consideration to stationary reference poli-
cies for two reasons. One is the need to have a fair comparison:
indeed, no truly online strategy could compete with the best
(i.e., omniscient) nonstationary policy. The other is that we can
alternatively interpret the Hannan consistency condition (2) as
follows: as the horizon T increases, the smallest average cost
achievable by a strategy which is Hannan-consistent w.r.t. N
will converge to the smallest long-term average cost achievable
by any stationary Markov strategy in N on an MDP with the
state cost given by the empirical average (1/T )

∑T
t=1 ft of

the state costs revealed up to time T .

1To keep the notation clean, we will suppress the dependence of the
cumulative cost CT and the regret RT on the strategy γ and on the state
costs f1, . . . , fT .
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C. The main result

Our main result (Theorem 1 below) guarantees the existence
of a Hannan-consistent strategy against any uniformly ergodic
collection of stationary unichain policies under the following
two assumptions on the passive dynamics P ∗:

Assumption 1 (Irreducibility and aperiodicity). The passive
dynamics P ∗ is irreducible and aperiodic, where the former
means that, for every x, y ∈ X, there exists some n ∈ N such
that (P ∗)n(x, y) > 0, while the latter means that, for every
x ∈ X, the greatest common divisor of the set {n ∈ N :
(P ∗)n(x, x) > 0} is equal to 1.

Assumption 2 (Ergodicity). The Dobrushin ergodicity coeffi-
cient α(P ∗) is strictly less than 1.

Assumption 1 ensures that P ∗ has a unique everywhere
positive invariant distribution π∗ [31] and, for a finite X, it
is equivalent to the existence of some n̄ ∈ N, such that

θ , min
x,y∈X

(P ∗)n̄(x, y) > 0

(see, e.g., Theorem 1.4 in [31]). Assumption 2, which is
frequently used in the study of MDPs with average cost
criterion [33], [34], [3], guarantees that the convergence to π∗

is exponentially fast (so that P ∗ is geometrically ergodic), and
it also imposes a stronger type of ergodicity, since a Markov
matrix P ∈ M(X) has α(P ) < 1 if and only if for any
pair x, x′ ∈ X there exists at least one y ∈ X, such that y
can be reached from both x and x′ in one step with strictly
positive probability. For example, if P ∗ satisfies the Doeblin
minorization condition [32], [35], i.e., if there exist some
δ ∈ (0, 1] and some µ ∈ P(X), such that P ∗(x, y) ≥ δµ(y)
for all x, y ∈ X, then we will have α(P ∗) ≤ 1 − δ < 1 (see,
e.g., Lemma 4.3.13 in [32]).

Remark 1. As we pointed out in Section I-B, our assumption
is actually much milder than the assumptions made in related
literature [12], [13], [36]. Recent work by Neu et al. [36]
shows that the assumptions made in [12], [13], [36] are
valid only if the Dobrushin ergodicity coefficient of the state
transition kernel induced by every policy is strictly smaller
than one. By contrast, we only assume this for the passive
dynamics P ∗.

With these assumptions in place, we are now ready to state
our main result:

Theorem 1. Let F consist of all f ∈ C+(X) with ‖f‖∞ ≤ 1.
Fix an arbitrary ε ∈ (0, 1/3). Under Assumptions 0–2, there
exists a strategy γ, such that for any ρ ∈ [0, 1),

sup
P∈Mρ

1(X)

sup
f1,...,fT∈F

ERT (P )

T
= O(T−1/4+ε). (3)

As a consequence, the strategy γ is Hannan-consistent w.r.t.
Mρ

1(X).

Remark 2. The constant hidden in the O(·) notation depends
only on the passive dynamics P ∗ and on the contraction rate
ρ of the baseline policies in Mρ

1(X); cf. Eq. (22), and the
discussion preceding it, for details.

III. PRELIMINARIES

Our construction of a Hannan-consistent strategy in Theo-
rem 1 relies on Todorov’s theory of MDPs with KL control
cost [14], [15], [16]. In this section, we give an overview of
this theory and present several new results that will be used
later on.

First, let us recall the general set-up for MDPs with finite
state space X and compact action space U under the average
cost criterion (see e.g., [2] or [3]). It involves a family of
Markov matrices Pu ∈M(X) indexed by actions u ∈ U. The
(long-term) average cost of a stationary Markov policy (state
feedback law) w : X→ U with initial state X1 = x1 is given
by

J(w, x1) , lim sup
T→∞

1

T
Ewx1

[
T∑
t=1

c(Xt, w(Xt))

]
, (4)

where the expectation Ewx1
[·] is w.r.t. the law of the Markov

chain X = {Xt} with controlled transition probabilities

Pr{Xt+1 = y|Xt = x} = Pw(x)(x, y), X1 = x1

and c : X × U → R is the one step state-action cost. The
construction of an optimal policy to minimize (4) for every x1

revolves around the average-cost optimality equation (ACOE)

h(x) + λ = min
u∈U(x)

{c(x, u) + Puh(x)} , x ∈ X (5)

where U(x) ⊆ U is the set of allowable actions in state x. If
a solution pair (λ, h) ∈ R × C(X) exists with ‖h‖s < +∞,
then it can be shown [2], [3] that the stationary policy

w∗(x) = arg min
u∈U(x)

{c(x, u) + Puh(x)}

is optimal, and has average cost λ for every x. The function
h is called the relative value function.

A. Linearly solvable MDPs

In a series of papers [14], [15], [16], Todorov has introduced
a class of Markov decision processes, for which solving the
ACOE reduces to solving an eigenvalue problem. In this set-
up, which we have described informally in Section I-A, the
action space U is the probability simplex P(X), which is
compact in the Euclidean topology, and for each u ∈ P(X)
we have Pu(x, y) , u(y),∀(x, y) ∈ X × X. Thus, any state
feedback law (Markov policy) w : X → P(X) induces the
state transitions directly via

Pr{Xt+1 = y|Xt = x} = Pw(x)(x, y) = [w(x)](y), t ≥ 1.

In other words, if Xt = x, then u(·) = w(x) is the probability
distribution of the next state Xt+1. Hence, there is a one-to-
one correspondence between Markov policies w and Markov
matrices P ∈M(X), given by w(x) = P (x, ·).

To specify an MDP, we fix a state cost function f ∈ C+(X)
and a Markov matrix P ∗ as the passive dynamics, which
specifies the state transition probabilities in the absence of
control. The one-step state-action cost function c(x, u) is given
by (1). If we use the shorthand c(x, P ) for c(x, P (x, ·)), then
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the average cost of a policy P ∈ M(X) starting at X1 = x1

can be written as

J(P, x1) = lim sup
T→∞

1

T
EPx1

[
T∑
t=1

c(Xt, P )

]
.

Intuitively, if P has a small average cost, then the induced
Markov chain X = {Xt} has a small average state cost, and
its one-step transitions stay close to those prescribed by P ∗.

The ACOE for this problem takes the form

h(x) + λ = f(x) + min
u∈P(X)

{D(u‖P ∗(x, ·)) + Euh}. (6)

For a given h ∈ C(X), the minimization of the right-hand side
of (6) can be done in closed form. To see this, let us define,
for every ϕ ∈ C(X), the twisted kernel [37]

P̌ϕ(x, ·) , P ∗(x, ·)e−ϕ(·)

P ∗e−ϕ(x)
, x ∈ X (7)

which is obviously an element of M(X). Then we have

min
u∈P(X)

{D(u‖P ∗(x, ·)) + Euh}

= min
u∈P(X)

{
Eu
[
log

u(Y )

P ∗(x, Y )
+ h(Y )

]}
= min
u∈P(X)

{
Eu
[
log

u(Y )

P̌h(x, Y )

]
− logP ∗e−h(x)

}
(8)

If we further define Λh(x) , P ∗e−h(x), then the quantity in
braces in (8) can be written as D(u‖P̌h(x, ·)) − log Λh(x).
Using the fact that the divergence D(µ‖ν) between any two
µ, ν ∈ P(X) is nonnegative and equal to zero if and only if
µ = ν [18], we see that the minimum value in (8) is uniquely
achieved by u∗(x) = P̌h(x, ·) and is equal to − log Λh(x).
Thus, we can rewrite the ACOE (6) as

h(x) + λ = f(x)− log Λh(x), ∀x ∈ X. (9)

If we now consider the exponentiated relative value function
V , e−h, then (9) can be also written as e−fP ∗V (x) =
e−λV (x). Expressing this in vector form, we obtain the so-
called multiplicative Poisson equation (MPE) [37]:

e−fP ∗V = e−λV (10)

To construct the optimal policy for our MDP, we first solve
the MPE (10) for λ and V , obtain h, and then compute the
twisted kernel P̌h(x, ·) for every x ∈ X. The MPE is an
instance of a so-called Frobenius–Perron eigenvalue (FPE)
problem [31]; there exist efficient methods for solving such
problems, e.g., a recent algorithm due to Chanchana [38].
We also should point out that, for each x ∈ X, the twisted
kernel (7) is a Boltzmann–Gibbs distribution on the state
space X with energy function h and base measure P ∗(x, ·).
Boltzmann–Gibbs distributions arise in various contexts, e.g.,
in statistical physics and in the theory of large deviations [39],
[40], as solutions of variational problems over the space of
probability measures that involve minimization of a Gibbs-type
free energy functional, consisting of an affine “energy” term
and a convex “entropy” term (given by the divergence relative
to the base measure). Indeed, the functional being minimized
on the right-hand side of (6) is precisely of this form.

In the sequel, we will often need to consider simultaneously
several MDPs with different state costs f . Thus, whenever
need arises, we will indicate the dependence on f using
appropriate subscripts, as in cf , λf , hf , Vf , etc. For instance,
the MPE (10) for a given state cost f is

P ∗f Vf = e−λfVf , (11)

where P ∗f , e−fP ∗, i.e., P ∗f (x, y) = e−f(x)P ∗(x, y) for all
x, y ∈ X.

B. Some properties of Todorov’s optimal policy

We now investigate the properties of Todorov’s optimal
policy under the assumptions on the passive dynamics P ∗ that
are listed in Section II-C. Most of the results of this section
are new (with some exceptions, which we point out explicitly);
the proofs are given in the Appendix.

We start with the following basic existence and uniqueness
result, which is implicit in [14]:

Proposition 1. Under Assumption 1, for any state cost
f ∈ C+(X) the MPE (11) has a strictly positive solution
Vf ∈ C+(X) with the associated strictly positive eigenvalue
e−λf , and the only nonnegative solutions of (11) are positive
multiples of Vf . Moreover, the corresponding twisted kernel
P̌hf is also irreducible and aperiodic, and has a unique
invariant distribution π̌f = π̌f P̌f ∈ P(X).

Proof: Appendix A.
Since Vf = e−hf , the fact that any positive multiple of Vf is a
solution of the MPE is equivalent to the well-known fact that
the relative value function hf as a solution of the ACOE (6)
is unique up to additive constants. That is, if a particular hf
solves (6), then so does any hf+c for any additive constant c ∈
R. For this reason, we can fix an arbitrary x◦ ∈ X and assume
that hf (x◦) = 0 for any f . This ensures that the mapping

f 7−→ hf , hf (x◦) = 0 (12)

is well-defined. The following results are new:

Proposition 2. Under Assumption 1, the mapping (12) is
bounded on compact subsets of the cone C+(X): for any
f ∈ C+(X),

‖hf‖s ≤ log θ−1 + n̄‖f‖∞, (13)

where n̄ and θ are defined in Section II-C. Hence,

sup
f∈C+(X); ‖f‖∞≤C

‖hf‖s ≤ log θ−1 + n̄C. (14)

Proof: Appendix B.
Moreover, the dependence of the relative value function hf on
the state cost f is continuous:

Proposition 3. Under Assumptions 1 and 2, the mapping (12)
is Lipschitz-continuous on compact subsets of C+(X): for every
C > 0 there exists a constant K = K(C) > 0, such that for
any two f, g ∈ C+(X) with ‖f‖∞, ‖g‖∞ ≤ C we have

‖hf − hg‖s ≤ K‖f − g‖∞. (15)

Proof: Appendix C.
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More generally, the twisted kernel P̌ϕ depends smoothly on
the “twisting function” ϕ:

Proposition 4. Fix any two functions ϕ,ϕ′ ∈ C(X). Then
the twisted kernels (7) have the following properties: for any
x ∈ X,

D(P̌ϕ(x, ·)‖P̌ϕ′(x, ·)) ≤
1

8
‖ϕ− ϕ′‖2s (16)

‖P̌ϕ(x, ·)− P̌ϕ′(x, ·)‖1 ≤
1

2
‖ϕ− ϕ′‖s. (17)

Moreover, if Assumptions 1 and 2 hold, then there exists a
mapping κ : R+ → [0, 1), such that

‖ϕ‖s ≤ C =⇒ α(P̌ϕ) ≤ κ(C). (18)

Proof: Appendix D.
We close with the following basic but important result on
steady-state optimality:

Proposition 5. For any f ∈ C+(X) and any P ∈ M1(X),
define

J̄f (P ) , EπP [cf (X,P )] ≡ EπP [Jf (P,X)].

Then

J̄f (P̌hf ) = inf
P∈M1(X)

J̄f (P ).

Proof: Appendix E.

IV. THE PROPOSED STRATEGY

Our construction of a Hannan-consistent strategy for the
problem of Section II is similar to the approach of Yu et al.
[13]. The main idea behind it is as follows. We partition the
set of time indices 1, 2, . . . into nonoverlapping contiguous
segments (phases) of increasing duration and, during each
phase, use Todorov’s optimal policy matched to the average
of the state cost functions revealed during the preceding
phases. As in [13], the phases are sufficiently long to ensure
convergence to the steady state within each phase, and yet are
sufficiently short, so that the policies used during successive
phases are reasonably close to one another.

The phases are indexed by m ∈ N, where we denote the
mth phase by Tm and its duration by τm. Given ε ∈ (0, 1/3),
we let τm = dm1/3−εe. The parameter ε is needed to control
the growth of the total length of each fixed number of phases
relative to the length of the most recent phase (we comment
upon this in more detail in the next section). We also define
T1:m , T1 ∪ . . . ∪ Tm (the union of phases 1 through m) and
denote its duration by τ1:m. Given a sequence {ft} of state
cost functions, we define for each m the average state costs

f̂ (m) ,
1

τm

∑
t∈Tm

ft, f̂ (1:m) ,
1

τ1:m

∑
t∈T1:m

ft

and let f̂ (0) = f̂ (1:0) = 0. Our strategy takes the following
form:

for m = 1, 2, . . .

solve the MPE e−f̂
(1:m−1)

P ∗e−h
(m)

= e−λ
(m)

e−h
(m)

let P (m) = P̌h(m)

for t ∈ Tm
draw Xt+1 ∼ P (m)(Xt, ·)

end for
end for

Since we use the same policy throughout each phase, the
evolution of the state induced by the above algorithm is
described by the following inhomogeneous Markov chain:

X1
P (1)

−−−→ X2
P (1)

−−−→ . . .
P (1)

−−−→ Xτ1
P (2)

−−−→ Xτ1+1
P (2)

−−−→ . . .

The implementation of this strategy reduces to solving a finite-
dimensional Frobenius–Perron eigenvalue (FPE) problem [31]
at the beginning of each phase to obtain a Todorov-type
relative value function. The corresponding twisted kernel then
determines the stationary policy to be followed throughout that
phase. An efficient method for solving FPE problems was
recently developed by Chanchana [38]. This method makes
use of the well-known Collatz formula for the FPE [31]
and Elsner’s inverse iteration algorithm for computing the
spectral radius of a nonnegative irreducible matrix [41]. It is
an iterative algorithm, which at each iteration performs an LU
factorization of an |X| × |X| matrix. The time complexity of
each iteration is O(|X|3). Chanchana’s algorithm outperforms
the three best known algorithms for solving FPE problems,
which all rely on Elsner’s inverse iteration and have quadratic
convergence. Numerical experimental results can be found in
[38, Section 3.5].

V. PROOF OF THEOREM 1

A. The main idea

Following the general outline in [13], the proof of Theo-
rem 1 can be divided into four major steps. The first step is
to show that there is no loss of generality in considering a
different notion of regret, i.e., the steady-state regret, which
is the difference between the cumulative cost of the proposed
strategy and the steady-state cost of a fixed stationary policy.
The second step is to bound the difference between the
expected total cost of our strategy and the sum of expected
steady-state costs within each phase. That is, for each m, the
steady-state expectation of the cost incurred in phase m is
taken w.r.t. the unique invariant distribution of P (m). After this
step, we may only concentrate on expectations over invariant
state distributions, which renders the problem much easier. For
the third step, we show that the sum of steady-state expected
costs is not much worse than what we would get if, at the start
of each phase m, we also knew all the state cost functions to
be revealed during phase m, i.e., if we used the “clairvoyant”
policy P (m+1) in phase m. In the fourth step, we consider the
sum of expected costs in each phase that could be attained if
we knew all the state cost functions in advance and used the
optimal policy w.r.t. the average of all the state cost functions
throughout all the phases. We show that this expected cost is
actually greater than the sum of expected costs of each phase
when we only know the state cost functions one phase ahead.
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We then assemble the bounds obtained in these four steps to
obtain the final bound on the regret of our strategy.

B. Preliminary lemmas

Before proceeding to the proof of Theorem 1, we present
two lemmas that will be used throughout. The proofs of the
lemmas rely heavily on the results of Section III-B, and are
detailed in Appendices F and G.

Lemma 1 (Uniform bounds). There exists constants K0 ≥ 0,
K1 ≥ 0 and 0 ≤ α < 1, such that, for every f ∈ F and every
m ∈ N,

‖cf (·, P (m))‖∞ ≤ K0, ‖h(m)‖s ≤ K1, α(P (m)) ≤ α

Moreover, the bound ‖cf (·, P )‖∞ ≤ K0 holds for all P ∈
M1(X), such that D(P (x, ·)‖P ∗(x, ·)) <∞ for all x ∈ X.

Lemma 2 (Policy continuity). There exists a constant K2 ≥ 0,
such that, for every m ∈ N,

‖P (m+1)(x, ·)− P (m)(x, ·)‖1 ≤
K2τm
τ1:m

, (19)

and

‖π(m+1) − π(m)‖1 ≤
K2τm

(1− α)τ1:m
(20)

where π(m) is the unique invariant distribution of P (m).
Moreover, there exists a constant K3 ≥ 0, such that for
D(m)(x) , D(P (m)(x, ·)‖P ∗(x, ·)),∀x ∈ X, we have

‖D(m)(x)−D(m+1)(x)‖1 ≤
K3τm
τ1:m

. (21)

Remark 3. As will be evident from the proof below, we can
specify the precise form of the regret bound in (3) using the
constants from the above lemmas:

sup
P∈Mρ

1(X)

sup
f1,...,fT∈F

ERT (P )

T

≤ 4

3

(
K0(K2 + 2)

1− α
+K0 +K3

)
T−1/4+ε +

2K0

(1− ρ)T
.

(22)

C. Details

We are now ready to present the detailed proof of Theo-
rem 1.
Step 1: Reduction to the steady-state case. For any P ∈
M1(X), let us define the steady-state regret of our strategy γ
w.r.t. P by

Rss
T (P ) , CT − EπP

[
T∑
t=1

ct(X,P )

]
,

which is the difference between the actual cumulative cost of
γ and the steady-state cost of the stationary unichain policy
P initialized with πP . Now let us fix some ρ ∈ [0, 1) and
consider an arbitrary P ∈ Mρ

1(X), where without loss of
generality we can assume D(P (x, ·)‖P ∗(x, ·)) < ∞ for all
x ∈ X. For each t ≥ 1, let νt = δx1

P t−1 be the distribution

of Xt in the Markov chain induced by the transition matrix P
and initial state X1 = x1. For any T , we have

|Rss
T (P )−RT (P )|

=

∣∣∣∣∣EPx1

[
T∑
t=1

ct(Xt, P )

]
− EπP

[
T∑
t=1

ct(X,P )

] ∣∣∣∣∣
=

∣∣∣∣∣
T∑
t=1

{Eνt [ct(Xt, P )]− EπP [ct(X,P )]}

∣∣∣∣∣
≤

T∑
t=1

‖ct(·, P )‖∞‖νt − πP ‖1

≤ 2K0

T∑
t=1

ρt−1 ≤ 2K0

1− ρ
, (23)

where the second inequality is by Lemma 1 and the fact that
P ∈ Mρ

1(X). Therefore, it suffices to show that the bound in
(3) holds with ERss

T (P ) in place of ERT (P ).
Step 2: Steady-state approximation within phases. In this
step, we approximate the cumulative cost within each phase by
its steady-state value. Let M denote the number of complete
phases up to time T , i.e. τ1:M ≤ T < τ1:M+1 (simple algebra
gives M ≤ (4/3)T 3/4+ε). Then we can decompose the total
cost as

CT =

τ1:M∑
t=1

ct(Xt, Pt) +

T∑
t=τ1:M+1

ct(Xt, Pt)

≤
τ1:M∑
t=1

ct(Xt, Pt) +K0τM+1 = Cτ1:M
+K0τM+1,

where the inequality is by Lemma 1. Since all state costs are
nonnegative by hypothesis,

EπP

[
T∑
t=1

ct(X,P )

]
≥ EπP

[
τ1:M∑
t=1

ct(X,P )

]
,

which implies that

Rss
T (P ) ≤ Rss

τ1:M
(P ) +K0τM+1. (24)

For every time step t, let µt be the state distribution induced
by our strategy when starting from initial state distribution
µ1 = δx1

. Note that the transition matrix at time t is Pt =
P (m) if t ∈ Tm. We can decompose the expected cost in the
first M phases as

ECτ1:M
=

M∑
m=1

∑
t∈Tm

Eµt
[
ct(X,P

(m))
]
, (25)

and for every t ∈ Tm we have

Eµt
[
ct(X,P

(m))
]

≤ Eπ(m)

[
ct(X,P

(m))
]

+ ‖ct(·, P (m))‖∞‖µt − π(m)‖1

≤ Eπ(m)

[
ct(X,P

(m))
]

+K0‖µt − π(m)‖1,
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where the last step is by Lemma 1. In addition, for every
k ∈ {0, 1, . . . , τm − 1}, we have

‖µτ1:m−1+k+1 − π(m)‖1
=
∥∥∥µτ1:m−1+1(P (m))

k
− π(m)(P (m))

k
∥∥∥

1

≤ αk‖µτ1:m−1+1 − π(m)‖1 ≤ 2αk,

where the first inequality is due to Lemma 1. Hence,∑
t∈Tm

Eµt
[
ct(X,P

(m))
]

≤
∑
t∈Tm

Eπ(m)

[
ct(X,P

(m))
]

+ 2K0

τm−1∑
k=0

αk

≤
∑
t∈Tm

Eπ(m)

[
ct(X,P

(m))
]

+
2K0

1− α
.

Substituting this into (25), we have

ECτ1:M
≤

M∑
m=1

∑
t∈Tm

Eπ(m)

[
ct(X,P

(m))
]

+
2K0M

1− α
.

Step 3: Looking one phase ahead. In this step, we show that
the steady-state cost in each phase is not much worse than
what we could get if we knew everything one phase ahead.
For every m ∈ {1, . . . ,M}, we have∑
t∈Tm

Eπ(m)

[
ct(X,P

(m))
]

≤
∑
t∈Tm

Eπ(m+1)

[
ct(X,P

(m))
]

+K0τm‖π(m+1) − π(m)‖1

≤ τmEπ(m+1)

[
f̂ (m) +D(m)

]
+

K0K2τ
2
m

(1− α)τ1:m

= τmJ̄f̂(m)(P
(m+1)) + τmEπ(m+1)

[
D(m) −D(m+1)

]
+

K0K2τ
2
m

(1− α)τ1:m

≤ τmJ̄f̂(m)(P
(m+1)) +

(
K0K2

1− α
+K3

)
τ2
m

τ1:m
,

where the first inequality is by Lemma 1, the second inequality
is by Lemma 2, and the last inequality is due to (21) in
Lemma 2. So we now have

ECτ1:M
≤

M∑
m=1

τmJ̄f̂(m)(P
(m+1))

+

M∑
m=1

(
K0K2

1− α
+K3

)
τ2
m

τ1:m
+

2K0M

1− α
. (26)

Step 4: Looking M phases ahead. In this step, we consider
the fictitious situation where we know everything M phases
ahead, and show that the resulting steady-state value is actually
greater than what we could get if we knew everything just one
phase ahead. In other words, we claim that

M∑
m=1

τmJ̄f̂(m)(P
(m+1)) ≤

M∑
m=1

τmJ̄f̂(m)(P
(M+1)). (27)

To see that this claim is true, we apply backward induction:

M∑
m=1

τmJ̄f̂(m)(P
(M+1))

=

M−1∑
m=1

τmJ̄f̂(m)(P
(M+1)) + τM J̄f̂(M)(P

(M+1))

= τ1:M−1J̄f̂(1:M−1)(P
(M+1)) + τM J̄f̂(M)(P

(M+1))

≥ τ1:M−1J̄f̂(1:M−1)(P
(M)) + τM J̄f̂(M)(P

(M+1))

=

M−1∑
m=1

τmJ̄f̂(m)(P
(M)) + τM J̄f̂(M)(P

(M+1)),

where the second equality is due to the fact that
τ1:M−1f̂

(1:M−1) =
∑
t∈T1:M−1

ft =
∑M
m=1 τmf̂

(m), while
the inequality is by Proposition 5 and the fact that P (M) =
P̌h(M) , where h(M) is the relative value function for state cost
f̂ (1:M−1). Repeating this argument, we obtain (27). Moreover,

M∑
m=1

τmJ̄f̂(m)(P
(M+1)) = τ1:M J̄f̂(1:M)(P

(M+1))

= τ1:M inf
P∈M1(X)

J̄f̂(1:M)(P )

= inf
P∈M1(X)

EπP

[
τ1:M∑
t=1

ct(X,P )

]
.

(28)

After these four steps, we are finally in a position to bound
the expected steady-state regret. Combining (26)–(28), we can
write

ECτ1:M
≤ inf
P∈M1(X)

EπP

[
τ1:M∑
t=1

ct(X,P )

]

+

M∑
m=1

(
K0K2

1− α
+K3

)
τ2
m

τ1:m
+

2K0M

1− α
.

Therefore,

ERss
τ1:M

(P ) = ECτ1:M
− EπP

[
τ1:M∑
t=1

ct(X,P )

]

≤ ECτ1:M
− inf
P∈M1(X)

EπP

[
τ1:M∑
t=1

ct(X,P )

]

≤
M∑
m=1

(
K0K2

1− α
+K3

)
τ2
m

τ1:m
+

2K0M

1− α
. (29)

Next we show that the right-hand side of (29) can be bounded
by a quantity that is sublinear in T . From (24), we have

ERss
T (P ) ≤ ERss

τ1:M
(P ) +K0τM+1

≤
M∑
m=1

(
K0K2

1− α
+K3

)
τ2
m

τ1:m
+

2K0M

1− α
+K0τM+1.

Due to our construction of the phases, M ≤ (4/3)T 3/4+ε and
τM+1 ≤M if M > 1. Moreover, it is a matter of routine but
tedious algebraic calculations to show that the choice τm =
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dm 1
3−εe for m = 1, . . . ,M for any ε ∈ (0, 1/3) is sufficient

to guarantee that τ2
m ≤

√
τ1:m. Thus, we obtain

ERss
T (P ) ≤

M∑
m=1

(
K0K2

1− α
+K3

)
τ2
m

τ1:m
+

2K0M

1− α
+K0M

≤M
(
K0(K2 + 2)

1− α
+K0 +K3

)
≤ 4

3

(
K0(K2 + 2)

1− α
+K0 +K3

)
T 3/4+ε.

Therefore, recalling (23), we finally obtain

ERT (P )

T

≤ ERss
T (P )

T
+

2K0

T (1− ρ)

≤ 4

3

(
K0(K2 + 2)

1− α
+K0 +K3

)
T−1/4+ε +

2K0

T (1− ρ)
,

which completes the proof of Theorem 1.

VI. SIMULATIONS

In this section, we demonstrate the performance of our
proposed strategy on a simulated problem involving online
(real-time) tracking of a moving target on a large, connected,
undirected graph G, which models a terrain with obstacles.
The state space is the set of all vertices (nodes) of G. The
target is executing a stationary random walk on G with
a randomly sampled transition probability matrix, which is
different from the one that governs the passive dynamics P ∗.
The motion of both the tracking agent and the target must
conform to the topology of G, in the sense that both can only
move between neighboring vertices. The graph used in our
simulation has 564 vertices.

To make sure that Assumptions 1 and 2 are satisfied, we
construct the passive dynamics in the form P ∗ = (1− δ)P1 +
δP0 for some δ ∈ (0, 1). Here, P1 is a random walk that
represents environmental constraints, allowing the agent to go
from a given node either to any adjacent node (with equal
probability) or to remain at the current location. To ensure that
the agent is sufficiently mobile, the probability of not moving
is chosen to be relatively small (in our case, 0.01) compared
to the probability of transitioning to any of the neighboring
nodes. Since the underlying graph is connected, the random
walk P1 is irreducible; it is also aperiodic since P1(x, x) > 0
for all vertices x. We also add a perturbation random walk P0,
which has a fixed column of ones (we can think of the node
indexing that column as a “home base” for the agent), and
zeros elsewhere. The “size” of the perturbation is controlled
by δ, which is set to be small (we have chosen δ = 0.01),
so the agent only has a slight chance of returning to “home
base” from any given node within one step. This perturbation
ensures that no two rows of P ∗ are orthogonal, and α(P ∗) ≤
1− δ = 0.99.

The simulation consists of a number of independent exper-
iments. Each individual experiment runs for T = 1000 time
steps. We first randomly sample a transition matrix for the
target motion. After simulating the target’s random walk for T
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Fig. 1. Regret versus time. The red curve shows the average of the regret
(the difference between the total cost of our strategy up to each time t and the
total cost of the best stationary policy up to that time) over 100 independent
realizations of the simulation. At each time t, the height of the gray region
corresponds to one sample standard deviation.

steps, we record the target locations and use them to generate
a sequence of state cost functions {ft}Tt=1. Then we feed these
1000 state cost functions sequentially to our online algorithm
and compute the resulting cumulative cost CT . At each time
t, the tracking agent is in state (location) xt, the target is at
location st, and the agent’s action is Pt. The cumulative cost
after T time steps is

CT =

T∑
t=1

[ft(xt) +D (Pt(xt, ·)‖P ∗(xt, ·))] , (30)

with state costs ft(xt) = dG(xt, st), where dG(·, ·) is the
graph distance (number of edges in the shortest path) between
the agent’s current location and the location of the target,
normalized by the diameter of G. Then we compute the best
stationary policy P in hindsight for the average of all the state
costs by solving the MPE

e−f̂P ∗e−h = e−λe−h

for the relative value function h, where f̂ = 1
T

∑T
t=1 ft, and

then setting

P (x, ·) =
P ∗(x, ·)e−h(·)

P ∗e−h(x)
, x ∈ X

The regret is then computed with respect to the steady-state
cost of this best stationary policy:

RT (P ) = CT − EπP

[
T∑
t=1

ct(X,P )

]
,

where

ct(X,P ) = ft(X) +D (P (X, ·)‖P ∗(X, ·)) ,

and πP is the unique invariant distribution of P .
To plot the regret versus time with error bars, we implement

the experiment 100 times and compute the empirical average
of the regret across experiments. For each realization the agent
was initialized with the same starting state. The evolution of
the regret versus time is shown in Figure 1, where the regret
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at time t is defined as the total cost of our strategy up to time
t minus the total cost of the best stationary policy up to time
t. We can see that the regret is growing sublinearly, as stated
in Theorem 1.

We also compare the total cost of our strategy to that of the
best stationary baseline policy among a set Ñ of 105 randomly
sampled stationary policies. Once again, each experiment runs
for T = 1000 time steps. The baseline policy Pbaseline is the
one that has the smallest total cost

CT (Pbaseline) = min
P∈Ñ

T∑
t=1

[ft(xt) +D (P (xt, ·)‖P ∗(xt, ·))] .

among the 105 randomly sampled policies. The regret of our
adaptive strategy is thus given by CT − CT (Pbaseline).
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Fig. 2. Comparison of our proposed strategy to the best stationary policy
in a set of 105 randomly sampled policies. The red curve shows the average
of the regret (the difference between the total cost of our strategy up to each
time t and the total cost of the best stationary policy up to that time) over
100 independent realizations of the simulation. At each time t, the height of
the gray area corresponds to one sample standard deviation.

As before, there are 100 independent experiments, where
in each experiment the agent using our strategy and the agent
using the best sampled stationary policy were initialized with
the same starting state. The evolution of the regret versus time
is shown in Figure 2, where the regret at time t is defined as
the total cost of our strategy up to time t minus the total
cost of the best sampled stationary policy up to time t. We
can see that the regret is negative, which implies that our
strategy outperforms the best sampled stationary policy for
each particular realization of the state cost sequence.

VII. CONCLUSION AND FUTURE WORK

The problem studied in this paper combines aspects of both
stochastic control and online learning. In particular, our con-
struction of a Hannan-consistent strategy (a concept from the
theory of online learning [8]) uses several ideas and techniques
from the theory of MDPs with average cost criterion, including
some new results concerning optimal policies for MDPs with
KL control costs [14], [15], [16].

We have proved that, for any horizon T , our strategy
achieves sublinear O(T 3/4) regret relative to any uniformly
ergodic class of stationary policies, which is similar to the

results of Yu et al. [13] for online MDPs with finite state and
action spaces. However, while our strategy (like that of [13]) is
computationally efficient, we believe that the O(T 3/4) scaling
of regret with T is suboptimal. Indeed, in the case when both
the state and the action spaces are finite, Even-Dar et al. [12]
present a strategy that achieves a much better O(

√
T ) regret.

Of course, the strategy of [12] involves recomputing the policy
at every time step (rather than in phases, as is done here and
in [13]), which results in a significant loss of efficiency. An
interesting open question, which we plan to address in our
future work, is whether it is possible to attain O(

√
T ) regret

for online MDPs with KL control costs. A related challenge
is to study these online MDPs in the (nonstochastic) bandit
setting, where at each time step the agent only learns the value
ft(Xt) of the state cost at time t at the current state Xt, rather
than the full state cost function ft ∈ C(X). While this bandit
setting is more realistic, very little is known about it even
for online MDPs with finite state and action spaces — Neu et
al. [42] constructed a strategy that achieves O(T 2/3(log T )1/3)
regret, but it is not known whether this is optimal.

Another promising avenue for further research has to do
with the apparent duality between our set-up and the theory of
risk-sensitive control of Markov processes [43], [44]. Indeed,
the ACOE (6) can be viewed as a special case of the Isaacs
equation for a certain dynamic two-player game with average
cost criterion, in which Player 1 generates state cost functions,
while Player 2 generates distributions over the state space (cf.,
e.g., [44, p. 1805]). In the set-up of our Section II, Player 1
would correspond to the environment E, while Player 2 would
be the agent A. We plan to explore this connection further.

Finally, as mentioned in the Introduction, we would like to
extend our results to more general (e.g., compact) state spaces.
This will require more sophisticated machinery, e.g., Foster–
Lyapunov criteria and ergodicity w.r.t. weighted norms [30],
[35], as well as spectral theory of the MPE for Markov chains
with general state spaces [45].

APPENDIX

A. Proof of Proposition 1

Consider the matrix P ∗f , e−fP ∗ with entries P ∗f (x, y) =

e−f(x)P ∗(x, y). For any n ∈ N and any x, y ∈ X,
(P ∗f )n(x, y) ≥ e−n‖f‖∞(P ∗)n(x, y). Since P ∗ is irreducible
(Assumption 1), for any pair x, y ∈ X of states there ex-
ists some n ∈ N, such that (P ∗)n(x, y) > 0. But then
(P ∗f )n(x, y) > 0 as well, which means that P ∗f is also
irreducible. Therefore, by the Frobenius–Perron theorem [31],
P ∗f has a strictly positive right eigenvector Vf with a positive
eigenvalue r (the Frobenius-Perron eigenvalue): P ∗f Vf = rVf .
Thus, e−λf = r. Moreover, the FP eigenvalue is simple,
and P ∗f has no nonnegative right eigenvectors other than the
positive multiples of Vf [31]. This proves the existence and
uniqueness part.

Now, using the fact that Vf = e−hf solves the MPE (11),
we can show that

P̌hf (x, y) = eλf
Vf (y)

Vf (x)
P ∗f (x, y),
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whence it follows that

(P̌hf )n(x, y) = enλ
∗
f
Vf (y)

Vf (x)
(P ∗f )n(x, y),

As was just proved, P ∗f is irreducible, and Vf is strictly
positive. Hence, for any pair (x, y) ∈ X × X there exists
some n ∈ N, such that (P̌hf )n(x, y) > 0 as well. This
proves the irreducibility of P̌hf . Now, since P ∗f is irreducible,
the Frobenius–Perron theorem says that there exists a unique
strictly positive µ ∈ P(X), such that µP ∗f = e−λfµ [31]. Now
define π̌f ∈ P(X) through

π̌f (x) ,
µ(x)Vf (x)∑
y∈X µ(y)Vf (y)

≡ µ(x)Vf (x)

EµVf
, x ∈ X.

A straightforward calculation shows that π̌f is an invariant
distribution of P̌hf . The uniqueness of π̌f follows from the
irreducibility of P̌hf .

B. Proof of Proposition 2

We essentially follow the proof of Theorem 3.2 in [44],
with some simplifications. For each T ∈ N, define the function
WT : X→ R via

e−WT (x) , Ex

[
exp

(
−

T∑
t=1

f(Xt)− hf (XT+1)

)]
,

where Ex[·] denotes the expectation w.r.t. the Markov chain
X = (X1, X2, . . .) with initial state X1 = x and transition
matrix P ∗. Then a simple inductive argument shows that

e−WT (x) = e−Tλf−hf (x). (31)

Indeed, for each t let Ψt ,
∏t
s=1

Vf (Xs)
P∗Vf (Xs)

. Then, since

e−f(x) =
e−λf Vf (x)
P∗Vf (x) by (11), we can write

e−WT (x) = e−TλfEx [ΨTVf (XT+1)] (32)

= e−TλfEx [ΨTE[Vf (XT+1)|XT ]] (33)

= e−TλfEx [ΨTP
∗Vf (XT )] (34)

= e−TλfEx [ΨT−1Vf (XT )] , (35)

where (32) follows from definitions, (33) and (34) use the
Markov property, and (35) again follows from definitions.
Proceeding backwards, we get

Ex[ΨTVf (XT+1)] = Ex[Ψ1Vf (X2)] = Ex[Ψ1P
∗Vf (X1)]

= Vf (x) = e−hf (x).

Substituting this into (32), we get (31), which in turn implies
that hf (x) = WT (x) − Tλf for all x ∈ X, T ∈ N. Since
hf (x◦) = 0, we can write hf (x) = WT (x) −WT (x◦),∀x ∈
X, T ∈ N. Let ν (respectively, ν◦) be the distribution of Xn̄+1

in the Markov chain with transition matrix P ∗ and initial state
X1 = x (respectively, X1 = x◦). Then

ν(y)

ν◦(y)
=

(P ∗)n̄(x, y)

ν◦(y)
≥ θ > 0 (36)

for every y ∈ X. Consequently, for any T > n̄ we have

e−WT (x)

= Ex
[
e−

∑n̄
t=1 f(Xt)e−

∑T
t=n̄+1 f(Xt)−hf (XT+1)

]
(37)

≥ e−n̄‖f‖∞Ex
[
e−

∑T
t=n̄+1 f(Xt)−hf (XT+1)

]
(38)

= e−n̄‖f‖∞Ex◦
[
e−

∑T
t=n̄+1 f(Xt)−hf (XT+1) ν(Xn̄+1)

ν◦(Xn̄+1)

]
(39)

≥ θe−n̄‖f‖∞Ex◦
[
e−

∑T
t=1 f(Xt)−hf (XT+1)

]
(40)

= θe−n̄‖f‖∞e−WT (x◦), (41)

where (37) is by definition, (39) follows from the Markov
property and a change of measure, (40) follows from (36) and
from the fact that f ≥ 0, and (41) is again by definition.
Taking logarithms, we get WT (x) − WT (x◦) ≤ log θ−1 +
n̄‖f‖∞,∀T > n̄. Interchanging the roles of x and x◦, we get
|hf (x)| ≤ log θ−1 + n̄‖f‖∞. This proves (13); (14) follows
immediately.

C. Proof of Proposition 3

The basic idea is as follows. For a given f ∈ C+(X), let
us introduce the dynamic programming operator Tf that maps
any ϕ ∈ C(X) to Tfϕ ∈ C(X), where ∀ϕ ∈ C(X), x ∈ X,

Tfϕ(x) , f(x) + inf
µ∈P(X)

{Eµϕ+D(µ‖P ∗(x, ·))} .

Then we can express the ACOE (6) as hf + λf = Tfhf .
Hence, for any f, g ∈ C+(X),

‖hf − hg‖s = ‖(Tfhf − λf )− (Tghg − λg)‖s
= ‖Tfhf − Tghg‖s (42)
≤ ‖Tfhf − Tghf‖s + ‖Tghf − Tghg‖s , (43)

where (42) uses the fact that the span seminorm is unchanged
after adding a constant, and (43) is by the triangle inequality.
We will then show the following:

1) For any ϕ ∈ C(X) and any f, g ∈ C+(X),

‖Tfϕ− Tgϕ‖s ≤ 2‖f − g‖∞. (44)

2) For a fixed f ∈ C+(X), the dynamic programming
operator Tf : C(X) → C(X) is a contraction in the
span seminorm: for every M > 0, there exists a
constant K ′ = K ′(M) ∈ (0, 1), such that for any two
ϕ,ϕ′ ∈ C(X) with ‖ϕ‖s, ‖ϕ′‖s ≤M we have

‖Tfϕ− Tfϕ′‖s ≤ K
′‖ϕ− ϕ′‖s. (45)

Assuming that items 1) and 2) above are proved, we proceed as
follows. First of all, the first term in (43) is bounded by 2‖f−
g‖∞ by (44). Next, since ‖f‖∞, ‖g‖∞ ≤ C, Proposition 2
guarantees that there exists some M = M(C) <∞, such that
‖hf‖s, ‖hg‖s ≤ M . Therefore, there exists a constant K ′ =
K ′(M) < 1, such that the second term in (43) is bounded
by K ′‖hf − hg‖s. Therefore, ‖hf − hg‖s ≤

2
1−K′ ‖f − g‖∞,

which gives (15) with K = 2/(1−K ′).
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We now prove 1) and 2). For any function ϕ ∈ C(X) and
any two f, g ∈ C+(X), we have

max
x∈X
{Tfϕ(x)− Tgϕ(x)}

= max
x∈X

{[
f(x) + inf

µ∈P(X)
{Eµϕ+D(µ‖P ∗(x, ·))}

]

−
[
g(x) + inf

µ∈P(X)
{Eµϕ+D(µ‖P ∗(x, ·))}

]}
= max

x∈X
[f(x)− g(x)] .

Similarly, we get minx∈X {Tfϕ(x)− Tgϕ(x)} =
minx∈X [f(x)− g(x)]. Thus, ‖Tfϕ − Tgϕ‖s = ‖f − g‖s ≤
2‖f − g‖∞, so we have proved (44).

To establish (45), we follow the proof of Proposition 2.2 in
[34] with some simplifications. Pick any x, x′ ∈ X and let

ν = arg min
µ∈P(X)

{Eµϕ′ +D(µ‖P ∗(x, ·))} ,

ν′ = arg min
µ∈P(X)

{Eµϕ+D(µ‖P ∗(x′, ·))} ,

where explicitly ν(·) = P̌ϕ′(x, ·) and ν′(·) = P̌ϕ(x′, ·). Then

[Tfϕ(x)− Tfϕ′(x)]− [Tfϕ(x′)− Tfϕ′(x′)]
= inf
µ∈P(X)

{Eµϕ+D(µ‖P ∗(x, ·))}

− inf
µ∈P(X)

{Eµϕ′ +D(µ‖P ∗(x, ·))}

− inf
µ∈P(X)

{Eµϕ+D(µ‖P ∗(x′, ·))}

+ inf
µ∈P(X)

{Eµϕ′ +D(µ‖P ∗(x′, ·))}

≤ Eνϕ+D(ν‖P ∗(x, ·))− Eνϕ′ −D(ν‖P ∗(x, ·))
− Eν′ϕ−D(ν′‖P ∗(x′, ·)) + Eν′ϕ′ +D(ν′‖P ∗(x′, ·))

=

∫
(ϕ− ϕ′)d(ν − ν′).

A standard argument shows that that
∫

(ϕ − ϕ′)d(ν − ν′) ≤
1
2‖ϕ− ϕ

′‖s‖ν − ν′‖1. Consequently,

‖Tfϕ− Tfϕ′‖s
≤ 1

2
‖ϕ− ϕ′‖s · max

x,x′∈X

∥∥P̌ϕ(x, ·)− P̌ϕ′(x′, ·)
∥∥

1
.

Then the proof of (45) will be complete if we can show that

K ′(M) ,
1

2
sup

ϕ,ϕ′;‖ϕ‖s,‖ϕ′‖s≤M
max
x,x′∈X

∥∥P̌ϕ(x, ·)− P̌ϕ′(x′, ·)
∥∥

1

< 1. (46)

Suppose that (46) does not hold. Then there exist sequences
{ϕn}, {ϕ′n} of functions with ‖ϕn‖s, ‖ϕ′n‖s ≤ M,∀n, a set
B ⊂ X, and a pair of points x, x′ ∈ X, such that

lim
n→∞

[
P̌ϕn(x,B)− P̌ϕ′n(x′, B)

]
= 1,

where for any P ∈ M(X) we denote P (x,B) ,∑
y∈B P (x, y). This implies in turn that

lim
n→∞

P̌ϕn(x,X\B) = lim
n→∞

P̌ϕ′n(x′, B) = 0. (47)

Since P̌ϕ(x,B) ≥ e−‖ϕ‖sP ∗(x,B), (47) implies that
P ∗(x,X\B) = P ∗(x′, B) = 0. But this means that
P ∗(x,B)− P ∗(x′, B) = 1, which contradicts Assumption 2.
Hence, (46) holds.

D. Proof of Proposition 4

We begin with (16). From definitions, we have

D(P̌ϕ(x, ·)‖P̌ϕ′(x, ·))

= EP̌ϕ(x,·)[ϕ
′(Y )− ϕ(Y )] + log

Λϕ′(x)

Λϕ(x)
. (48)

A simple change-of-measure calculation shows that

Λϕ′(x)

Λϕ(x)
=

∑
y P
∗(x, y)e−ϕ

′(y)

Λϕ(x)

=

∑
y e

ϕ(y)−ϕ′(y)P ∗(x, y)e−ϕ(y)

Λϕ(x)

= EP̌ϕ(x,·)[e
ϕ(Y )−ϕ′(Y )]. (49)

To bound the right-hand side of (49), we recall the well-known
Hoeffding bound [46], which for our purposes can be stated
as follows: For any µ ∈ P(X) and any ψ ∈ C(X),

logEµeψ ≤ Eµψ +
‖ψ‖2s

8
.

Applying this bound gives

log
Λϕ′(x)

Λϕ(x)
≤ EP̌ϕ(x,·)[ϕ(Y )− ϕ′(Y )] +

‖ϕ− ϕ′‖2s
8

.

Substituting this bound into (48), we see that the terms
involving the expectation of the difference ϕ − ϕ′ cancel,
and we are left with (16). To prove (17), we use Pinsker’s
inequality, ‖P1 − P2‖1 ≤

√
2D(P1‖P2) [18]. To prove (18),

we follow essentially the same strategy as in the proof of
Proposition 3 to show that κ(C) , supϕ;‖ϕ‖s≤C α(P̌ϕ) < 1
for every C > 0.

E. Proof of Proposition 5

Fix some P ∈ M1(X). If there exists some x ∈ X such
that πP (x) > 0 and D(P (x, ·)‖P ∗(x, ·)) = +∞, then Propo-
sition 5 holds trivially. Thus, there is no loss of generality if
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we assume that D(P (x, ·)‖P ∗(x, ·)) < +∞,∀x ∈ X. Then

J̄f (P ) = EπP [f(X) +D(P (X, ·)‖P ∗(X, ·))]

=
∑
x∈X

πP (x)

[
f(x) +

∑
y∈X

P (x, y) log
P (x, y)

P̌hf (x, y)

+
∑
y∈X

P (x, y) log
P̌hf (x, y)

P ∗(x, y)

]

=
∑
x∈X

πP (x)

[
f(x) + EπPD(P (X, ·)‖P̌hf (X, ·))

+
∑
y∈X

P (x, y) log
e−hf (y)

Λhf (x)

]

≥
∑
x∈X

πP (x)

[
f(x) +

∑
y∈X

P (x, y) log
e−hf (y)

Λhf (x)

]
= EπP [f(X)− Phf (X)− log Λhf (X)]

= EπP [f(X)− hf (X)− log Λhf (X)],

where the inequality is due to the fact that the KL divergence
is always nonnegative, and the last step is due to the fact that
πP is the invariant distribution of P . By the ACOE (9), we
know that f(x)− hf (x)− log Λhf (x) = λf for every x ∈ X.
So we have J̄f (P ) ≥ λf ,∀P ∈ M1(X). Note that if we take
the expectation Eπ̌f [·] of both sides of the ACOE (6), we get

Eπ̌f [hf (X) + λf ]

= Eπ̌f [f(X) +D(P̌hf (X, ·)‖P ∗(X, ·)) + P̌hfhf (X)]

= Eπ̌f [f(X) +D(P̌hf (X, ·)‖P ∗(X, ·))] + Eπ̌f [hf (X)],

where the last equality is due to the fact that π̌f is
the invariant distribution of P̌hf . Therefore, Eπ̌f [f(X) +
D(P̌hf (X, ·)‖P ∗(X, ·))] = J̄f (P̌hf ) = λf . So we now have
J̄f (P ) ≥ J̄f (P̌hf ) for any P ∈M1(X), which completes the
proof of Proposition 5.

F. Proof of Lemma 1

For every state x ∈ X, let Gx denote the set of states
that can be reached from x in one step by the passive
dynamics P ∗, i.e., Gx , {y : P ∗(x, y) > 0}. Let us
also define p∗x = min

y∈Gx
P ∗(x, y) and p∗ = min

x∈X
p∗x. Since

P (m) = P̌h(m) , and h(m) is bounded by Proposition 2, we
have supp(P (m)(x, ·)) ⊆ supp(P ∗(x, ·)) ≡ Gx. Therefore,

D(P (m)(x, ·)‖P ∗(x, ·)) =
∑
y∈Gx

P (m)(x, y) log
P (m)(x, y)

P ∗(x, y)

≤ log
1

p∗x
, ∀x ∈ X,m ∈ N

and for any f ∈ F

‖cf (·, P (m))‖∞

≤ ‖f‖∞ + max
x∈X

D(P (m)(x, ·)‖P ∗(x, ·)) ≤ 1 + log
1

p∗
.

Thus, the first bound of Lemma 1 holds with K0 = 1+log 1
p∗ .

The same argument works for any P ∈ M1(X) that satisfies

D(P (x, ·)‖P ∗(x, ·)) < ∞,∀x ∈ X. The second bound holds
by Proposition 2, where K1 = log θ−1 + n̄. The third bound
follows from the second bound, ‖h(m)‖s ≤ K1, and by
Proposition 4 with α = κ(K1).

G. Proof of Lemma 2

Let us recall that each P (m) is given by the twisted kernel
P̌h(m) , where the relative value function h(m) arises from the
solution of the MPE (11) with state cost f̂ (1:m−1). Then

‖P (m+1)(x, ·)− P (m)(x, ·)‖1 ≤
1

2
‖h(m+1) − h(m)‖s

≤ K2

2
‖f̂ (1:m) − f̂ (1:m−1)‖∞ ≤

K2τm
τ1:m

(50)

where the first step is by Proposition 4, the second by
Proposition 3 with K2 = K(1), and the third by Lemma 4.3
in [13]. This proves (19). Moreover, Proposition 1 guarantees
that P (m) = P̌h(m) has a unique invariant distribution π(m).
Therefore,

‖π(m) − π(m+1)‖1
= ‖π(m)P (m) − π(m+1)P (m+1)‖1
≤ ‖π(m)P (m) − π(m)P (m+1)‖1

+ ‖π(m)P (m+1) − π(m+1)P (m+1)‖1
≤ ‖P (m) − P (m+1)‖∞ + α‖π(m) − π(m+1)‖1

≤ K2τm
τ1:m

+ α‖π(m) − π(m+1)‖1,

where the third inequality follows from (50). Rearranging, we
get (20).

Next, from the form of P (m) and P (m+1) we have

D(m)(x)−D(m+1)(x)

= E(m+1)
x [h(m+1)]− E(m)

x [h(m)] + log
Λh(m+1)(x)

Λh(m)(x)
, (51)

where E(m)
x [·] denotes expectation w.r.t. P (m)(x, ·), and we

can follow the same steps we have used in (49) to show that

Λh(m+1)(x)

Λh(m)(x)
= E(m)

x

[
eh

(m)−h(m+1)
]
.

Using the Hoeffding bound [46], we can write

log
Λh(m+1)(x)

Λh(m)(x)
≤ E(m)

x [h(m) − h(m+1)] +
‖h(m) − h(m+1)‖2s

8
(52)
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Substituting (52) into (51) and simplifying, we get

D(m)(x)−D(m+1)(x)

≤ E(m+1)
x [h(m+1)]− E(m)

x [h(m+1)] +
1

8
‖h(m) − h(m+1)‖2s

≤ ‖h(m+1)‖s · ‖P (m)(x, ·)− P (m+1)(x, ·)‖1

+
1

8
‖h(m) − h(m+1)‖2s

≤ K1K2τm
τ1:m

+
1

8
‖h(m) − h(m+1)‖2s

≤ K1K2τm
τ1:m

+
K2

2τ
2
m

2τ2
1:m

≤
(
K1K2 +

K2
2

2

)
τm
τ1:m

.

Here, the third step uses the fact that ‖h(m)‖s ≤ K1

(Lemma 2) and (50), the fourth also uses (50), and the last is
due to the fact that τm

τ1:m
< 1. Letting K3 = K1K2 +

K2
2

2 , we
get (21).
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