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On the Factorization of Rational Discrete-Time

Spectral Densities

Giacomo Baggio, Augusto Ferrante

Abstract

In this paper, we consider an arbitrary matrix-valued, rational spectral densityΦ(z). We show

with a constructive proof thatΦ(z) admits a factorization of the formΦ(z) = W
⊤(z−1)W (z), where

W (z) is stochastically minimal. Moreover,W (z) and its right inverse are analytic in regions that may be

selected with the only constraint that they satisfy some symplectic-type conditions. By suitably selecting

the analyticity regions, this extremely general result particularizes into a corollary that may be viewed

as the discrete-time counterpart of the matrix factorization method devised by Youla in his celebrated

work [48].

I. INTRODUCTION

The spectral factorization problem is a classical and extensively investigated problem in Linear-

Quadratic optimal control theory [46], [43], [1], [17], [44], estimation theory and stochastic

realization [31], [32], [38], [40], [41], [12], [13], [16],operator theory and network theory [6], [2],

[4], [11], [23], [24], [50], interpolation theory — from theclassical paper [36] to the recent works

of Byrnes, Georgiou, Lindquist and coworkers, see [7] and references therein — and passivity

from the classical positive-real systems theory [46], [2],[5], [29] to the more recent negative-

imaginary systems theory [37], [47], [18], to mention just the main fields and a few references.

Indeed, spectral factorization is the common denominator of a circle of ideas including LQ

optimization methods, passivity theory, positivity, second-order stationary stochastic processes
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and Riccati equations. It seems therefore fair to say that spectral factorization is one of the

cornerstones of modern systems and control theory.

Since the pioneering works of Kolmogorov and Wiener in the forties, a variety of methods

have been proposed for the analysis and solution of this problem under different assumptions

and in different settings, see e.g., [3], [27], [39], [45], [8], [49], [33], [34], [35], to cite but a

few. We also refer to the relatively recent survey [42] that contains many other references and

different points of view on this problem. A particularly relevant result on this topic is the well-

known procedure devised by Youla in [48] which can be used to solve the rational multivariate

spectral factorization problem in continuous-time. Remarkably, this method does not require any

additional system-theoretic assumption: the rational spectrumΦ(s) may feature poles and zeroes

on the imaginary axis, its rank may be deficient and it can be a non-proper rational function.

Moreover, this method permits a generalization that allowsfor the selection of the region of

analyticity of the spectral factor. This turns out to be a crucial feature in the solution of related

control problems: For example, in [19] a spectral factor having poles and zeroes in a certain

region of the complex plane has been used to weaken the standard assumptions for the solvability

of the classical Positive Real Lemma equations.

Surprisingly, the discrete-time counterpart of this result is so far missing. The reason could be

due to the difficulty of deriving a result that parallels the Oono-Yasuura algorithm that constitutes

a fundamental step in Youla’s work. In order to fill this gap, in this paper, we establish a general

discrete-time spectral factorization result. In particular, we show that, given an arbitrary rational

matrix functionΦ(z) that is positive semi-definite on the unit circle, and two arbitrary regions

featuring a geometry compatible with spectral factorization,Φ(z) admits a spectral factorization

of the formΦ(z) = W⊤(z−1)W (z) where the poles and zeroes ofW (z) lie on the prescribed

regions. The proof is constructive and gives, as a byproduct, stochastic minimality of the spectral

factor, (i.e. minimality of the McMillan degree ofW (z)) which is a crucial feature in stochastic

realization theory [31], [32], [14] and is one of the key aspects in the present analysis. We

consider the factorization of the formΦ(z) = W⊤(z−1)W (z) corresponding to optimal control

and network synthesis problems. All the theory is, however,easily adaptable to obtain a dual

counterpart for the factorization of the formΦ(z) = W (z)W⊤(z−1). The latter is the natural

factorization associated to the representation of second-order stationary stochastic processes and

hence to filtering and estimation problems. In fact, ifΦ(z) is the spectral density of such a
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processy(t), andΦ(z) admits a spectral factorization of the formΦ(z) =W (z)W⊤(z−1), then

y(t) may be represented as the output of a linear system with transfer functionW (z) driven by

white noisee(t). When all the poles ofW (z) lie inside the unit circle,W (z) is calledcausal

spectral factor as there is a causal relation betweene(t) and y(t) [31]. If, moreover, also the

zeroes ofW (z) lie inside the unit circle,W (z) is calledouter spectral factor and the relation

betweeny(t) and e(t) (which is, in this case, the innovation ofy(t)) is causal and causally

invertible. The outer spectral factor is essentially unique and may be recovered in our theory

by suitably selecting the regions where the poles and zeroesof W (z) are located; this may

be viewed as the discrete-time counterpart of Youla’s result. Of course, with respect to most

classical control applications, the outer spectral factoris the required solution. Nevertheless,

when a-causal control and estimation problems are involved, see e.g. [46], [9], [10], [20], and in

stochastic realization theory, see [31], [38], [21], spectral factors whose poles and zeroes lie in

different regions of the complex plane become important. This provides a strong motivation for

our general result where the regions for poles and zeroes of the spectral factor can be suitably

selected.

The organization of the paper is as follows. In section II, weformally introduce the discrete-

time spectral factorization problem and, after a few definitions we present our main results. In

section III, we review some notions from polynomial and rational matrix theory. Section IV is

devoted to present a number of preliminary results. In section V, we derive the proof of our main

result and present some byproducts of our theory. Section VIshows a numerical example of the

proposed factorization algorithm. Finally, in section VII, we draw some concluding remarks and

we describe a number of possible future research directions.

General notation and conventions:Given an arbitrary matrixG, we writeG⊤, G, G−1, G−L

and G−R for the transpose, complex conjugate, inverse, left inverse and right inverse ofG,

respectively. In what follows,[G]ij stands for the(i, j)-th entry ofG and [G]i:j,k:h for the sub-

matrix obtained by extracting the rows from indexi to index j (i ≤ j) of G and the columns

from indexk to indexh (k ≤ h) of G. If v is a vector, then[v]i denotes thei-th component ofv.

Here, as usual,In is then×n identity matrix,0m,n is them×n zero matrix anddiag[a1, . . . , an]

represents the matrix whose diagonal entries area1, . . . , an.

We denote byR[z]m×n, R[z, z−1]m×n andR(z)m×n the set of realm×n polynomial, Laurent

polynomial (L-polynomial, for short) and rational matrices, respectively. Given a rational matrix
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G(z) ∈ R(z)m×n, we letG∗(z) := G⊤(z−1), G−∗(z) := [G−1]∗(z), G−R∗(z) := [G−R]∗(z) and

G−L∗(z) := [G−L]∗(z). We denote byrk(G) the normal rank ofG(z), i.e., the rank almost

everywhere inz ∈ C of G(z). The rational matrixG(z) is said to be analytic in a region of the

complex plane if all its entries are analytic in this region.Moreover, as in [48], with a slight

abuse of notation, when we say that a rational functionf(z) is analytic in a regionT of the

complex plane that is not open, we mean thatf(z) does not have poles inT. In the case of

a rationalf(z) this abuse does not cause any problems; in fact,f(z) can have only finitely

many poles so that there exists a larger open regionTε ⊃ T in which f(z) is indeed analytic.

For example, iff(z) is rational and does not have poles on the unit circle, we say that f(z) is

analytic on the unit circle in place off(z) is analytic on an open annulus containing the unit

circle. Notice that such an annulus does indeed exist.

Finally, throughout the paper, we letR0 := R \ {0}, C0 := C \ {0} and we denote by

C := C ∪ {∞} the extended complex plane.

II. PROBLEM DEFINITION AND MAIN RESULT

We start by introducing the object of our analysis and define the problem of spectral factor-

ization:

Definition 1 (Para-Hermitian matrix):A rational matrixG(z) ∈ R(z)n×n is said to bepara-

Hermitian if G(z) = G∗(z).

Definition 2 (Spectrum):A para-Hermitian rational matrixΦ(z) ∈ R(z)n×n is said to be a

spectrumif Φ(ejω) is positive semi-definite for allω ∈ [0, 2π) such thatΦ(ejω) is defined.

Definition 3 (Para-unitary matrix):A rational matrixG(z) ∈ R(z)n×n is said to bepara-

unitary if

G∗(z)G(z) = G(z)G∗(z) = In.

Remark 1:Notice that a para-Hermitian matrixG(z) is Hermitian in the ordinary sense on

the unit circle, while a para-unitary matrixG(z) is unitary in the ordinary sense on the unit

circle.

The spectral factorization problem can be defined as follows:

Problem 1: Given a spectrumΦ(z) find a factorization of the form

Φ(z) =W ∗(z)W (z). (1)

October 6, 2018 DRAFT
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A matrix functionW (z) satisfying (1) is calledspectral factorof Φ(z). Clearly, Problem 1

admits many solutions. For control applications we are interested in solutions featuring some

additional properties: Typical requirements are minimal complexity — as measured by the

McMillan degree ofW (z) — full row-rank of W (z), and the fact that the poles and/or the

zeroes ofW (z) lie in certain regions of the complex plane. The most generalkind of such

regions are the following.

Definition 4 ((Weakly) Unmixed-symplectic):A set A ⊂ C is unmixed-symplectic1 if

A ∪ A
∗ = C \ { z ∈ C : |z| = 1 }, and A ∩ A

∗ = ∅,

whereA ∗ = { z : z−1 ∈ A }. The setA ⊂ C is weakly unmixed-symplecticif

A ∪ A
∗ = C, and A ∩ A

∗ = { z ∈ C : |z| = 1 }.

We are now ready for our main result.

Theorem 1:Let Φ(z) ∈ R(z)n×n be a spectrum of normal rankrk(Φ) = r 6= 0. Let Ap and

Az be two unmixed-symplectic sets. Then, there exists a function W (z) ∈ R(z)r×n such that

1) Φ(z) = W ∗(z)W (z).

2) W (z) is analytic inAp and its right inverseW−R(z) is analytic inAz.

3) W (z) is stochastically minimal, i.e., the McMillan degree ofW (z) is a half of the McMillan

degree ofΦ(z).

Moreover,

4) If Ap = Az thenW (z) satisfying points 1), and 2) is unique up to a constant, orthogonal

matrix multiplier on the left, i.e., ifW1(z) also satisfies points 1), and 2) thenW1(z) =

TW (z) whereT ∈ Rr×r is orthogonal. Therefore, ifAp = Az, points 1) and 2) imply

point 3).

5) If Φ(z) = L∗(z)L(z) is any factorization in whichL(z) ∈ R(z)r×n is analytic inAz, then

L(z) = V (z)W (z), V (z) ∈ R(z)r×r being a para-unitary matrix analytic inAz. Moreover,

given an arbitrary para-unitary matrixV (z) ∈ R(z)r×r being analytic inAp, L(z) :=

1The reason for the term “symplectic” is thatA andA
∗ are symmetric with respect to the unit circle, a type of symmetry

induced by symplectic property, see, e.g. [15]. In this spirit, the corresponding property in continuous-time, whereA
∗ := { z :

−z ∈ A }, A ∪ A
∗ is the whole complex plane with the exception of the imaginary axis andA ∩ A

∗ = ∅, could be called

“unmixed-Hamiltonian”.
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V (z)W (z) is analytic inAp and satisfiesΦ(z) = L∗(z)L(z), so that, ifAp = Az =: A

thenΦ(z) = L∗(z)L(z) is a factorization in whichL(z) ∈ R(z)r×n is analytic inA if and

only if L(z) = V (z)W (z), V (z) ∈ R(z)r×r being a para-unitary matrix analytic inA .

6) If Φ(z) is analytic on the unit circle, then points 1)-5) still hold even if Ap is weakly

unmixed-symplectic.

7) If Φ(z) is analytic on the unit circle and the rank ofΦ(z) is constant on the unit circle,

then points 1)-5) still hold even ifAp and/orAz are weakly unmixed-symplectic.

Of course the most common requirement in control theory is thatW (z) is outer which corre-

spond to settingAp = Az = { z ∈ C : |z| > 1 } in the general case,Ap = { z ∈ C : |z| ≥ 1 }

and Az = { z ∈ C : |z| > 1 } in the case whenΦ(z) is analytic on the unit circle and

Ap = Az = { z ∈ C : |z| ≥ 1 } when Φ(z) is analytic on the unit circle and the rank of

Φ(z) is constant on the unit circle. This particular case of the previous result corresponds to the

following result whose first 6 points are the discrete-time counterpart of the celebrated Youla’s

Theorem [48, Thm.2].

Theorem 2:Let Φ(z) ∈ R(z)n×n be a spectrum of normal rankrk(Φ) = r 6= 0. Then, there

exists a matrixW (z) ∈ R(z)r×n such that

1) Φ(z) = W ∗(z)W (z).

2) W (z) and its right inverseW−R(z) are both analytic in{ z ∈ C : |z| > 1 }.

3) W (z) is unique up to a constant, orthogonal matrix multiplier on the left, i.e., ifW1(z)

also satisfies points 1) and 2), thenW1(z) = TW (z) whereT ∈ Rr×r is orthogonal.

4) Any factorization of the formΦ(z) = L∗(z)L(z) in which L(z) ∈ R(z)r×n is analytic

in { z ∈ C : |z| > 1 }, has the formL(z) = V (z)W (z), whereV (z) ∈ R(z)r×r is a

para-unitary matrix analytic in{ z ∈ C : |z| > 1 }. Conversely, anyL(z) = V (z)W (z),

where V (z) ∈ R(z)r×r is a para-unitary matrix analytic in{ z ∈ C : |z| > 1 }, is a

spectral factor ofW (z) analytic in{ z ∈ C : |z| > 1 }.

5) If Φ(z) is analytic on the unit circle, thenW (z) is analytic in{ z ∈ C : |z| ≥ 1 }.

6) If Φ(z) is analytic on the unit circle and the rank ofΦ(z) is constant on the unit circle,

thenW (z) and its right inverseW−R(z) are both analytic in{ z ∈ C : |z| ≥ 1 }.

7) W (z) satisfying points 1) and 2) isstochastically minimal, i.e., the McMillan degree of

W (z) is a half of the McMillan degree ofΦ(z).
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Remark 2:Notice that the hypothesisrk(Φ) 6= 0 of the previous results is only assumed

to rule out the trivial case of an identically zero spectrumΦ(z) for which the only spectral

factorizations clearly correspond toW (z) = 0m,n, with m being arbitrary, so that, in this case,

W (z) cannot be chosen to be full row-rank.

III. M ATHEMATICAL PRELIMINARIES ON RATIONAL MATRICES

Let f(z) = p(z)/q(z) ∈ R(z), q(z) 6= 0, be a nonzero rational function. We can always write

f(z) in the form

f(z) =
n(z)

d(z)
(z − α)ν , ∀α ∈ C,

whereν is an integer andn(z), d(z) ∈ R[z] are nonzero polynomials such thatn(α) 6= 0 and

d(α) 6= 0. The integerν is calledvaluation of f(z) atα and we denote it with the symbolvα(f).

The valuation off(z) at infinity is defined asv∞(f) := deg q(z)−deg p(z), wheredeg(·) denotes

the degree of a polynomial. Iff(z) is the null function, by convention,vα(f) = +∞ for every

α ∈ C. If vα(f) < 0, thenα ∈ C is called apole of f(z) of multiplicity −vα(f). If vα(f) > 0,

thenα ∈ C is called azeroof f(z) of multiplicity vα(f). The rational functionf(z) is said to

be proper if v∞(f) ≥ 0, strictly proper if v∞(f) > 0.

A polynomial matrixG(z) ∈ R[z]m×n is said to beunimodularif it has a polynomial inverse

(either left, right or both). Similarly, a L-polynomial matrix G(z) ∈ R[z, z−1]m×n is said to be

L-unimodular if it has a L-polynomial inverse (either left, right or both). A square polynomial

matrixG(z) ∈ R[z]n×n is unimodular if and only if its determinant is a nonzero constantα ∈ R0.

On the other hand, a square L-polynomial matrixG(z) ∈ R[z, z−1]n×n is L-unimodular if and

only if its determinant is a nonzero monomialαzk, α ∈ R0, k ∈ Z.

Consider now a nonzero real L-polynomial vectorv(z) ∈ R[z, z−1]p. We can write it as

v(z) = vkz
k + vk+1z

k+1 + · · ·+ vK−1z
K−1 + vKz

K ,

with vk and vK , k ≤ K, nonzero vectors inRp. We say that the integerk is the minimum-

degreeof v(z), writtenmin deg v, while the integerK is themaximum-degreeof v(z), written

max deg v.2

2If v(z) is the zero vector, thenmin deg v andmax deg v are left undefined.
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Let G(z) ∈ R[z, z−1]m×n and letki andKi be the minimum- and maximum-degree of thei-th

column ofG(z), for all i = 1 . . . , m. We define thehighest-column-degree coefficient matrixof

G(z) as the constant matrixGhc ∈ Rm×n whosei-th column consists of the coefficients of the

monomialszKi in the same column ofG(z). Furthermore, we define thelowest-column-degree

coefficient matrixof G(z) as the constant matrixGlc ∈ Rm×n whosei-th column consists of the

coefficients of the monomialszki in the same column ofG(z). By considering, instead of the

columns, the rows ofG(z) we can define, by following the same lines in the above, thehighest-

row-degree coefficient matrixof G(z), Ghr ∈ Rm×n, and thelowest-row-degree coefficient matrix

of G(z), Glr ∈ Rm×n.

A classical result in rational matrix theory is the following (see, e.g., [28, Ch.6,§5]).

Theorem 3 (Smith-McMillan):Let G(z) ∈ R(z)m×n and letrk(G) = r. There exist unimod-

ular matricesU(z) ∈ R[z]m×r andV (z) ∈ R[z]r×n such that

D(z) : = U(z)G(z)V (z)

= diag

[
ε1(z)

ψ1(z)
,
ε2(z)

ψ2(z)
, . . . ,

εr(z)

ψr(z)

]

, (2)

whereε1(z), ε2(z), . . . , εr(z), ψ1(z), ψ2(z), . . . , ψr(z) ∈ R[z] are monic polynomials satisfying

the conditions: (i)εi(z) andψi(z) are relatively prime,i = 1, 2, . . . , r, (ii) εi(z) | εi+1(z) and

ψi+1(z) | ψi(z), i = 1, 2, . . . , r − 1.3

The rational matrixD(z) in (2) is known as theSmith-McMillan canonical formof G(z).

(In general, we say that a rational matrix iscanonic if it is of the form in (2) and satisfies the

conditions of the above theorem.) The (finite) zeroes ofG(z) coincide with the zeroes ofεr(z)

and the (finite) poles ofG(z) with the zeroes ofψ1(z). Note that, unlike what happens in the

scalar case, the set of zeroes and poles of a rational matrix may not be disjoint.

Let G(z) ∈ R(z)m×n and writeG(z) = C(z)D(z)F (z), whereD(z) is the Smith-McMillan

form of G(z) andC(z), F (z) are unimodular matrices. Ifrk(G) = m = n, then the inverse of

G(z) has the form

G−1(z) = F−1(z)D−1(z)C−1(z)

andD−1(z) coincides with the Smith-McMillan canonical form ofG−1(z), up to a permutation

of the diagonal elements. Therefore, the poles ofG−1(z) are exactly the zeroes ofG(z). In a

3We write p(z) | q(z), with p(z), q(z) ∈ R[z], to say thatp(z) dividesq(z).
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similar fashion, ifG(z) has normal rankm (n), there always exists a right (left) inverse ofG(z)

such that the poles ofG−R(z) (G−L(z)) coincide with the zeroes ofG(z).4 Indeed, we may take

G−R(z) = F−R(z)D−1(z)C−1(z), (3)

G−L(z) = F−1(z)D−1(z)C−L(z). (4)

In the following, we consider only right and left inverses ofthe form (3) and (4), respectively.

Let α1, α2, . . . , αt be the (finite) zeroes and (finite) poles ofG(z). We can write the Smith-

McMillan canonical form ofG(z) as

diag
[

(z − α1)
ν
(1)
1 · · · (z−αt)

ν
(1)
t , . . . ,

(z − α1)
ν
(r)
1 · · · (z − αt)

ν
(r)
t

]

.

The integer exponentsν(1)i ≤ ν
(2)
i ≤ · · · ≤ ν

(r)
i , appearing in the above expression, are called

the structural indicesof G(z) at αi and they are used to represent the zero-pole structure at

αi of G(z). To obtain the zero-pole structure at infinity ofG(z), we can proceed as follows.

We make a change of variable,z → λ−1, and compute the Smith-McMillan form ofG(λ−1),

then the structural indices ofG(λ−1) at λ = 0 will give the set of structural indices ofG(z) at

z = ∞. Lastly, if p1, . . . , ph are the distinct poles (the pole at infinity included) ofG(z), we

recall that theMcMillan degreeof G(z) can be defined as (see, e.g., [28, Ch.6,§5])

δM(G) :=

h∑

i=1

δ(G; pi), (5)

whereδ(G; pi) is the degree of the polepi, i.e., the largest multiplicity thatpi possesses as a

pole of any minor ofG(z). In particular, ifD(z) in (2) is the Smith-McMillan form ofG(z)

andG(z) has no pole at infinity thenδ(G; pi) = δ(D; pi) for all i = 1, . . . , h, which, in turn,

yields δM(G) = δM(D) =
∑r

i=1 deg ψi(z).

IV. PRELIMINARY RESULTS

In this section, we collect a set of lemmata which we will exploit in the constructive proof

of the main theorem.

4 The latter fact is not true for all the right/left inverses ofG(z), since, in general, the zeroes ofG(z) are among the poles

of all such inverses (see [28, Ch.6,§5, Ex.14]).
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Lemma 1:A matrix G(z) ∈ R(z)m×n is analytic inC0 together with its inverse (either right,

left or both) if and only if it is a L-unimodular polynomial matrix.

Proof: If G(z) is L-unimodular, thenG(z) has an inverse (either left, right or both) which

is L-polynomial. Hence, the only possible finite zeroes/poles ofG(z) are located atz = 0. This,

in turn, implies thatG(z) must be analytic together with its inverse inC0.

Vice versa, suppose thatG(z) is analytic with its inverse inC0. Firstly, we notice that the

existence of a left or right inverse forG(z) implies that the normal rank ofG(z) is eitherr = n

or r = m, respectively. Without loss of generality, we can suppose that r = n. By the Smith-

McMillan Theorem, we can writeG(z) = C(z)D(z)F (z), whereC(z) ∈ R[z]m×n, F (z) ∈

R[z]n×n are unimodular (and, a fortiori, L-unimodular) polynomialmatrices, respectively, and

D(z) ∈ R(z)n×n is diagonal, canonic of the form

D(z) = diag

[
ε1(z)

ψ1(z)
,
ε2(z)

ψ2(z)
, . . . ,

εn(z)

ψn(z)

]

.

The analyticity ofG(z) in C0 implies that allψi(z) ∈ R[z], i = 1, . . . , n, are nonzero monomials.

The Smith-McMillan canonical form ofG−L(z) is given by

diag

[
ψn(z)

εn(z)
,
ψn−1(z)

εn−1(z)
, . . . ,

ψ1(z)

ε1(z)

]

.

Hence, the analyticity ofG−L(z) in C0 implies that allεi(z) ∈ R[z], i = 1, . . . , n, are nonzero

monomials. Therefore,D(z) is a L-unimodular polynomial matrix. SinceG(z) = C(z)D(z)F (z)

is the product of three L-unimodular polynomial matrices,G(z) must be a L-unimodular poly-

nomial matrix.

Lemma 2:Let A ⊂ C be an unmixed-symplectic set. A para-unitary matrixG(z) ∈ R(z)n×n

analytic inA with inverse analytic inA is a constant orthogonal matrix.

Proof: The analyticity of the inverse ofG(z) in A implies that ofG(z−1) in the same region,

and therefore that ofG(z) in A ∗. We also notice that in the unit circle it holdsG∗(ejω)G(ejω) =

G⊤(e−jω)G(ejω) = In, ∀ω ∈ [0, 2π), and we can write out the diagonal elements in expanded

form as
n∑

i=1

|[G(ejω)]ik|
2 = 1, ∀ k = 1, . . . , n, ∀ω ∈ [0, 2π).

The latter equation implies that

|[G(ejω)]ik| ≤ 1, ∀ i, k = 1, . . . , n, ∀ω ∈ [0, 2π),
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and, therefore, we proved the analyticity ofG(z) on the unit circle. By Definition 4 of unmixed-

symplectic set, it follows thatG(z) is analytic on the entire extended complex plane. This means

thatG(z) is analytic and bounded inC. Hence, we can apply Liouville’s Theorem [30, Ch.V,

Thm.1.4] and conclude thatG(z) must be a constant orthogonal matrix.

Remark 3:With the usual choiceA = { z ∈ C : |z| > 1 }, the previous lemma reads as

follows: A para-unitary matrixG(z) ∈ R(z)n×n analytic in { z ∈ C : |z| > 1 } with inverse

analytic in{ z ∈ C : |z| > 1 } is a constant orthogonal matrix.

Definition 5 (Left-standard factorization):LetG(z) ∈ R(z)m×n and letrk(G) = r. A decom-

position of the formG(z) = A(z)∆(z)B(z) is called aleft-standard factorizationif

1) ∆(z) ∈ R(z)r×r is diagonal and analytic with its inverse in{ z ∈ C0 : |z| 6= 1 };

2) A(z) ∈ R(z)m×r is analytic together with its left inverse in{ z ∈ C0 : |z| ≤ 1 };

3) B(z) ∈ R(z)r×n is analytic together with its right inverse in{ z ∈ C : |z| ≥ 1 }.

Remark 4: If, in Definition 5, A(z) and B(z) are interchanged, we have aright-standard

factorization. Hence, it follows that any left-standard factorization ofG(z) generates a right-

standard factorization ofG⊤(z), G−1(z) (if G(z) is nonsingular),G(z−1), e.g., in the first case

we haveG⊤(z) = B⊤(z)∆(z)A⊤(z).

Lemma 3:Any rational matrixG(z) ∈ R(z)m×n of normal rankrk(G) = r admits a left-

standard factorization.

Proof: By the Smith-McMillan Theorem, we can writeG(z) = C(z)D(z)F (z), where

C(z) ∈ R[z]m×r, F (z) ∈ R[z]r×n are unimodular polynomial matrices andD(z) ∈ R(z)r×r is

diagonal and canonic of the form

D(z) = diag

[
ε1(z)

ψ1(z)
,
ε2(z)

ψ2(z)
, . . . ,

εr(z)

ψr(z)

]

.

We factor εi(z) ∈ R[z] and ψi(z) ∈ R[z], i = 1, . . . , r, in D(z) into the product of three

polynomials: the first without zeroes in{ z ∈ C : |z| ≤ 1 }, the second without zeroes in

{ z ∈ C : |z| 6= 1 } and the third without zeroes in{ z ∈ C : |z| ≥ 1 }. Thus, it is possible to

write

D(z) = D−(z)∆(z)D+(z),

whereD−(z) and its inverse are analytic in{ z ∈ C : |z| ≤ 1 }, ∆(z) and its inverse in

{ z ∈ C : |z| 6= 1 } andD+(z) and its inverse in{ z ∈ C : |z| ≥ 1 }. Eventually, by choosing
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A(z) := C(z)D−(z) andB(z) := D+(z)F (z), we have thatG(z) = A(z)∆(z)B(z) is a left-

standard factorization ofG(z).

Left-standard factorizations are not unique. Indeed, any two decompositions are connected as

follows.

Lemma 4:Let G(z) ∈ R(z)m×n be a rational matrix of normal rankrk(G) = r and let

G(z) = A(z)∆(z)B(z) = A1(z)∆1(z)B1(z) be two left-standard factorizations ofG(z). Then,

A1(z) = A(z)M−1(z), B1(z) = N(z)B(z),

whereM(z) ∈ R[z, z−1]r×r andN(z) ∈ R[z, z−1]r×r are two L-unimodular polynomial matrices

such that

M(z)∆(z)N−1(z) = ∆1(z). (6)

Proof: By assumption,

G(z) = A(z)∆(z)B(z) = A1(z)∆1(z)B1(z)

which, in turn, implies

∆−1
1 (z)A−L

1 (z)A(z)∆(z) = B1(z)B
−R(z). (7)

By Definition 5 of left-standard factorization, the right-hand side of (7) is analytic in{ z ∈ C :

|z| ≥ 1 }, while the left-hand side of (7) in{ z ∈ C0 : |z| < 1 }. Therefore, it follows that

B1(z)B
−R(z) is analytic inC0. Moreover, the inverse ofB1(z)B

−R(z) satisfies

[B1(z)B
−R(z)]−1 = ∆−1(z)[A−L

1 (z)A(z)]−1∆1(z)

and is also analytic inC0. Thus, by Lemma 1,N(z) := B1(z)B
−R(z) must be a L-unimodular

matrix. Similarly,M(z) := A−L
1 (z)A(z) is a L-unimodular matrix. Finally, a rearrangement of

(7) yields (6).

Remark 5:Notice that, by replacing the word “left-standard” with theword “right-standard”

in Lemmata 3 and 4, we obtain, by minor modifications in the proofs, a right-standard counterpart

of Lemmata 3 and 4.

Let Φ(z) ∈ R(z)n×n be a para-Hermitian matrix of normal rankrk(Φ) = r and letΦ(z) =

A(z)∆(z)B(z) be a left-standard factorization ofΦ(z). We have that

Φ(z) = Φ∗(z) = B∗(z)∆∗(z)A∗(z)
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is also a left-standard factorization ofΦ(z). In particular,∆∗(z) is equal to∆(z), except for

multiplication of suitable monomials of the form±zki in its diagonal entries, i.e.,

∆∗(z) = Σ(z)∆(z),

where

Σ(z) = diag [e1(z), e2(z), . . . , er(z)] (8)

andei(z) = ±zki , ki ∈ Z, i = 1, . . . , r. By invoking Lemma 4, we can write

A∗(z) = N(z)B(z), B∗(z) = A(z)M−1(z), (9)

whereN(z), M(z) ∈ R[z, z−1]r×r are L-unimodular matrices.

The following two lemmata are used to establish a further characterization of a para-Hermitian

matrix when it is positive semi-definite upon the unit circle.

Lemma 5:Let G(z) ∈ R(z)n×n and letT be a region of the complex plane such that

1) G(z) is Hermitian onT;

2) x⊤G(λ)x ≥ 0, ∀x ∈ R
n and∀λ ∈ T̃ ⊆ T for which G(λ) has finite entries.

Let D(z) ∈ R(z)r×r be the Smith-McMillan canonical form ofG(z) and denote byg(ℓ)ij and

d
(ℓ)
ij the ℓ× ℓ minors (1 ≤ ℓ ≤ r) of the rational matricesG(z) andD(z), respectively, obtained

by selecting those rows and columns whose indices appear in the orderedℓ-tuples i and j,

respectively. Then,

min
i
vα(d

(ℓ)
ii ) = min

i
vα(g

(ℓ)
ii ), ∀α ∈ T.

Proof: Firstly, we recall that for any rational matrixG(z) it holds

min
i
vα(d

(ℓ)
ii ) = min

ij
vα(d

(ℓ)
ij ) = min

ij
vα(g

(ℓ)
ij ), ∀α ∈ C.

The latter result is well-known and is presented, for instance, as an exercise in [28, Ch.6,§5,

Ex.6]. Hence, it remains to prove that

min
ij
vα(g

(ℓ)
ij ) = min

i
vα(g

(ℓ)
ii ), ∀α ∈ T. (10)

SinceG(z) is Hermitian positive semi-definite on the regioñT, it admits a decomposition of

the formG(λ) = W (λ)W (λ)
⊤

for all λ ∈ T̃. By applying the Binet-Cauchy Theorem (see [25,
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Vol.I, Ch.1, §2]), we have

g
(ℓ)
ij (λ) =

∑

h

w
(ℓ)
ih (λ)w

(ℓ)
jh (λ), ∀λ ∈ T̃, (11)

g
(ℓ)
ii (λ) =

∑

h

w
(ℓ)
ih (λ)w

(ℓ)
ih (λ) =

∑

h

∣
∣
∣w

(ℓ)
ih (λ)

∣
∣
∣

2

, ∀λ ∈ T̃, (12)

where g(ℓ)ij (λ) andw(ℓ)
ij (λ) denote theℓ × ℓ minors of matricesG(λ) andW (λ), obtained by

selecting those rows and columns whose indices appear in theorderedℓ-tuplesi and j, respec-

tively. Moreover, in both the summations (11)-(12),h := (h1, . . . , hℓ), 1 ≤ h1 < · · · < hℓ ≤ n,

runs through all such multi-indices. By using Cauchy-Schwarz inequality and (11)-(12), we have

∣
∣
∣g

(ℓ)
ij (λ)

∣
∣
∣ =

∣
∣
∣
∣
∣

∑

h

w
(ℓ)
ih (λ)w

(ℓ)
jh (λ)

∣
∣
∣
∣
∣

≤

√
∑

h

∣
∣
∣w

(ℓ)
ih (λ)

∣
∣
∣

2∑

h

∣
∣
∣w

(ℓ)
jh (λ)

∣
∣
∣

2

=

√

g
(ℓ)
ii (λ)g

(ℓ)
jj (λ)

≤ max
{

g
(ℓ)
ii (λ), g

(ℓ)
jj (λ)

}

, ∀λ ∈ T̃. (13)

The latter inequality implies that for every zeroα ∈ T of multiplicity k of a minor ofG(z), there

exists at least one principal minor ofG(z) which has the sameα either as a zero of multiplicity

less than or equal tok or a pole of multiplicity greater than or equal to0. Similarly, inequality

(13) implies also that for every poleα ∈ T of multiplicity k of a minor ofG(z), there exists at

least one principal minor ofG(z) which has the same pole of multiplicity greater than or equal

to k. Therefore, we conclude that (10) holds.

Lemma 6:Let Φ(z) ∈ R(z)n×n be a spectrum of normal rankrk(Φ) = r and letD(z) ∈

R(z)r×r be its Smith-McMillan canonical form. Then, the zeroes and poles on the unit circle of

the diagonal elements ofD(z) have even multiplicity.

Proof: Firstly, we assume that the numerators and denominators of all entries inΦ(z) are

relatively prime polynomials. Letα1 = ejω1, α2 = ejω2, . . . , αt = ejωt, be the zeroes/poles on

the unit circle ofΦ(z) and letν(1)i , ν
(2)
i , . . . , ν

(r)
i , (ν

(1)
i ≤ ν

(2)
i ≤ · · · ≤ ν

(r)
i ), be the structural

indices ofΦ(z) at αi, i = 1, . . . , t. SinceΦ(z) is positive semi-definite on the unit circle, one

can directly verify that the zeroes and poles on the unit circle of the principal minors ofΦ(z)

must have even multiplicity. Now, by settingT := { z ∈ C : |z| = 1 }, we can apply Lemma
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5. By considering the minors of orderℓ = 1, it follows that ν(1)i is even for alli = 1, 2, . . . , t.

Similarly, by considering the minors of orderℓ = 2 in Lemma 5, it follows thatν(1)i + ν
(2)
i is

even for alli = 1, 2, . . . , t. Sinceν(1)i is even, then alsoν(2)i must be even for alli = 1, 2, . . . , t.

By iterating the argument, we conclude that every zero/poleon the unit circle of the diagonal

elements ofD(z) has even multiplicity.

Remark 6:Lemma 5 can also be used to obtain an alternative proof of [48,Lemma 4, point

2], which represents the continuous-time counterpart of Lemma 6.

Lemma 7:Let Φ(z) ∈ R(z)n×n be a spectrum of normal rankrk(Φ) = r and letD(z) ∈

R(z)r×r be its Smith-McMillan canonical form. ThenD(z) can be written as

D(z) = Σ(z)Λ∗(z)Θ∗(z)Θ(z)Λ(z) (14)

whereΛ(z) is diagonal, canonic and analytic with its inverse in{ z ∈ C : |z| ≥ 1 } and, if

z = 0 is either a zero, pole or both ofD(z), Λ(z) has the same structural indices atz = 0 of

D(z); Θ(z) is diagonal, canonic and analytic with its inverse in{ z ∈ C : |z| 6= 1 }; Σ(z) has

the form

Σ(z) = diag [e1(z), e2(z), . . . , er(z)] , (15)

with ei(z) = αiz
ki , αi ∈ R0, ki ∈ Z, i = 1, . . . , r.

Proof: By direct computation, we obtain

D∗(z) = Σ′(z)D̄(z), (16)

whereD̄(z) is canonic andΣ′(z) is a diagonal matrix with elementsαzk, α ∈ R0, k ∈ Z, on

its diagonal. SinceΦ(z) is a spectrum, we can write

Φ(z) = C(z)D(z)F (z) = F ∗(z)D∗(z)C∗(z) = Φ∗(z),

The matricesF (z) ∈ R[z]n×r, C(z) ∈ R[z]r×n, are unimodular, whileF ∗(z), C∗(z) are L-

unimodular. By Lemma 1,F (z), C(z), F ∗(z), C∗(z) are analytic inC0 with their inverses.

Thus, we have (see [28, Ch.6,§5, Ex.6])

min
i
vα(d

(ℓ)
ii ) = min

i
vα(d

∗(ℓ)
ii ), ∀α ∈ C0, ∀ℓ : 1 ≤ ℓ ≤ r,

where d(ℓ)ii and d∗(ℓ)ii denote theℓ × ℓ minors of D(z) and D∗(z), respectively, obtained by

selecting those rows and columns whose indices appear in theorderedℓ-tuple i. The previous
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equation implies that, for everyα ∈ C0, being either a pole, zero or both ofD(z), D∗(z) has

the same structural indices atα of D(z). Therefore, since by (16)̄D(z) is canonic, it follows

that

D∗(z) = Σ′′(z)D(z)

whereΣ′′(z) is diagonal with elementsαzk, α ∈ R0, k ∈ Z, on its diagonal. This means that

any zero/pole atα ∈ C0 in the diagonal terms ofD(z) is accompanied by a zero/pole atα−1,

and we can always writeD(z) as

D(z) = Σ1(z)Λ
∗(z)∆(z)Λ(z), (17)

whereΣ1(z) is diagonal with elementsαzk, α ∈ R0, k ∈ Z, on its diagonal;Λ(z) and∆(z) are

diagonal, canonic and analytic with their inverse in{ z ∈ C : |z| ≥ 1 } and{ z ∈ C : |z| 6= 1 },

respectively. Moreover, ifz = 0 is either a pole, zero or both ofD(z), Λ(z) possesses the

same structural indices atz = 0 of D(z). As a matter of fact, letαi,k, i = 1, . . . , pk, andβj,k,

j = 1, . . . , qk, be the zeroes and poles, respectively, in{ z ∈ C0 : |z| < 1 } of [D(z)]kk and let

hk ∈ Z be the valuation atz = 0 of [D(z)]kk. We can write, for allk = 1, . . . , r,

[D(z)]kk = zhk

∏pk
i=1(z − α−1

i,k )(z − αi,k)
∏qk

j=1(z − β−1
j,k )(z − βj,k)

[∆(z)]kk

= γk
zhk

zqk−pk
︸ ︷︷ ︸

[Σ1(z)]kk

z−hk
∏pk

i=1(z
−1 − αi,k)

∏qk
j=1(z

−1 − βj,k)
︸ ︷︷ ︸

[Λ∗(z)]kk

[∆(z)]kk ·

· zhk
∏pk

i=1(z − αi,k)
∏qk

j=1(z − βj,k)
︸ ︷︷ ︸

[Λ(z)]kk

with γk := (−1)qk−pk
∏qk

j=1 βj,k
∏pk

i=1 αi,k
.

Now, by exploiting Lemma 6,∆(z) can be written as

∆(z) = Θ2(z) = Σ2(z)Θ
∗(z)Θ(z),

with Σ1(z) diagonal with elements±zk, k ∈ Z, on its diagonal andΘ(z) diagonal, canonic and

analytic together with its inverse in{ z ∈ C : |z| 6= 1 }. Finally, we can rearrangeD(z) in the

form

D(z) = Σ(z)Λ∗(z)Θ∗(z)Θ(z)Λ(z),
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whereΣ(z) := Σ1(z)Σ2(z) has the form in (15).

To conclude this section, we report below another useful result.

Lemma 8:LetΨ(z) ∈ R[z, z−1]r×r be a para-Hermitian L-unimodular matrix which is positive

definite on the unit circle. Then,Ψhc is nonsingular if and only ifΨ(z) is a constant matrix.

Proof: If Ψ(z) is a constant matrix thenΨhc = Ψ(z) is nonsingular, by definition of L-

unimodular matrix.

Conversely, assume thatΨhc is nonsingular. Let us denote byKi ∈ Z, i = 1, . . . , r, the

maximum-degree of thei-th column ofΨ(z) and byki ∈ Z, i = 1, . . . , r, the minimum-degree

of the i-th row of Ψ(z). SinceΨ(z) = Ψ∗(z), we have thatdetΨ(z) is a nonzero real constant

and

Ki = −ki, i = 1, . . . , r. (18)

Moreover, sinceΨ(z) is positive definite on the unit circle, the diagonal elements ofΨ(z) cannot

be equal to zero and, therefore,Ki ≥ 0, i = 1, . . . , r. Actually, the nonsingularity ofΨhc yields

Ki = 0, i = 1, . . . , r, (19)

otherwise one can check, by exploiting the Leibniz formula for determinants, that the maximum-

degree ofdetΨ(z) would be strictly positive; but this is not possible since, as noticed above,

detΨ(z) is a nonzero real constant and somax deg (detΨ(z)) = 0. By (19), all the entries of

Ψ(z) must have maximum-degree less than or equal to zero. But, by (18), ki = −Ki for all

i = 1, . . . , r, and so (19) also implies that all the entries ofΨ(z) must have minimum-degree

greater than or equal to zero. We conclude that

max deg [Ψ(z)]ij = min deg [Ψ(z)]ij = 0, i, j = 1, . . . , r,

and, therefore,Ψ(z) must be a constant matrix.

V. PROOF OF THE MAIN THEOREM

We are now ready to prove our main result. For the sake of clarity and readability, we first

prove the special case of Theorem 2 and we then proceed to the proof of our general Theorem

1.
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Proof of Theorem 2: We first prove statement 3). LetW (z) and W1(z) be two matrices

satisfying 1) and 2). Then,

W ∗(z)W (z) =W ∗
1 (z)W1(z). (20)

The latter equation impliesV ∗(z)V (z) = Ir, whereV (z) :=W1(z)W
−R(z) is analytic in{ z ∈

C : |z| > 1 }. Thus,V (z) ∈ R(z)r×r is a para-unitary matrix analytic in{ z ∈ C : |z| > 1 }.

Moreover, we have that∆1(z) := W1(z)− V (z)W (z) = W1(z)[In −W−R(z)W (z)] satisfies

∆∗
1(z)∆1(z) =

= [In −W ∗(z)W−R∗(z)]W ∗
1 (z)W1(z)[In −W−R(z)W (z)]

= [In −W ∗(z)W−R∗(z)]W ∗(z)W (z)[In −W−R(z)W (z)]

= 0, (21)

so that

W1(z) = V (z)W (z) (22)

yielding thatV −1(z) = W (z)W−R
1 (z) is analytic in{ z ∈ C : |z| > 1 }. In view of Lemma 2,

we conclude thatV (z) is a constant orthogonal matrix.

Consider now statement 4) and letΦ(z) = L∗(z)L(z) whereL(z) ∈ R(z)n×r is analytic in

{ z ∈ C : |z| > 1 }. In this case, we can write

L∗(z)L(z) = W ∗(z)W (z).

The latter equation impliesV ∗(z)V (z) = Ir, whereV (z) := L(z)W−R(z) andW (z) ∈ R(z)r×n

is a rational matrix satisfying 1) and 2). SinceL(z) andW−R(z) are both analytic in{ z ∈ C :

|z| > 1 }, thenV (z) ∈ R(z)r×r is a para-unitary matrix analytic in{ z ∈ C : |z| > 1 }. The

same computation that led to (22) now givesL(z) = V (z)W (z).

Now, we provide a constructive proof of statements 1) and 2),which represent the core of

the Theorem. The procedure is divided in four steps.

Step 1.ReduceΦ(z) to the Smith-McMillan canonical form. By using the same standard

procedure described in [48, Thm.2], we arrive at

Φ(z) = C(z)D(z)F (z), (23)
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whereC(z) ∈ R[z]n×r, F (z) ∈ R[z]r×n are unimodular polynomial matrices andD(z) ∈ R(z)r×r

is diagonal and canonic.

Step 2.According to Lemma 7, we can writeD(z) in the form

D(z) = Σ(z)Λ∗(z)∆̃(z)Λ(z), (24)

where:

1) Λ(z) ∈ R(z)r×r is diagonal, canonic and analytic together withΛ−1(z) in { z ∈ C : |z| ≥

1 } and, if z = 0 is either a pole, zero or both ofD(z), Λ(z) possesses the same structural

indices atz = 0 of D(z);

2) ∆̃(z) := Θ∗(z)Θ(z) = ∆̃∗(z), whereΘ(z) ∈ R(z)r×r is diagonal, canonic and analytic

together withΘ−1(z) in { z ∈ C : |z| 6= 1 };

3) Σ(z) ∈ R(z)r×r is diagonal of the form

Σ(z) = diag [e1(z), e2(z), . . . , er(z)] ,

whereei(z) = αiz
ki , αi ∈ R0, ki ∈ Z, i = 1, . . . , r.

Let us define

A(z) := C(z)Σ(z)Λ∗(z), B(z) := Λ(z)F (z).

We have thatΦ(z) = A(z)∆̃(z)B(z) is a left-standard factorization ofΦ(z).

Step 3.Let I(z) := B−R(z)Θ−1(z). By (9), we haveA∗(z) = N(z)B(z) and, therefore,

I∗(z)Φ(z)I(z) = I∗(z)Φ∗(z)I(z)

= Θ−∗(z)B−R∗(z)B∗(z)∆̃∗(z)N(z)B(z)B−R(z)Θ−1(z)

= Θ−∗(z)Θ∗(z)Θ(z)N(z)Θ−1(z)

= Θ(z)N(z)Θ−1(z) =: Ψ(z), (25)

whereN(z) = A∗(z)B−R(z) ∈ R[z, z−1]r×r is a L-unimodular matrix. By (25),Ψ(z) is a para-

Hermitian matrix positive semi-definite on the unit circle.Actually a good deal more is true.

We notice thatA(z)∆̃(z)B(z) andB∗(z)∆̃(z)A∗(z) are two left-standard factorizations ofΦ(z).

Hence, by replacing∆1(z) with ∆̃(z) = ∆̃∗(z) in (6), we obtain

∆̃(z)N(z)∆̃−1(z) =M(z), (26)
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whereM(z) ∈ R[z, z−1] is L-unimodular. Sincẽ∆(z) = Θ∗(z)Θ(z) is diagonal and

Θ(z) := diag[θ1(z), . . . , θr(z)]

is canonic, (26) implies that[N(z)]ij is divisible by the L-polynomial[∆̃(z)]jj/[∆̃(z)]ii, j ≥ i.

But

[∆̃(z)]ii = θ∗i (z)θi(z) = θi(1/z)θi(z) = ±zkiθ2i (z),

whereki ∈ Z, i = 1, . . . , r. Hence,[N(z)]ij must be divisible by the polynomial

f 2
ij(z) :=

θ2j (z)

θ2i (z)
, j ≥ i,

and, a fortiori, by

fij(z) =
θj(z)

θi(z)
, j ≥ i.

This suffices to establish thatΨ(z) is L-polynomial. Actually, by (25), it follows thatΨ(z) has

determinant which is a real nonzero constant. Hence,Ψ(z) is L-unimodular and positive definite

on the unit circle. The problem is now reduced to that of finding a factorization ofΨ(z) of the

form

Ψ(z) = P ∗(z)P (z), (27)

whereP (z) ∈ R[z]r×r is a unimodular polynomial matrix. After this is achieved, the desired

factorization forΦ(z) is obtained asΦ(z) = W ∗(z)W (z) with

W (z) : = P (z)Θ(z)B(z)

= P (z)Θ(z)Λ(z)F (z)

= P (z)D+(z)F (z), (28)

where we have definedD+(z) := Θ(z)Λ(z). Indeed, by straightforward algebra,

W ∗(z)W (z) = B∗(z)Θ∗(z)P ∗(z)P (z)Θ(z)B(z)

= B∗(z)∆̃(z)N(z)B(z)

= B∗(z)∆̃(z)A∗(z)

= Φ∗(z) = Φ(z).
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Step 4.We illustrate an algorithm which provides a factorization of a para-Hermitian L-

unimodular polynomial matrixΨ(z) = Ψ∗(z) ∈ R[z, z−1]r×r positive definite on the unit circle

into the productP ∗(z)P (z), whereP (z) is a unimodular polynomial matrix.

The algorithm consists of the following two steps. First of all, we defineΨ1(z) := Ψ(z) and

denote byh ∈ N the loop counter of the algorithm, which is initially set toh := 1.

1) Let Ki ∈ Z, i = 1, . . . , r, be the maximum-degree of thei-th column ofΨh(z) and

ki ∈ Z, i = 1, . . . , r, be the minimum-degree of thei-th row of Ψh(z). Consider the

highest-column-degree coefficient matrix ofΨh(z), denoted byΨhc
h , and the lowest-row-

degree coefficient matrix ofΨh(z), denoted byΨlr
h . As noticed in the proof of Lemma

8, the positive nature ofΨh(z) implies thatKi ≥ 0 for all i = 1, . . . , r. Moreover, the

para-Hermitianity ofΨh(z) implies thatΨhc
h = (Ψlr

h)
⊤ which, in turn, yieldsKi = −ki for

all i = 1, . . . , r.

By Lemma 8, it follows thatΨhc
h is nonsingular if and only ifΨh(z) is a constant matrix.

If Ψh(z) is a constant matrix, we seth̄ := h and go to step 2). If this is not the case, we

calculate a nonzero vectorvh := [v1 v2 . . . vr]
⊤ ∈ Rr such thatΨhc

h vh = 0. Let us define

the active index set

Ih := { i : vi 6= 0 }

and thehighest maximum-degree active index set, Mh ⊂ Ih,

Mh := { i ∈ Ih : Ki ≥ Kj, ∀ j ∈ Ih }.

We pick an indexp ∈ Mh. Then, we define the polynomial matrix

columnp

Ω−1
h (z) :=




















1 · · · 0 v1
vp
zKp−K1 0 · · · 0

0
. . .

... 0

... 1
vp−1

vp
zKp−Kp−1

...

... 1
...

...
vp+1

vp
zKp−Kp+1 1

...

0
...

. . . 0

0 · · · 0 vr
vp
zKp−Kr 0 · · · 1




















.

(29)
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Notice that the entry at(i, p) of Ω−1
h (z) has the form

vi
vp
zKp−Ki = αiz

δi , i = 1, . . . , r, (30)

with αi := vi/vp ∈ R and δi := Kp − Ki ≥ 0. In fact, if Ki > Kp, then vi = 0 and

so αi = 0. By (29), det Ω−1
h (z) = 1 and, therefore,Ω−1

h (z) ∈ R[z]r×r is a unimodular

polynomial matrix. By operating the transformation

Ψh+1(z) := Ω−∗
h (z)Ψh(z)Ω

−1
h (z),

we obtain a new positive definite matrixΨh+1(z) with the same determinant ofΨh(z).

Furthermore, the maximum-degree of thep-th column ofΨh+1(z) is lower thanKp, while

the maximum-degree of thei-th column,i 6= p, is not greater thanKi.

This fact needs a detailed explanation. If we post-multiplyΨh(z) by Ω−1
h (z), we obtain a

matrix of the form

Ψ′
h(z) := Ψh(z)Ω

−1
h (z)

=
[

[Ψh(z)]1:r,1:p−1 ψh(z) [Ψh(z)]1:r,p+1:r

]

,

where all the L-polynomials in thep-th column vector

ψh(z) = [Ψh(z)]1:r,p:p +
∑

i 6=p

αiz
δi [Ψh(z)]1:r,i:i (31)

have maximum-degree lower thanKp, sinceΨhc
h vh = 0, and minimum-degree which

satisfies

min deg [ψh(z)]i ≥ ki = −Ki, i = 1, . . . , r, (32)

since in (31)δi ≥ 0, for all i such thatαi 6= 0. Now, by pre-multiplyingΨ′
h(z) by Ω−∗

h (z),

the resulting matrixΨh+1(z) can be written in the form

Ψh+1(z) = Ω−∗
h (z)Ψh(z)Ω

−1
h (z)

=







[Ψh(z)]1:p−1,1:p−1 ψ′

h+1(z) [Ψh(z)]1:p−1,p+1:r

ψ′⊤

h+1(z
−1) ψ′′

h+1(z) ψ′′′⊤

h+1(z
−1)

[Ψh(z)]p+1:r,1:p−1 ψ′′′

h+1(z) [Ψh(z)]p+1:r,p+1:r






,

where thep-th column vector
[

ψ′⊤
h+1(z) ψ′′

h+1(z) ψ′′′⊤
h+1(z)

]⊤
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differs fromψh(z) only for the value of thep-th entryψ′′
h+1(z). Moreover, the maximum-

degree ofψ′′
h+1(z) cannot increase after the operation is performed, since

ψ′′
h+1(z) = [ψh(z)]p +

∑

i 6=p

αiz
−δi [ψh(z)]i,

and, by (30),δi ≥ 0, for all i such thatαi 6= 0. We conclude that all the L-polynomials

in the p-th column ofΨh+1(z) have maximum-degree lower thanKp, while, by (32), the

maximum-degree of all the other columns does not increase. We notice also that, since

Ψh+1(z) = Ψ∗
h+1(z), all the L-polynomials in thep-th row of Ψh+1(z) have minimum-

degree greater thankp = −Kp, while the minimum-degree of all the other rows does not

decrease. Eventually, we update the value of the loop counter h by settingh := h+1 and

return to step 1).

2) SinceΨh̄ ∈ Rr×r is positive definite, we can always factorize it into the productΨh̄ = C⊤C

whereC ∈ R
r×r, by using standard techniques such as the Cholesky decomposition (see,

e.g., [26, Ch.4]). Finally, we have constructed a polynomial unimodular matrix

P (z) = CΩh̄−1(z)Ωh̄−2(z) · · ·Ω1(z).

such thatΨ(z) = P ∗(z)P (z).

It is worthwhile noticing that the iterative procedure of step 1) is always brought to an end

(after a maximum ofK1 + · · ·+Kp iterations) since at theh-th iteration the maximum-degree

of a column ofΨh(z) is reduced at least by one, while the maximum-degree of all the other

columns does not increase.

To complete the proof of statements 1) and 2), we notice that,by construction, the rational

matrix W (z), as defined in (28), and its right inverse are analytic in{ z ∈ C : |z| > 1 }.

Moreover, we recall that, ifz = 0 is either a pole, zero or both ofD(z), D+(z) andD(z) have

the same zero-pole structure atz = 0. Now, suppose, by contradiction, thatW (z) has a pole at

z = ∞. ThenW ∗(z) has a pole atz = 0. But, sinceΦ(z) = W ∗(z)W (z), it follows that

W ∗(z) = Φ(z)W−R(z)

= C(z)D(z)F (z)F−R(z)D−1
+ (z)P−1(z)

= C(z)D(z)D−1
+ (z)P−1(z)

= C(z)D−(z)P
−1(z), (33)
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whereD−(z) := D(z)D−1
+ (z) has no pole atz = 0. SinceP−1(z) andC(z) are unimodular

matrices, in view of (33), alsoW ∗(z) has no pole atz = 0. Hence, the contradiction. We

conclude thatW (z) has no pole at infinity. Finally, by following a similar argument, it can be

verified that alsoW−R(z) has no pole at infinity.

Now consider statement 5). IfΦ(z) is analytic on the unit circle, thenΘ(z) does not possess

any finite pole. This, in turn, implies thatD+(z) = Θ(z)Λ(z) is analytic in{ z ∈ C : |z| ≥ 1}.

Thus,W (z), as defined in (28), is also analytic in the same region.

As for point 6), the additional assumption that the rank ofΦ(z) is constant on the unit circle

implies thatΘ(z) does not possess any finite zero. Thus,Θ(z) = Ir and, by (28),

W−R(z) = F−R(z)Λ−1(z)P−1(z)

is analytic in{ z ∈ C : |z| ≥ 1}. Hence,W (z) and its right inverseW−R(z) are both analytic

in { z ∈ C : |z| ≥ 1}.

Lastly, consider point 7). As shown in (24), the Smith-McMillan canonical form ofΦ(z),

D(z), is connected to that ofW (z), D+(z) = Θ(z)Λ(z), by

D(z) = Σ(z)D∗
+(z)D+(z), (34)

whereΣ(z) ∈ R(z)r×r is a diagonal matrix with elementsαizki , αi ∈ R0, ki ∈ Z, on its diagonal.

Let p1, . . . , ph be the nonzero finite poles ofΦ(z). By (34), it follows that

δ(Φ; pi) =







δ(W ; pi) if |pi| < 1,

2δ(W ; pi) if |pi| = 1,

δ(W ; 1/pi) if |pi| > 1.

(35)

Moreover, if p ∈ C is a pole ofΦ(z) of degreeδ(Φ; p) then also1/p is a pole ofΦ(z) of the

same degree and ifp ∈ C is not a pole ofΦ(z) then neitherp nor 1/p are poles ofW (z). Thus,

we have
h∑

i=1

δ(Φ; pi) =
∑

i : |pi|<1

δ(W ; pi) +
∑

i : |pi|>1

δ(W ; 1/pi) +

+
∑

i : |pi|=1

2δ(W ; pi)

= 2
∑

i : |pi|≤1

δ(W ; pi) (36)
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By (5), the McMillan degree of a rational matrix equals the sum of the degrees of all its

poles, including the pole at infinity. IfΦ(z) has no pole at infinity, then (36) directly yields

δM(Φ) = 2δM(W ). Otherwise, assume thatΦ(z) has a pole at infinity. SinceW (z) andΦ(z)

have the same structural indices atz = 0 andW (z) has no pole atz = ∞, it follows that

δ(Φ;∞) = δ(Φ; 0) = δ(W ; 0) and δ(W ;∞) = 0. (37)

Therefore, by equations (36) and (37),

δM(Φ) =
h∑

i=1

δ(Φ; pi) + δ(Φ; 0) + δ(Φ;∞)

= 2
∑

i : |pi|≤1

δ(W ; pi) + 2δ(W ; 0) = 2δM(W ),

We are now ready to prove our main Theorem 1. Many of the ideas for this proof can be

elaborated from those of the proof of Theorem 2.

Proof of Theorem 1: We first show how to modify the constructive procedure used inthe

proof of Theorem 2 in order to obtain a spectral factorW (z) which satisfies points 1) and 2).

With reference to step 2 in the proof of Theorem 2, we rearrange the Smith-McMillan form of

Φ(z) as

D(z) = Σ(z)Λ(z)∆̃(z)Λ(z), (38)

where the only difference with respect to the decompositionin (24) is that hereΛ(z) ∈ R(z)r×r

is diagonal, canonic and analytic inAp \ {∞} with Λ−1(z) analytic inAz \ {∞}. Moreover, if

0 6∈ Ap andz = 0 is a pole ofD(z), thenΛ(z) has the same negative structural indices atz = 0

of Φ(z), and if 0 6∈ Az andz = 0 is a zero ofD(z), thenΛ(z) has the same positive structural

indices atz = 0 of Φ(z).

Now, to apply the procedure described in the proof of Theorem2, it suffices to prove that

for any choice of the unmixed-symplectic setsAp andAz, the para-Hermitian matrixΨ(z), as

defined in (25), is still L-unimodular. With reference to thenotation introduced in the proof of
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Theorem 2,Ψ(z) can be written as

Ψ(z) = Θ(z)N(z)Θ−1(z)

= Θ(z)A∗(z)B−R(z)Θ−1(z)

= Θ(z)Λ(z)Σ∗(z)C∗(z)F−R(z)Λ−1(z)Θ−1(z)

= Σ∗(z)D+(z)Ξ(z)D
−1
+ (z), (39)

where we have definedΞ(z) := C∗(z)F−R(z) ∈ R[z, z−1]r×r which is L-unimodular and whose

structure does not depend upon the choice ofAp and Az. Moreover, in this case,D+(z) =

Θ(z)Λ(z) is diagonal, canonic and analytic inAp \ {∞} with inverse analytic inAz \ {∞}. Let

us first consider the standard choiceAp = Az = { z ∈ C : |z| > 1 }. In the proof of Theorem

2, we have shown thatΨ(z) is L-unimodular. SinceD+(z) is diagonal and canonic andΣ∗(z)

is L-unimodular, by (39), it follows that[Ξ(z)]ij ∈ R[z, z−1] must be divisible (the concept of

divisibility here is the one associated to the ring of L-polynomials) by the polynomial

pij(z) :=
[D+(z)]jj
[D+(z)]ii

, j ≥ i.

On the other hand, let us consider the opposite choiceAp = Az = { z ∈ C : |z| < 1 }. By using

the right-standard counterpart of Lemma 4 and by following verbatim the argument used in step

3 of Theorem 2, it can be proven thatΨ(z) is still L-unimodular. Hence, by (39),[Ξ(s)]ij must

be also divisible by the L-polynomialpij(z−1), j ≥ i. Therefore,[Ξ(z)]ij must be divisible by

the L-polynomial

qij(z) := pij(z)pij(z
−1), j ≥ i.

Since, for any choice of the unmixed-symplectic setsAp andAz, the factors of[D+(z)]jj [D+(z)]
−1
ii ,

j ≥ i, are contained in the ones ofqij(z), then [Ξ(z)]ij must be divisible by the polynomial

[D+(z)]jj [D+(z)]
−1
ii , j ≥ i, for any choice ofAp and Az. We conclude thatΨ(z) must be a

L-polynomial matrix for any choice ofAp andAz. But, sinceΨ(z) is para-Hermitian,det Ψ(z)

is a real constant, henceΨ(z) is L-unimodular.

To prove point 3) we need to show that the McMillan degree of the spectral factorW (z)

just obtained equals one half of the McMillan degree ofΦ(z). To this aim, we can follow

the same lines of the proof of point 7) of Theorem 2. In fact, wecan defineAp,1 := Ap \

({ z ∈ C : |z| = 1 } ∪ {0,∞}) and partitionC0 as

C0 = { z ∈ C : 1/z ∈ Ap,1 } ∪ { z ∈ C : |z| = 1 } ∪ Ap,1
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and replace equation (35) with the more general expression for the degree of the polepi of Φ(z)

δ(Φ; pi) =







δ(W ; pi) if 1/pi ∈ Ap,1,

2δ(W ; pi) if |pi| = 1,

δ(W ; 1/pi) if pi ∈ Ap,1.

The rest of the proof remains the same.

The proof of point 4) is very similar to that of point 3) of Theorem 2. The only difference is

that the para-unitary matrix functionV (z) := W1(z)W
−R(z) and its inverse are not analytic in

{ z ∈ C : |z| > 1 } but they are analytic inAp, so that Lemma 2 still applies.

As for point 5), we defineV (z) := L(z)W−R(z) which is clearly para-unitary and analytic in

Az, and the same computation that led to (22), givesL(z) = V (z)W (z). On the other hand, if

V (z) is para-unitary and analytic inAp, then it is immediate to check thatL(z) := V (z)W (z)

is a spectral factor ofΦ(z) and is analytic inAp as well.

The proof of points 6) and 7) is exactly the same as that of points 5) and 6) of Theorem 2.

A. Corollaries

To conclude this section, we present two straightforward corollaries of Theorem 2. The first

is a complete parametrization of the set of all spectral factors of a given spectrum.

Corollary 1: Let Φ(z) be a given spectrum andW (z) be any spectral factor satisfying con-

ditions 1) and 2) of Theorem 2. LetL(z) ∈ R(z)m×n, then Φ(z) = L∗(z)L(z) if and only

if

L(z) = V (z)




Ir

0m−r,r



W (z),

whereV (z) ∈ R(z)m×m is an arbitrary para-unitary matrix andr = rk(Φ).

Proof: By repeating an argument used in points 3) and 4) of Theorem 2,we have that

L(z) = U(z)W (z), with U(z) ∈ R(z)m×r a rational matrix satisfyingU∗(z)U(z) = Ir. If we

chooseV (z) ∈ R(z)m×m to be any para-unitary matrix withU(z) incorporated into its firstr

columns, i.e.,

U(z) = V (z)




Ir

0m−r,r



 ,
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we conclude.

The next result characterizes the spectral factors of L-polynomial spectra.

Corollary 2: Let Φ(z) be a spectrum andW (z) be the spectral factor provided in the (con-

structive) proof of Theorem 1. Assume thatΦ(z) is L-polynomial. If ∞ ∈ Ap, thenW (z)

is polynomial in z−1 (so thatW ∗(z) is polynomial in z). Otherwise,0 ∈ Ap and W (z) is

polynomial inz (so thatW ∗(z) is polynomial inz−1).

Proof: We consider only the case of∞ ∈ Ap, the other being similar. IfΦ(z) is L-

polynomial, then the only finite pole it may possess is located at z = 0. SinceW (z) does not

have the pole at infinity,W (z) must be polynomial inz−1. The latter fact, in turn, implies that

W ∗(z) must be a polynomial matrix.

VI. A NUMERICAL EXAMPLE

In this section, we will show an application to stochastic realization of the algorithm used

in the constructive proof of Theorem 1. To this aim, let us consider a purely non-deterministic,

second order process{y(t)}t∈Z whose spectral density is

Φ(z) =








−2z+6−2z−1

−2z+5−2z−1 z − 1 z − 1

z−1 − 1 −z + 2− z−1 −z + 2− z−1

z−1 − 1 −z + 2− z−1 −z + 2− z−1







.

We want to compute a stochastically minimal, anti-causal realization of{y(t)}t∈Z having all its

zeroes in the (closed) unit disk. Since our method has been developed to compute a spectral

factorization in the formΦ(z) = W⊤(z−1)W (z), this requirement corresponds to the choice

Az := { z ∈ C : |z| < 1 } and Ap := { z ∈ C : |z| > 1 }. Notice thatΦ(z) is non-proper, it

features a zero on the unit circle and it is rank deficient, namely rk(Φ) = 2.

We now apply step-by-step the proposed factorization algorithm in order to compute a spectral

factorW (z) ∈ R(z)2×3 analytic inAp with right inverse analytic inAz.

Step 1.The Smith-McMillan canonical form ofΦ(z) is given by

D(z) = diag

[
1

z(z − 2)(z − 1
2
)
, z(z − 1)2

]

,

Φ(z) can be decomposed as

Φ(z) = C(z)D(z)F (z),
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whereC(z) ∈ R[z]3×2 andF (z) ∈ R[z]2×3 are unimodular matrices.

Step 2.The matricesΛ(z), Θ(z) andΣ(z) defined in (38) have the form

Λ(z) = diag

[

1

z
(
z − 1

2

) , 1

]

,Θ(z) = diag [1, z − 1] ,

Σ(z) = diag

[

−
1

2z2
,−z2

]

.

Note thatΛ(z) is analytic inAp \{∞} with inverse analytic inAz. LetA(z) = C(z)Σ(z)Λ∗(z),

B(z) = Λ(z)F (z).

Step 3.The matrixΨ(z) = Θ(z)−1N(z)Θ(z), with N(z) = A∗(z)B−R(z), is given by

Ψ(z) = Θ(z)−1N(z)Θ(z)

=
[

− 1
2
z+ 3

2
− 1

2
z−1 − 9

4
z3+ 25

2
z2− 43

2
z+ 43

4
+ 1

2
z−1

1
2
z+ 43

4
− 43

2
z−1+ 25

2
z−2− 9

4
z−3 ψ22(z)

]

.

whereψ22(z) :=
9
4
z3 + 341

8
z2 − 1747

8
z + 2780

8
− 1747

8
z−1 + 341

8
z−2 + 9

4
z−3. It is worth noting that

Ψ(z) is para-Hermitian, L-unimodular and positive definite uponthe unit circle.

Step 4.Let Ψ1(z) := Ψ(z). The highest-column-degree coefficient matrix ofΨ1(z) is

Ψhc
1 =




−1

2
−9

4

1
2

9
4



 .

SinceΨhc
1 is singular, we calculate a nonzero vectorv1 ∈ ker Ψhc

1 . One such a vector is given,

for instance, byv1 = [9 − 2]⊤. The highest maximum-degree active index set isM1 = {2},

we construct the unimodular matrixΩ−1
1 (z) of the form (29)

Ω−1
1 (z) =




1 −9

2
z2

0 1





in order to reduce the maximum degree of the second column ofΨ1(z),

Ψ2(z) = Ω−∗
1 (z)Ψ1(z)Ω

−1
1 (z)

=
[

− 1
2
z+ 3

2
− 1

2
z−1 23

4
z2− 77

4
z+ 43

4
+ 1

2
z−1

1
2
z+ 43

4
− 77

4
z−1+ 23

4
z−2 − 23

4
z2− 973

4
z+ 2123

4
− 973

4
z−1− 23

4
z−2

]

.

SinceΨhc
2 is singular, we repeat the previous step. In this case, we have v2 = [23 2]⊤ ∈ ker Ψhc

2 ,

M2 = {2}, and

Ω−1
2 (z) =




1 23

2
z

0 1



 .
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Hence, we compute the reduced matrix

Ψ3(z) = Ω−∗
2 (z)Ψ2(z)Ω

−1
2 (z)

=




−1

2
z + 3

2
− 1

2
z−1 −2z + 5 + 1

2
z−1

1
2
z + 5− 2z−1 2z + 21 + 2z−1



 .

Actually, Ψhc
3 is singular. In this case,v3 = [−4 1]⊤ ∈ ker Ψhc

3 , M3 = {2},

Ω−1
3 (z) =




1 −4

0 1





and we obtain

Ψ4(z) = Ω−∗
3 (z)Ψ3(z)Ω

−1
3 (z)

=




−1

2
z + 3

2
− 1

2
z−1 −1 + 5

2
z−1

5
2
z − 1 5



 .

Yet another iteration is required; indeedΨhc
4 is singular. Thus we proceed by computingv4 =

[−2 1]⊤ ∈ ker Ψhc
4 , M3 = {1},

Ω−1
4 (z) =




1 0

−1
2
z 1





and eventually we arrive at

Ψ5 = Ω−∗
4 (z)Ψ4(z)Ω

−1
4 (z) =





1
4

−1

−1 5



 .

The latter matrix is constant and positive definite; therefore it admits a Cholesky factorization

Ψ5 = C⊤C, C =





1
2

−2

0 1



 .

The fourth step of the algorithm is concluded, since we founda factorizationΨ(z) = P ∗(z)P (z),

with P (z) unimodular of the form

P (z) = CΩ4(z)Ω3(z)Ω2(z)Ω1(z)

=




−z + 1

2
−1

4
z (18z2 − 55z + 39)

1
2
z 1

4
(9z3 − 23z2 + 8z + 4)



 .
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Finally, we have that

W (z) = P (z)Θ(z)B(z) =




−1
z

1
z
− 1 1

z
− 1

1
2z−1

0 0



 .

is a stochastically minimal spectral factor ofΦ(z) analytic inAp with right inverse analytic in

Az.

Therefore the sought for realization is

y(t) =W⊤(z−1)e(t)

with e(t) being white noise.

VII. CONCLUDING REMARKS AND FUTURE DIRECTIONS

In this paper we have established a general result on spectral factorization for an arbitrary

discrete-time spectrum. This result opens the way for many applications and generalizations of

known results in several fields of systems theory such as estimation and stochastic realization.

In particular, for these applications it will be important to further investigate the links between

arbitrary spectral factors and stochastic minimality. A conjecture in this direction, which is

currently under investigation, is the following.

Conjecture 1:Let Φ(z) ∈ R(z)n×n be a spectrum of normal rankrk(Φ) = r 6= 0. Let Ap and

Az be two unmixed-symplectic sets. LetW (z) be a spectral factor satisfying points 1), 2) and

3) of Theorem 1. ThenW (z) is unique up to a constant, orthogonal matrix multiplier on the

left, i.e., if W1(z) also satisfies points 1), 2) and 3), thenW1(z) = TW (z) whereT ∈ R
r×r is

orthogonal.

This conjecture would be a first step towards a complete parametrization of the set of all

stochastically minimal right invertible spectral factors. We believe that this set can be parametrized

very efficiently in terms of the all-pass divisors of a generalized phase functionT0(z):5

Conjecture 2:Let Φ(z) ∈ R(z)n×n be a spectrum of normal rankrk(Φ) = r 6= 0. Let

W−(z) be the spectral factor corresponding to Theorem 2 andW+(z) be the spectral factor

corresponding toAp = Az := { z ∈ C : |z| < 1 }. Let T0 be the all-pass function defined by

5Notice that the definition of phase function employed in the conjecture is dual with respect to the classical definition used

in stochastic realization, [31], [32].
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T0(z) := W+(z)W
−R
− (z). Then, the set of all minimal right invertible spectral factors of Φ(z)

is given by
{
W (z) = T1(z)W−(z) :

T ∗
1 (z)T1(z) = T1(z)T

∗
1 (z) = Ir,

δM(T1(z)) + δM(T0(z)T
∗
1 (z)) = δM(T0(z))

}
.
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