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Combined Flocking and Distance-Based Shape
Control of Multi-Agent Formations

Mohammad Deghat, Member, IEEE, Brian D.O. Anderson, Life Fellow, IEEE, and
Zhiyun Lin, Senior Member, IEEE

Abstract—Steepest descent control laws can be used for for-
mation shape control based on specified inter-agent distances,
assuming point agents with single integration of the control action
to yield velocity. Separately, it is known how to achieve equal
velocity for a collection of agents in a formation using consensus
ideas, given appropriate properties for the graph describing
information flows. This work shows how the two concepts of
formation shape control and flocking behavior can be combined
when one changes from an agent with single integration to one
with double integration.

I. INTRODUCTION

In recent years, there has been much attention given to the
control of formations of multiple agents to achieve certain
objectives. The class of formation control problems that have
been considered includes formation shape control, where the
formation’s agents are controlled so that the formation takes
up a particular shape whose orientation and center of mass
position are irrelevant.

Most of the literature assumes point agents operating in
R2 and we shall do that too. Shape control under these
circumstances proceeds from a nominated set of inter-agent
distances d∗ij , ij ∈ Ē , where Ē refers to the edge set of a graph
Ḡ = (V̄, Ē). The set V̄ denotes the vertices, which correspond
to the individual agents. When agents i, j at the end of an edge
ij are aware of its current and desired length, there exists
a gradient based control law which moves the formation to
an equilibrium; each agent uses the relative positions of its
neighbors (two agents being neighbors if the corresponding
vertices of the graph are adjacent), and the desired distances
to its neighbors. This enables construction of a distributed
control law, which expresses the agent velocity in terms of
the measurement data available to the agent in question, and
the desired distances. Further, the agents do not need to share
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The material in this paper is partially presented as a book chapter in [1].

a common coordinate basis. A comprehensive treatment can
be found in e.g. [2].

Another class of formation control problem arises when
one wants all agents in a formation to assume a common
velocity. This is a consensus problem. Associated with it is
an information graph, which in general is directed; there is
an edge directed from vertex i to vertex j when agent i’s
velocity is available to agent j. Of course, it is not precluded
that information exchange is reciprocal, and in this case an
undirected graph can be used. In the directed case, when the
graph has a spanning tree (or equivalently has a unique closed
strongly connected subgraph), consensus can be achieved. If
one agent has no incoming edges, it is a leader and there
are directed paths from it to every agent, all agents acquire
its velocity, assuming the graphical condition holds. In the
undirected case, the graph simply needs to be connected. When
consensus can be achieved with an undirected information
graph, and then one agent is designated as a leader, its incident
edges are all converted to outwardly directed edges and
consensus is again achievable, based on the leader’s velocity.
These results can be found in e.g. [3] and [4] and are reviewed
further below.

Our aim in this paper is to show how one can control
a formation so that both objectives of shape control and
sharing of a common velocity1 are achieved. Note that it does
make sense to consider the objectives separately in terms of
formation operations. One can well imagine that a formation
has assembled in a correct shape and moves from point A to
point B, at which point it turns. To accommodate the turn,
one simply uses consensus-with-a-leader, and one would want
the shape control aspect to take care of itself. That concept is
achieved in our scheme.

This idea has also been considered by Olfati-Saber [5],
Tanner et. al. [6], Dimarogonas and Johansson [7] and Su
et. al. [8]. These authors assume the graph for underlying
formation shape control and consensus are undirected, and
the formation has no leader. Our main contribution is to
consider the general case where the graphical structures of
the consensus and shape control graphs are not necessarily
identical. We further assume different cases where there is a
leader or a group of leaders in the formation and the consensus
graph is directed. The stability analysis is performed using
Lyapunov stability theorem and LaSalle’s invariance principle,
and it is shown that the system is asymptotically stable. We

1The common velocity may be that of a leader, or an average of the
velocities of all the agents.
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further show using the center manifold theorem that the correct
equilibrium associated with the desired formation shape and
velocity is locally exponentially stable. The idea of using
center manifold theory has been used in [2], [9] to show the
stability of multi-agent systems, but their analysis is restricted
to only shape control problem. We, however, apply center
manifold theory to a more general problem, i.e. flocking with
shape control.

There are other results in the literature in which the agents in
the formation should keep a certain relative position (i.e., both
distance and orientation) while moving from point A to point
B, see e.g. [10], [11]. A fundamental distinction between the
problem considered in [10], [11] and the problem considered
here is that [10], [11] study the case where both the shape and
orientation of the formation should be maintained, whereas
we assume that just the shape of the formation, which can be
maintained by controlling inter-agent distances, is important
and the orientation is irrelevant. The former problem can be
done simply with a linear system, but it requires all agents to
agree on a common direction, say e.g. north, while the latter
does not.

The material in this paper is partially presented in [1]. The
main contributions of this paper, in comparison to [1], are
as follows: it considers the case where the consensus graph
has a closed strongly connected component which contains
more than a single vertex, and includes complete proofs of
the results in [1] and the exponential stability proof using the
center manifold theorem.

The structure of the paper is as follows. In the next section
we define the notation, and provide formal statements of
the separate results for shape control and consensus velocity
control. Section III indicates how to combine the two ideas,
and Section IV contains simulation results. Conclusions and
suggestions for future work are presented in Section V.

II. REVIEW OF BACKGROUND THEORY

A. Notation

We consider n point agents in R2, with the i-th agent located
at pi. We denote by dij the distance between agents i, j: dij =
||pi−pj ||, and we let d∗ij denote a specified or desired distance
between the same agents. We denote by N̄i the neighbor set
of agent i, or the set of agents j for which d∗ij is specified. We
let p denote the vector of all agent positions stacked together.
Likewise, qi = ṗi will denote the velocity of agent i, and
q = ṗ will denote the vector of all agent velocities stacked
together.

For shape control purposes, an underlying undirected graph
Ḡ = (V̄, Ē) is specified where V̄ is a list of vertices, one
corresponding to each agent, and Ē is a list of agent pairs
(edges of the graph) where it is assumed that ij ∈ Ē if and
only if d∗ij is specified and dij(t) at any time t is known to
agents i, j.

B. Shape control

In most shape control problems, it is usual to postulate
that the set of edges Ē defined by the distance data ensures
that the associated graph Ḡ is at least rigid, if not globally

rigid. Rigidity means that if a formation is such that at some
time t there holds dij(t) = d∗ij for all ij ∈ Ē , then the only
continuous motions of the formation are ones which preserve
its shape, i.e. when the formation moves, so that the geometric
figure after the move must be congruent with that before the
move. Global rigidity means that all formations achieving
the specified distances are congruent, i.e. differ at most by
translation, rotation, or reflection. See [12] for more details.
Note that there exists rigid but not globally rigid formations.
Consider for example a formation with four agents, and with
specification of the lengths of edges 12, 23, 31, 24, 41 as
shown in Fig. 1. It is not hard to see that the formation
comprises 2 triangles, 123 and 124 with a common base. The
triangle shapes are individually determined. However, one may
have the two triangles on the same or on opposite sides of the
base and be consistent with given distance data. Of course,
there is no continuous motion preserving nominated distances
and carrying one of these formation shapes into the other. So
this formation is rigid, but is not globally rigid.
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Fig. 1: A framework which is rigid, but not globally rigid.

A framework (Ḡ, p) is generically rigid if it is rigid and p
is generic. Generic rigidity is a property of the graph Ḡ, not
the configuration p. Thus, we also say a graph Ḡ is rigid in
this paper if the framework (Ḡ, p) is generically rigid for any
generic configuration p in the plane.

Another important type of rigidity is infinitesimal rigidity
which is a stronger condition than rigidity though not as strong
as global rigidity. Let the framework (Ḡ, p) be defined as

(Ḡ, p) := {pi, pj ∈ R2| ‖pi − pj‖ = d∗ij ∀{i, j} ∈ Ē}. (1)

Then the framework (Ḡ, p) is infinitesimally rigid if every
possible motion that satisfies(

qi(t)− qj(t)
)>(

pi(t)− pj(t)
)

= 0 ∀{i, j} ∈ Ē (2)

consists of only rotation and translation of the whole frame-
work [13].

It is valid to attempt to control a formation to a given shape.
Typically a function measuring the error between the current
formation and the desired formation is specified. One such
choice of ‘fidelity index’ is

V (p) =
1

2

∑
ij∈Ē

(d2
ij − d∗2ij )2. (3)

Notice that this expression is invariant under translation, rota-
tion or reflection of the formation. Variants on this expression
include adjustments to penalize excessive closeness of agents,
and excessive separation of agents, reflecting the desire to
avoid agent collisions, and to maintain agents in contact with
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one another, when communication over long distances may
fail. See for example [7], [14].

The control law used is simply a steepest descent law, thus

ṗ = −∇V (p). (4)

The particular equation for agent i is

ṗi = 2
∑
j∈N̄i

(d∗2ij − d2
ij)(pi − pj). (5)

As is typical for shape control laws, motion of agent i is
defined solely using the agent’s own neighbors; their relative
positions (in agent i’s coordinate base) are required, as is
the distance error. As shown in e.g. [2], convergence of
the formation shape always occurs if the required graphical
conditions hold. With the particular index above, the center
of mass of the formation (i.e.

∑n
i=1 pi) remains constant. The

question of whether convergence occurs to a correct equilib-
rium, i.e. one at which the specified distances are attained,
has been considered in much detail; for formations of three
or more agents, there are always multiple equilibria including
the correct equilibria, and the latter are always attractive, so
local convergence around a correct equilibrium is guaranteed.
The existence of attractive incorrect equilibria can so far only
be excluded in a limited number of cases; for example, for a
triangular formation, none of the incorrect equilibria, which
involve either two or three agents being collocated or three
agents being collinear, are attractive. In all cases, equilibria are
not isolated: this is because any rotation or translation is also
an equilibrium. This fact makes more difficult the convergence
analysis of equilibria. Nevertheless, with the aid of the center
manifold theory, exponential convergence to zero of V (p) and
thus the individual distance error terms such as (d2

ij − d∗2ij )2

can be demonstrated in the vicinity of a correct equilibrium.
As noted above,

∑
i pi remains constant under the steepest

descent law associated with the fidelity index (3). We have the
following generalization, to which we will later appeal:

Lemma 1: Let V (p) be a continuously differentiable func-
tion of the distance between a subset of agents of a formation.
Then on motions defined by ṗ = −∇V (p), there holds (a)
(1 ⊗ I2)>∇V (p) = 0 for all p or equivalently (b)

∑
i pi

remains constant. Here 1 denotes the n-vector of all 1’s.
Proof: Note that (1 ⊗ I2)>∇V (p) =

∑
i
∂V (p)
∂pi

, and if
dij is the distance between i and j then

∂V (p)

∂dij

∂dij
∂pi

= −∂V (p)

∂dij

∂dij
∂pj

.

So it is evident that
∑
i
∂V (p)
∂pi

= (1⊗ I2)>∇V (p) = 0. Next,
on motions defined by ṗ = −∇V (p), there must hold (1 ⊗
I2)>ṗ = −(1⊗ I2)>∇V (p) = 0 which is equivalent to

∑
i pi

remains constant.

C. Flocking behavior

By flocking behavior, we mean the phenomenon that all
agents in a formation acquire an identical velocity. Let G =
(V, E) denote a graph, which may be directed, governing the
information transmission between pairs of agents. There is an
edge in E from vertex i to vertex j when agent j can learn

agent i’s velocity instantaneously. We say a graph is rooted at
vertex ` if there is a path from ` to every vertex in the graph.

Let Ni denote the set of agents j supplying information to
agent i. Let L denote the Laplacian matrix associated with G.
Thus for i 6= j, there holds lij = −1 if and only if there is
an edge from j to i; else lij = 0. Moreover, lii = −

∑
j lij .

Another matrix that interprets the adjacency relationship in a
graph is the incidence matrix. The kth column of the incidence
matrix H is determined by the kth edge of graph G. If the
kth edge is pointing from vertex i to vertex j, then the ith
entry of column k is −1 and the jth entry is 1. If L is the
Laplacian matrix associated with an undirected graph, then L
can be written as L = HH>. According to the definition of
H , the incidence matrix has each column summing to zero,
i.e. H>1 = 0.

Define L = L⊗ I2. The consensus equation, defining how
each agent adjusts its velocity given the information available
to it, is

q̇ = −Lq. (6)

For agent i, this is

q̇i =
∑
j∈Ni

(qj − qi). (7)

Then the following holds [3]:
Theorem 1: With notation as above, suppose G is undi-

rected, and so the associated Laplacian is symmetric. Then
the following conditions are equivalent:

1) Equation (6) converges exponentially fast from any
initial condition to a solution in which all qi assume
the same vector value in R2.

2) G is connected.
3) The kernel of L is 1-dimensional, being span{1}, where

1 denotes a vector of all 1’s. The cokernel is also
span{1} as L is symmetric for an undirected graph. All
nonzero eigenvalues of L are positive.

If G is directed, condition (1) remains as before, and the other
two conditions are replaced by three equivalent conditions:

1) G has a spanning tree.
2) G has a unique closed strongly connected component2.
3) The kernel of L is 1-dimensional, being span{1}. The

cokernel is spanned by a nonzero vector η of all non-
negative entries, and all entries are positive if and only
if G is strongly connected. Nonzero eigenvalues of L
have positive real parts.

D. Center Manifold Theory

Center manifold theory is a tool for determining the stability
of a nonlinear system which has eigenvalues with zero real
parts when linearized about an equilibrium point. It is a
powerful tool that studies the stability of a nonlinear system
by analyzing a lower order nonlinear system whose order is
exactly equal to the number of eigenvalues of the linearized

2A strongly connected component is a maximal strongly connected sub-
graph. A closed strongly connected component is one such that there are no
inwardly directed edges to any vertex in the component from a vertex outside
the component.
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system with zero real parts. Standard treatments of center
manifold theory can be found in e.g. [15], [16]. We briefly
explain the center manifold theory below.

Consider the system

θ̇ = Acθ + h1(θ, ρ)

ρ̇ = Asρ+ h2(θ, ρ), (θ, ρ) ∈ Rκ × Rϑ−κ
(8)

where Ac is a matrix having eigenvalues with zero real parts,
As is a matrix having eigenvalues with negative real parts, and
the functions h1(θ, ρ) and h2(θ, ρ) are C2 functions satisfying
h1(0, 0) = 0, h2(0, 0) = 0, Jh1

(0, 0) = 0 and Jh2
(0, 0) = 0.3

An invariant manifold is called a center manifold for (8) if it
can be locally represented as

M := {(θ, ρ) ∈ Rκ × Rϑ−κ : ρ = h(θ)} (9)

for some sufficiently small neighborhood of the origin where
the function h(θ) satisfies h(0) = 0 and Jh(0) = 0.

It can be shown that center manifold exists for (8) with
local representation function h : Rκ → Rϑ−κ. The dynamics
of (8) restricted to any such center manifold is given by the
following nonlinear system for sufficiently small ξ:

ξ̇ = Acξ + h1

(
ξ, h(ξ)

)
, ξ ∈ Rκ. (10)

The stability of (8) can be analyzed from the dynamics of the
center manifold in (10) using the following theorem.

Theorem 2: (Thm. 7.26 [16]) Consider the system of equa-
tions (8) and its associated center manifold system (10). If the
origin of (10) is stable (asymptotically stable) (unstable), then
the origin of (8) is stable (asymptotically stable) (unstable).
Suppose the origin of (10) is stable. Then if

(
θ(t), ρ(t)

)
is a

solution of (8) starting with a sufficiently small
(
θ(0), ρ(0)

)
,

there is a solution ξ(t) of (10) such that as t→∞

θ(t) = ξ(t) +O(e−γt)

ρ(t) = h(ξ(t)) +O(e−γt)
(11)

where γ is a positive constant.

III. COMBINING SHAPE CONTROL AND FLOCKING

Throughout this section, Ḡ denotes a shape control graph.
We consider several possibilities for the consensus graph G.

A. Undirected consensus graph

We first consider an undirected consensus graph and state
the following theorem.

Theorem 3: Suppose there is an undirected consensus graph
G which is connected and an underlying formation shape graph
Ḡ which is rigid. Let L = L⊗I2 with L the Laplacian associ-
ated with G and let V (p) be a function invariant to translation,
rotation and reflection. Then for the double-integrator model
combining shape control and velocity consensus:

ṗ = q (12)
q̇ = −Lq −∇V (p),

3Jf (x) denotes the Jacobian of f(x) evaluated at a point x.

all trajectories tend as t→∞ to the set

Ω = {(p, q) : Lq = 0 and ∇V (p) = 0}. (13)

Proof: Our approach will be to work with a Lyapunov-
like function, nonnegative but not positive definite in the state,
and to show that its time derivative is nonpositive. We then ap-
ply the LaSalle’s invariance principle, but for this purpose, we
need separately to establish that all trajectories are bounded.
(Note the applicability of LaSalle in this situation [16]). Since
the state trajectory p(t) is evidently not bounded once the
formation is moving, a state-variable change is needed.

Observe first that because (1⊗I2)>L = 0, and also because
(1 ⊗ I2)>∇V (p) = 0 in the light of Lemma 1, there holds
(1⊗ I2)>q̇ = 0; equivalently, (1⊗ I2)>q(t) is constant. This
simply reflects the fact that the average velocity of all agents
stays the same.

Define the transformations as

p̄(t) = p(t)−
(

(1⊗ I2)
(1⊗ I2)>q(t)

n

)
t (14)

q̄(t) = q(t)− (1⊗ I2)
(1⊗ I2)>q(t)

n

where n is the number of agents. It is evident from the
definition of q̄(t) that (1 ⊗ I2)>q̄(t) = 0. This simply
reflects the fact that the average velocity of all agents in the
new coordinate system is zero. Hence (1 ⊗ I2)> ˙̄p(t) = 0
or (1 ⊗ I>2 )p̄(t) is constant, which means that in the p̄(t)
coordinates, the center of gravity of the agent positions is
fixed.

Then the equations of motion in the new coordinates which
strip out the average motion of the formation become

˙̄p = ṗ− (1⊗ I2)
(1⊗ I2)>q(t)

n
(15)

= q − (1⊗ I2)
(1⊗ I2)>q(t)

n
= q̄

˙̄q = −Lq̄ −∇V (p̄).

Notice that V (p) = V (p̄), since pi(t)− pj(t) = p̄i(t)− p̄j(t).
Now take as a Lyapunov function W (p̄, q̄) = (1/2)q̄>q̄ +

V (p̄), and verify that Ẇ (p̄, q̄) = −q̄>Lq̄. Since this is
nonpositive, it follows that W is bounded and then that q̄(t) is
bounded and V (p̄(t)) is bounded. Since V (p̄) is bounded and
the graph Ḡ is connected, all the edge lengths ||p̄i(t)− p̄j(t)||
are bounded. Because the edge lengths are bounded, because Ḡ
is connected, and because the center of gravity of the formation
in the p̄-coordinates is constant, p̄(t) itself is bounded.

Because of the boundedness of p̄(t) and q̄(t), the LaSalle’s
Invariance Principle applies and it guarantees all trajectories
converge to the largest invariant set in S = {(p̄, q̄) : Ẇ (p̄, q̄) =
0}. Because (1 ⊗ I2)>q̄ = 0 and because the kernel of L is
spanned by 1, the equality q̄>Lq̄ = 0 implies q̄ = 0.

Let (p̄(t), q̄(t)) be a solution that belongs identically to S.
Then q̄ ≡ 0 and thus ˙̄q ≡ 0 which means, according to the
second equation of (15), that ∇V (p̄) ≡ 0. So the largest
invariant set in S is M := {(p̄, q̄) : q̄ = 0 and ∇V (p̄) = 0}.
Finally, q̄ = 0 is equivalent to Lq = 0 and ∇V (p̄) = 0 is
equivalent to ∇V (p) = 0.



5

Remark 1: According to Theorem 3, if G is such that
velocity consensus is achievable without shape control, and Ḡ
is such that formation shape control ṗ = −∇V (p) for single-
integrator agents is achievable without velocity consensus,
then both objectives are achievable via (12). Note that (12)
combines the consensus control law with the shape control
law, except that an additional integration is involved for the
latter.

Remark 2: Obviously one could never hope to maintain a
correct formation shape before velocity consensus has been
achieved. Hence one can envisage that velocity consensus
should be obtained on a faster time scale than that for shape
control. The relative speeds of convergence can be crudely
adjusted by including a positive multiplier of the matrix L in
(12). Some simulations are given later in Section IV on how
this gain can increase the convergence rate of the system.

We showed in the above theorem that all (p, q) trajectories
converge to the set Ω defined in (13) as t goes to infinity.
Note that when ∇V (p) = 0 the specified distance between
the neighbor agents is not necessarily attained. (Consider, for
example, the case where all agents are collocated, which is
obviously not the desired shape. Then if V (p) is in the form
of (3), ∇V (p) is zero.)

We now define the set of desired formation shape and
velocity in (p̄, q̄) frame, and investigate the conditions on the
stability of this set.

Let H̄ be the incidence matrix associated with Ḡ and H̄ =
H̄ ⊗ I2. If the graph Ḡ has r edges then H̄ is 2n × 2r. The
vector of the aggregate relative positions of neighbor agents
e ∈ R2r can now be defined as

e = [e1 e2 · · · er]> := H̄>p̄. (16)

Let
φ(e) := [‖e1‖2 ‖e2‖2 · · · ‖er‖2]> (17)

and
gp̄(p̄) := φ(H̄>p̄) = φ(e) (18)

and let d∗ be the vector the squares of the desired distances
corresponding to φ(e). Then the set of correct equilibria for
the desired formation shape and velocity can be represented
by

Ω1 = {(p̄, q̄) : q̄ = 0 and gp̄(p̄) = d∗}. (19)

We will show in the rest of this subsection, using the center
manifold theorem, that if V (p) is in the form of (3) then for the
double-integrator model in (12), the inter-agent distance error
represented by φ(e)−d∗ and the velocity error q̄ of trajectories
starting from a small neighborhood of the correct equilibrium
in Ω1 converge to zero exponentially fast. Krick et. al. showed
in [2] that for a shape control algorithm with a steepest
descent control law, the set of correct equilibria representing
the desired formation shape is locally asymptotically stable
(Theorem 4 of [2]). We use the same idea to show that
in the combined shape and velocity control, the trajectories
starting from a sufficiently small neighborhood of the correct
equilibrium set (representing the desired formation shape and
velocity) converge to the set exponentially fast. We first make
the following assumption:

Assumption 1: The framework (Ḡ, p) is infinitesimally rigid
at each p where φ(H̄>p) = d∗.
According to the definition of infinitesimal rigidity, it is clear
that if the framework (Ḡ, p) is infinitesimally rigid, then the
framework (Ḡ, p̄) is also infinitesimally rigid.

To use the center manifold theorem, we first show that
(15) can be written in the form of (8). Considering (18), the
potential function (3) can be written as

V (p̄) =
1

2
‖gp̄(p̄)− d∗‖2 (20)

whose gradient ∇V (p̄) is

∇V (p̄) = Jgp̄(p̄)>
(
gp̄(p̄)− d∗

)
. (21)

By linearizing (15) at a point in Ω1 one has[
˙̄p
˙̄q

]
=

[
0 I2n

−Jgp̄(p̄)>Jgp̄(p̄) −L

] [
p̄
q̄

]
. (22)

Note that the matrix Jgp̄(p̄)>Jgp̄(p̄) evaluated at a point in Ω1

has three zero eigenvalues and the rest are real and positive.
This is because of the fact that the matrix Jgp̄ ∈ Rr×2n is the
rigidity matrix associated with Ḡ and has three zero eigenval-
ues if and only if the framework (Ḡ, p̄) is infinitesimally rigid
(see Theorem 2 of [2]). The matrix L = L⊗ I2 in (22) is also
positive semi-definite and has two zero eigenvalues when the
consensus graph G is connected.

To make the calculations easier, we perform a coordinate
transformation that separates the centroid dynamics from the
remaining dynamics of the system. Let R ∈ R2n×2n be an
orthonormal matrix whose first two rows are 1>

n⊗I2√
n

. Define

p̃ := Rp̄, q̃ := Rq̄, H̃ := RH̄. (23)

Then H̃ has the form H̃ = [0 Ĥ>]> where Ĥ is a (2n−2)×2r
matrix which is because (1n⊗I2)>H̄ = 0. Let p̃ be partitioned
as p̃ = [po> p̂>]> where po is a 2-vector and p̂ is a 2n − 2
vector. Then the vector of relative positions in (16) can be
written as

e = H̄>p̄ = H̃>p̃ = [0 Ĥ>]

[
po

p̂

]
= Ĥ>p̂. (24)

Define
gp̃(p̃) := φ(H̃>p̃) = φ(e) (25)

and consider (23). Then (22) can be written as[
˙̃p
˙̃q

]
=

[
0 I2n

−Jgp̃(p̃)>Jgp̃(p̃) −RLR>
] [

p̃
q̃

]
(26)

where Jgp̃(p̃)=Jgp̄(p̄)R>. Since the first two rows of R are
1>
n⊗I2√
n

, L = H̄H̄> and H̄>(1n ⊗ I2) = 0, the first two rows
and the first two columns of RLR> are zero and thus RLR>
has the form

−RLR>q̃ =

[
02×2 0

0 −L̂

] [
qo

q̂

]
(27)

where qo = ṗo, q̂ = ˙̂p, and the submatrix L̂ is positive definite.
Let

gp̂(p̂) := φ(Ĥ>p̂) = φ(e). (28)
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Since Jgp̃(p̃)=Jgp̄(p̄)R> and Jgp̄(p̄)(1n ⊗ I2) = 0 (see
Lemma 1 and (21)), the first two rows and the first two
columns of Jgp̃(p̃)>Jgp̃(p̃) are also zero. Thus

−Jgp̃(p̃)>Jgp̃(p̃)p̃ =

[
02×2 0

0 −Jgp̂(p̂)>Jgp̂(p̂)

] [
po

p̂

]
(29)

and the dynamics of the reduced order system can be written
as [

˙̂p
˙̂q

]
=

[
0 I2n−2

−Jgp̂(p̂)>Jgp̂(p̂) −L̂

] [
p̂
q̂

]
. (30)

Define the set

Ω̂1 = {(p̂, q̂) : q̂ = 0 and gp̂(p̂) = d∗} (31)

and note that this set is compact4 while the set Ω defined in
(13) is not compact. Then because of (29) and the fact that
Jgp̄(p̄)>Jgp̄(p̄) has three zero eigenvalues at a point in Ω1 and
the rest are real and positive, the matrix Jgp̂(p̂)>Jgp̂(p̂) at a
point in Ω̂1 has one zero eigenvalue and the rest are real and
positive.

Define now

V̂ (p̂) :=
1

2
‖gp̂(p̂)− d∗‖2 (32)

which according to (20) and gp̂(p̂) = gp̄(p̄) = φ(e) is equal to
V (p̄) in (20). Then the equations in (15) can be written, after
straightforward calculations, as[

˙̂p
˙̂q

]
=

[
q̂

−L̂q̂ −∇V̂ (p̂)

]
:= F1(p̂, q̂) (33)

and the linearization of (33) at a point in Ω̂1 can be represented
by [

˙̂p
˙̂q

]
=

[
0 I2n−2

−Jgp̂(p̂)>Jgp̂(p̂) −L̂

] [
p̂
q̂

]
:= JF1(p̂, q̂)

[
p̂
q̂

]
.

(34)

As shown in Appendix 1, the matrix JF1
(p̂, q̂) in (34) has one

zero eigenvalue and the rest have negative real parts. So one
can find a matrix Q1 such that Q1JF1

(p̂, q̂)Q−1
1 is in block

diagonal form with a zero for the first term.
Define ẑ as ẑ := [p̂> q̂>]>. Then the ẑ dynamics around a
point ẑo in Ω̂1 can be written as

˙̂z = JF1
(ẑo)ẑ +

(
F1(ẑ)− JF1

(ẑo)ẑ
)
. (35)

Define now (θ, ρ) = Q1ẑ. Then the (θ, ρ) dynamics have the
form

θ̇ = h1(θ, ρ)

ρ̇ = Asρ+ h2(θ, ρ).
(36)

Without loss of generality, we assume ẑo = 0. It can be easily
verified that h1(θ, ρ) and h2(θ, ρ) in (36) satisfy h1(0, 0) = 0,

4The compactness of Ω̂1 can be shown using the facts that the set C =
{(q̂, e) : q̂ = 0 and φ(e) = d∗} is a compact set and Ω̂1 can be written as
Ω̂1 = {(p̂, q̂) : q̂ = 0 and Ĥ>p̂ = e ∈ C}. Since the kernel of Ĥ> is zero,
it follows that Ω̂1 is also compact.

h2(0, 0) = 0, Jh1
(0, 0) = 0 and Jh2

(0, 0) = 0. We showed up
to here that (15) can be written in the form of (8).

Let the set M̂ be related to Ω̂1 via the linear map Q1:

M̂ = {(θ, ρ) : (θ, ρ) = Q1ẑ and ẑ ∈ Ω̂1}. (37)

The following lemma shows that M̂ is a center manifold for
(36) with (θ, ρ) = Q1ẑ.

Lemma 2: The set M̂ in (37) is a center manifold for (36).
Proof: See Appendix 2.

We now state our main result in the following theorem:

Theorem 4: Suppose Assumption 1 holds and consider the
double-integrator model in (12) and the transformations in
(14). Let the potential function V (p) in (12) be in the form
of (3). Then there exists a neighborhood of the set Ω1 defined
in (19) such that any trajectory starting in this neighborhood
converges exponentially fast to a point in Ω1.

Proof: According to the center manifold theorem, we
can conclude that there exists a function h(θ) such that in
a neighborhood N̄0 of ẑ0 one has

M̂ ∩ N̄0 = {(θ, ρ) : ρ = h(θ)}. (38)

Since M̂ is an equilibrium manifold, h1(θ, h(θ)) is zero on
N̄0 and the dynamics in (10) restricted to the center manifold
M̂ is ξ̇ = 0. Now by applying Theorem 2 the solutions of
(θ, ρ) starting in N̄0 are

θ(t) = ξ(t) +O(e−γt)

ρ(t) = h(ξ(t)) +O(e−γt).
(39)

So
(
θ(t), ρ(t)

)
converges to

(
ξ(0), h(ξ(0))

)
∈ M̂ expo-

nentially fast which implies that
(
p̂(t), q̂(t)

)
converges to

Q−1
1

(
ξ(0), h(ξ(0))

)
∈ Ω̂1 exponentially fast. Since p̄(t) =

R>[po> p̂(t)>]> and q̄(t) = R>[qo> q̂(t)>]> and both
po and qo are constant, then p̄(t) and q̄(t) converge to Ω̂1

exponentially fast. Note that Ω̂1 is compact and this argument
can be repeated for any point in Ω̂1 and can be lifted to Ω1

since
∑
n q̄i(t) = 0 and

∑
n p̄i(t) is constant.

Remark 3: Since the equilibrium manifold Ω̂1 is compact
and any trajectory starting from a small neighborhood of Ω̂1

converges to Ω̂1 exponentially fast, one can conclude that there
exists a single exponent γ such that all trajectories converge
to Ω̂1 from a small neighborhood at least as fast as e−γt.
We call this manifold a locally exponentially stable manifold.
(Note that for a non-compact manifold, although any trajectory
starting from a sufficiently small neighborhood of the manifold
converges to a point on the manifold exponentially fast, there
might be no single γ applicable to all trajectories.)

B. Undirected consensus graph except for introduction of
leader

Suppose now that an arbitrary agent, without loss of gener-
ality agent 1, is designated as a leader; equivalently, edges in
the consensus graph G incident on that agent are all changed to
be made outwardly directed while the remaining edges remain
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undirected. If before the change, the Laplacian matrix is (with
L11 a scalar)

L =

[
L11 L12

L21 L22

]
(40)

then after the change, the first row is replaced by 0. Let the
double-integrator model combining shape control and velocity
consensus be written as

ṗ = q

q̇ = −
([ 0 0

L21 L22

]
⊗ I2

)
q −

[
0 0
0 I2n−2

]
∇V (p).

(41)

We shall assume that the formation is traveling between
waypoints, and that the leader velocity is constant. Relaxing
this assumption requires substantial adjustment. Let the leader
velocity be denoted by α. Let v denote a vector whose i-
th entry is qi+1 − q1. Then it is easily verified that for the
consensus problem without shape control, motion is governed
by v̇ = −(L22 ⊗ I2)v; the constraints on L assure that L22

is positive definite, and so convergence is obvious. Suppose
shape control is added to consensus. Let zi = pi+1 − p1 and
observe that the translational invariance of V (p) guarantees
the existence of a function Ṽ (z) with V (p) = Ṽ (z). Then
equations (41) are evidently replaced by

ż = v (42)
v̇ = −(L22 ⊗ I2)v −∇Ṽ (z).

Note that the motion of the leader agent is neither affected by
the velocity of other agents nor any errors in distances between
it and its adjacent agents in Ḡ. We have the following result.

Theorem 5: Let the double-integrator model of the agents
be given by (41). Suppose agent 1 is the leader of the formation
and is traveling between waypoints, and the leader velocity is
constant between the waypoints and is denoted by α. Suppose
the edges in G incident on agent 1 are all outwardly directed
while the remaining edges in G are undirected, and G is rooted
at the leader. Assume the formation shape graph Ḡ is rigid.
Then all trajectories tend as t→∞ to the set

Ω2 = {(p, q) : q = α1 and ∇V (p) = 0}.

Proof: We start with (42) and consider the Lyapunov
function W̃ (z, v) = (1/2)v>v + Ṽ (z), for which ˙̃W =
−v>(L22 ⊗ I2)v. It is immediate that v is bounded, as is
Ṽ (z) = V (p). Boundedness of Ṽ (z) = V (p) ensures that
all edge lengths in the formation graph Ḡ are bounded, and
so all zi are bounded. The LaSalle’s Invariance Principle
then easily shows that all trajectories converge to the set
{(z, v) : ∇Ṽ (z) = 0, v = 0}. The condition v = 0 corre-
sponds to consensus with leader velocity α and the condition
∇Ṽ (z) = 0 is equivalent to ∇V (p) = 0. To see that this
implies that ∇V (p) = 0, observe using the definition of the

zi and Lemma 1 that
∂

∂z1
Ṽ (z) =

∂

∂p2
V (p)− ∂

∂p1
V (p) (43)

∂

∂z2
Ṽ (z) =

∂

∂p3
V (p)− ∂

∂p1
V (p)

...
∂

∂zn−1
Ṽ (z) =

∂

∂pn
V (p)− ∂

∂p1
V (p)

0 =
∂

∂p1
V (p) + · · ·+ ∂

∂pn
V (p)

and it is clear that ∇Ṽ (z) = 0 iff ∇V (p) = 0.
Similarly to the case where the consensus graph is undirected
and there is no leader in the formation, it can be shown
using the center manifold theorem that the set of correct
equilibria is locally exponentially stable. Define the matrix
T ∈ R(2n−2)×2n as z = Tp (or equivalently v = Tq) where
z ∈ R2n−2 and v ∈ R2n−2 are respectively the vectors of all
zi and vi stacked together, and let

gz(z) := φ(e). (44)

Similarly to (20), the potential function Ṽ (z) in (42) can be
written as

Ṽ (z) =
1

2
‖gz(z)− d∗‖2 (45)

whose gradient ∇Ṽ (z) is

∇Ṽ (z) = Jgz (z)>
(
gz(z)− d∗

)
. (46)

The set of correct equilibrium points can also be written as

Ω̂2 = {(z, v) : vi = 0 ∀ i, and gz(z) = d∗}. (47)

Note that Ω̂2 is a compact set. Consider (42) and define
F2(z, v) as[

ż
v̇

]
=

[
v

−(L22 ⊗ I2)v −∇Ṽ (z)

]
:= F2(v, z). (48)

Then by linearizing (48) at a point in Ω̂2 one has[
ż
v̇

]
=

[
0 I2n−2

−Jgz (z)>Jgz (z) −L22 ⊗ I2

] [
z
v

]
:= JF2

(z, v)

[
z
v

] (49)

where Jgp(p) = Jgz (z)T . From the definition of T , it is
easy to see that the rank of T is 2n − 2. According to
Sylvester’s rank inequality and the fact that rank(Jgp(p)) ≤
min{rank(Jgz (z)), rank(T )}, then Jgp(p) has the same rank as
Jgz (z). Since the rank of Jgp(p) = Jgz (z)T is 2n−3, because
it is the rank of the rigidity matrix associated with the graph
Ḡ and the framework (Ḡ, p) is assumed to be infinitesimally
rigid, the rank of Jgz (z) is also 2n − 3. Since Jgz (z) is
r × (2n − 2), the nullity of Jgz (z) and also the nullity of
Jgz (z)>Jgz (z) is 1. So Jg(z)>Jg(z) has one zero eigenvalue.
According to the structure of Jg(z)>Jg(z), it is clear that
Jg(z)

>Jg(z) is symmetric and positive semidefinite. Thus the
nonzero eigenvalues are all real and positive.

Since L22 is a symmetric positive definite matrix, it can be
shown, similarly to Lemma 5, that JF2

(z, v) in (49) has only



8

one zero eigenvalue and the rest have negative real parts. Then
we can conclude that any trajectory of

(
z(t), v(t)

)
starting

from a small neighborhood of Ω̂2 in (47) converges to a point
in Ω̂2 exponentially fast.

C. Directed consensus graph

In this subsection, we shall suppose that the initially given
consensus graph G is directed and meets the conditions of
Theorem 1. We proceed straight to the situation where a leader
is selected. The following lemma is pertinent.

Lemma 3: Let G be a weakly connected directed graph5

with a unique closed strongly connected component. Choose
any vertex, call it ν, belonging to the closed strongly con-
nected component as a leader, and remove the edges in G
directed towards ν. Call G′ the new graph. Then G′ has a
closed strongly connected component which is unique, being
in fact the single vertex ν, and accordingly consensus with
convergence will occur.

Proof: Let G∗ be the closed strongly connected compo-
nent of G, and let V∗ denote its vertex set. If |V∗| = 1, then
G′ = G and the result is trivial. So suppose |V∗| > 1. Since G∗
is strongly connected, from any selected vertex in G∗, there
exists a path to any other vertex in G∗. In particular, there
exists a spanning tree T ∗ in G∗ for which ν is a root vertex,
i.e. has no incoming edges. Also, the hypothesis of the lemma
guarantees there is a spanning tree for all of G. All edges in
this spanning tree must be outgoing from G∗ because it is
closed. It is clear that the edges of this spanning tree lying in
G∗ could be replaced by those of T ∗ and one would still have a
spanning tree of G. In this new spanning tree of G, ν is the root
vertex, and so this spanning tree of G is also a spanning tree
of G′. Since G′ has a spanning tree, it has a closed strongly
connected component which is unique (and the component
defined by ν alone is closed and strongly connected), and the
lemma is proved.

With G′ as defined in the above lemma, let ν be the
identified vertex, and suppose it corresponds to agent 1. Let L′

be the associated Laplacian matrix. Then L′ has the following
form:

L′ =

[
0 0
L′21 L′22

]
(50)

Observe that since the consensus property is guaranteed, L′

has precisely one zero eigenvalue and the other eigenvalues
have positive real part. Hence all eigenvalues of L′22 have
positive real part. This means, see [3], that there exists a
diagonal positive definite matrix P such that

Q := PL′22 + L′>22P > 0. (51)

We now have the following result.

Theorem 6: Suppose there is a directed consensus graph
G′ which is rooted at the leader with the leader defined by
agent 1, and an underlying formation shape graph Ḡ which
is rigid. Let L′ = L′ ⊗ I2 with L′ the Laplacian associated
with G′, and let V (p) be a function invariant to translation,

5A directed graph is weakly connected if there is an undirected path
between each pair of distinct vertices [18].

rotation or reflection serving as the basis of a steepest descent
law, suppose the shape control law is ṗ = −∇V (p). For
a diagonal positive definite P satisfying (51), consider the
double-integrator model combining shape control and velocity
consensus:

ṗ = q (52)

q̇ = −L′q −
[

02×2 0
0 P−1 ⊗ I2

]
∇V (p)

which includes the equation q̇1 = 0, (and ensures distributed
control action for shape adjustment). Then all trajectories tend
as t→∞ to the set

Ω3 = {(p, q) : qi = q1 ∀ i, and ∇V (p) = 0}. (53)

Proof: First transform the equations by setting vi =
qi+1−q1, zi = pi+1−p1. Let Ṽ (z) be such that V (p) = Ṽ (z),
existence being guaranteed by the hypotheses on V (p). The
adjusted equations are

ż = v (54)
v̇ = −(L′22 ⊗ I2)v − (P−1 ⊗ I2)∇Ṽ (z).

Adopt as a Lyapunov function

W (z, v) =
1

2
v>(P ⊗ I2)v + Ṽ (z). (55)

Its time derivative along trajectories is Ẇ = −v>(Q ⊗ I2)v.
Boundedness of v, z follows as earlier for (42), and so by
the LaSalle’s Invariance Principle, the consensus property is
immediate. A further minor step establishes ∇Ṽ (z) = 0 which
is equivalent to ∇V (p) = 0. Hence the theorem is proved.

The set of correct equilibria can be defined by

Ω̂3 = {(z, v) : vi = 0 ∀ i, and gz(z) = d∗}. (56)

Similarly to the previous subsection, it can be shown using
the center manifold theorem that the trajectories starting
from a small neighborhood of Ω̂3 in (53) converge to Ω̂3

exponentially fast. Consider (52) and define F3(z, v) as[
ż
v̇

]
=

[
v

−(L22 ⊗ I2)v − (P−1 ⊗ I2)∇Ṽ (z)

]
:= F3(z, v).

(57)
Then by linearizing (57) at a point in (56) one has[
ż
v̇

]
= JF3

(z, v)

[
z
v

]
=

[
0 I2n−2

−(P−1 ⊗ I2)Jgz (z)>Jgz (z) −L22 ⊗ I2

] [
z
v

]
.

(58)

As explained in the previous subsection, the matrix
−Jg(z)>Jg(z) is symmetric and negative semidefinite which
has one zero eigenvalue and the nonzero eigenvalues are
all real and negative. As the matrix P in (58) is positive
definite, then according to Theorem 7.6.3 of [17], −(P−1 ⊗
I2)Jg(z)

>Jg(z) has the same number of zero, positive, and
negative eigenvalues as −Jg(z)>Jg(z), that is −(P−1 ⊗
I2)Jg(z)

>Jg(z) has one zero eigenvalue and the rest are real
and negative.
Now we want to show that JF3

(z, v) in (58) has only one zero
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eigenvalue, i.e, the dimension of the kernel of this matrix is
one. let [x> y>]> ∈ R4n−4 be the eigenvector associated with
the zero eigenvalue of JF3(z, v). Thus[

0 I2n−2

−(P−1 ⊗ I2)Jgz (z)>Jgz (z) −L′22 ⊗ I2

] [
x
y

]
= 0

(59)
Then y = 0 and −(P−1 ⊗ I2)Jgz (z)>Jgz (z)x = 0. Since
there exists only one independent vector x that spans the null
space of −(P−1 ⊗ I2)Jgz (z)>Jgz (z), one can conclude that
there exists only one independent vector [x> y>]> = [x> 0]>

that spans the null space of JF3
(z, v). Then it can be shown

that JF3
(z, v) has only one zero eigenvalue. The rest of the

local exponential convergence proof is similar to the proofs in
the previous subsections.

D. Directed consensus graph with a closed strongly connected
subgraph

In this subsection, we suppose the consensus graph G has a
unique closed strongly connected component, which contains
more than a single vertex, while G itself is not strongly
connected. We first investigate the consensus problem and
provide a Lyapunov function for the stability proof and then
go to the consensus and shape control problem.

1) Velocity consensus:
Suppose the matrix L ∈ Rn×n is partitioned as

L =

[
A 0
B C

]
(60)

where A ∈ Rm×m is square and is the Laplacian of the
subgraph of G comprising the closed strongly connected
component which contains m vertices. Hence, as noted in
Theorem 1, there is a positive vector ηa spanning the cokernel
of A, and η = [η>a 0]> spans the cokernel of L.

Define A := A⊗ I2, B := B ⊗ I2, C := C ⊗ I2, and L by

L = L⊗ I2 =

[
A 0
B C

]
. (61)

We shall prove the stability of the velocity consensus problem
with the aid of the following lemma.

Lemma 4: With notation as above, there exists a nonsin-
gular positive definite P and a nonnegative definite Q with
kernel spanned by (1⊗ I2) such that

PL+ L>P = Q. (62)

Proof: Recall that (ηa ⊗ I2)>A = 0 and L(1⊗ I2) = 0.
Because the entries of ηa are positive, the inner product η>a 1
is nonzero. It is trivial that the matrix

I2n − (1⊗ I2)
[(ηa ⊗ I2)> 02×2(n−m)]

η>a 1
(63)

has rank 2n− 2, and so has a factorisation as

I2n − (1⊗ I2)
[(ηa ⊗ I2)> 0]

η>a 1
= MN (64)

where M,N are 2n×(2n−2) and (2n−2)×2n respectively,
both with rank 2n− 2. Define the 2n× 2n matrix

U = [(1⊗ I2) M ]

and it is easily verified that with

S =

[
[(ηa⊗I2)> 0]

η>a 1

N

]
there holds US = I , i.e. S = U−1. Then SU = I2n and the
entries of SU give N(1⊗ I2) = 0, a fact used below. A short
calculation also shows that

U−1LU =

[
02×2 02×(2n−2)

0(2n−2)×2 NLM

]
. (65)

Because the matrix L has one zero eigenvalue and the remain-
der with positive real parts, the L has two zero eigenvalues and
the remainder with positive real parts. Hence all eigenvalues of
NLM have positive real parts. So there exist positive definite
symmetric P̂ , Q̂ such that

P̂ (NLM) + (NLM)>P̂ = Q̂.

Then equation (62) is satisfied with the definitions

P = U−>
[
I2 0

0 P̂

]
U−1, Q = U−>

[
02×2 0

0 Q̂

]
U−1.

It is evident that the function q>Pq is a Lyapunov function
establishing stability of the consensus system. By Lasalle,
the solutions approach a limit point in the set Qq = 0.
Equivalently, the limiting solutions must obey

U−>
[

02×2 0

0 Q̂

] [
[(ηa⊗I2)> 0]

η>a 1

N

]
q = 0. (66)

It is trivial that Nq = 0. As noted above, the nullspace of N
is spanned by 1⊗ I2. So

q = (1⊗ I2)µ

for some µ ∈ R2.

2) Combined velocity and shape control:
The equations of motion we adopt are:

ṗ = q (67)
q̇ = −Lq − P−1∇V (p).

It should be noted that P is not a diagonal matrix and thus
information from other than neighbour agents might be needed
to form the acceleration of a particular agent. In other words,
when the consensus graph has a unique closed strongly con-
nected component which contains more than a single vertex,
the control law might not be completely distributed.

Now choose as a ‘Lyapunov-like’ function

W =
1

2
q>Pq + V (p). (68)

It is straightforward to check that this results in

Ẇ = −1

2
q>Qq. (69)

It is immediate that q is bounded. However, it is not immediate
that p is bounded. Nevertheless, V (p) is bounded, from
which it easily follows that every ||pi − pj || is bounded,
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Consequently, q̇ is bounded, and so Ẅ is bounded. Under
these circumstances, Barbalat’s lemma implies that Ẇ → 0.
The calculation for the consensus only problem then shows
that

q → (1⊗ I2)µ

for some 2-vector µ. At this point, it has not been established
that µ is constant. Insert this into (67). The conclusion is for
the equilibrium motions

ṗ = (1⊗ I2)µ (70)
(1⊗ I2)µ̇ = −P−1∇V (p).

Multiply the second equation on the left by (1⊗ I2)>P . The
right side is zero since (1 ⊗ I2)>∇V (p) = 0, and because
1>P1 > 0, there results µ̇ = 0, so that µ is constant. The
second equation of (67) then has q̇ = 0, Lq = 0 (recall that
1⊗ I2 is a null vector of L), and so ∇V (p) = 0.

This establishes (for a rigid formation) that simultaneous
velocity consensus and local shape control have been achieved.

The proof for local exponential stability of the desired
equilibrium set is similar to the previous subsections and is
omitted for brevity. Similarly to the previous subsections, the
equilibrium set is not compact in this case. So one should first
reduce the order of the system and find a compact equilibrium
manifold for the reduced order system and then show that the
equilibrium manifold is locally exponentially stable. Alterna-
tively, one can start with a non-compact equilibrium set and
use the generalization of the center manifold theorem in [9] to
show that the trajectories starting from a compact neighbor-
hood of the non-compact equilibrium manifold converge to a
compact subset of the equilibrium manifold exponentially fast.

IV. SIMULATIONS

In this section, we simulate the results in Section III for
a 5-agent formation. In all simulations in this section, we
assume the initial position and velocity of the agents are:
p1(0) = [−3.5, 0]>, p2(0) = [−1.75, 0]>, p3(0) = [0, 0]>,
p4(0) = [1.75, 0]>, p5(0) = [3.5, 0]>, q1(0) = [−0.5, 1]>,
q2(0) = [1, 3]>, q3(0) = [3, 0]>, q4(0) = [1,−1]>, and
q5(0) = [0, 1]>. We start with a formation whose consensus
graph is undirected. Let the topology of the consensus graph G
and the topology of the shape control graph Ḡ be as shown in
Fig. 2(a) and Fig. 2(b), respectively. Note that G is connected
and Ḡ is rigid. The desired distances between the neighbor
agents in Ḡ are assumed to be d∗12 = d∗15 =

√
2, d∗23 = d∗34 =

d∗45 = d∗52 = 2, d∗35 = d∗24 =
√

8 and d∗14 =
√

10. We assume
that V (p) in (12) is in the form of (3).

The agents’ trajectories when the dynamics of the system
are as (12) are shown Fig. 3. As explained earlier, the algo-
rithms proposed in this paper control the formation shape and
the velocity of agents, but they do not control the orientation
and the position of the center of mass of the formation.

As explained in Remark 2, the rate of convergence of
the consensus term can affect the convergence time of the
formation to the desired shape and velocity. We consider two
different cases where the consensus term in (12) is multiplied

(a) G (b) Ḡ

Fig. 2: Consensus graph G and shape control graph Ḡ used in
the simulation of the double-integrator model in (12).
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Fig. 3: Simulation results when the consensus graph is undi-
rected and the system dynamics are governed by (12) with
V (p) given in (3). The position of agents at t = 0 and
t = 15 sec are respectively shown by ’◦’ and ‘∗’. The dashed-
dotted lines represent the formation links associated with the
edges in Ḡ.

by k = 1 and k = 10. The trajectories of the agents when
k = 10 are shown in Fig. 4, and the sum of the distance error
of the neighbor agents and the sum of the 2-norm of velocity
error between the agents for k = 1 and k = 10 are shown in
Fig. 5. It can be seen in Fig. 5 that the convergence rate of
the system increases as k changes from 1 to 10.6

To check the robustness of the system against noise, we
assume that the velocity measurements used for consensus are
contaminated by Gaussian noise. Note that robustness against
noise is to be expected because of the exponential conver-
gence. We consider the following double-integrator model of
the system in this case

ṗ = q (71)
q̇ = −k(Lq + ν)−∇V (p).

where k is the consensus gain which is assumed to be 10, and
ν is the vector of all velocity measurement noises νi at the
agents i = 1 · · · , 5 stacked together. We assume νi is zero
mean Gaussian noise with variance 0.25. Simulation results
comparing the noiseless case with the noisy case are shown
in Fig. 6.

6Further simulations show that if the consensus gain increases too much,
the convergence of the inter-agent distances to the desired distances becomes
slower.
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Fig. 4: Simulation results when the consensus graph is undi-
rected and the system dynamics are governed by (12) with
V (p) given in (3). We assume the consensus term in (12) is
multiplied by a gain k = 10. The position of agents at t = 0
and t = 15 sec are respectively shown by ’◦’ and ‘∗’. The
dashed-dotted lines represent the formation links associated
with the edges in Ḡ.
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Fig. 5: The sum of the distance errors between the neighbor
agents and the sum of the 2-norm of the vector of velocity
errors when the system dynamics are governed by (12) (blue
line) and when the system dynamics are governed by (12) but
the consesnsus term is multplied by a gain k = 10 (black line).

Now suppose the consensus graph has a leader which is
denoted as agent 1. We first assume that the consensus graph G
is still undirected except that the edges in G incident on agent 1
are all changed to be made outwardly directed. We assume that
the speed of the leader changes at some waypoints (which are
sufficiently far from each other) and remains constant between
the waypoints. We continue to assume that the consensus term
in (41) is multiplied by k = 10 and V (p) is as (3). The
trajectories of the agents are shown in Fig. 7. The initial
positions and velocities of the agents in Fig. 7 are the same
as Fig. 3.

Next assume that the consensus graph is directed as shown
in Fig. 8. We now compare the distance and velocity error
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Fig. 6: The sum of the distance errors between the neighbor
agents and the sum of the 2-norm of the vector of velocity
errors when the system dynamics are governed by (12), the
consensus term is multiplied by k = 10, and the velocity
measuerements are noiseless (black) ans noisy (blue).
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Fig. 7: Simulation results when the consensus graph is undi-
rected except that the edges incident on agent 1 are all
outwardly directed, and when the speed of the leader changes
at two waypoints. The position of agents at t = 0 and
t = 15 sec are respectively shown by ’◦’ and ‘∗’.

of three cases where the the models of the system are as
(12), (42), and (52). We assume that the consensus term is
multiplied by a gain k = 10 and V (p) is as (3). The sum of
the distance errors between the neighbor agents and the sum of
the 2-norm of the vector of velocity errors for these cases are
shown in Fig. 9. It can be seen that all errors converge to zero,
and when the agents in the formation have more knowledge
about their neighbors, the errors converge to zero faster.

We finally assume that the consensus graph is not strongly
connected, but has a closed strongly connected component.
The consensus graph we consider here is shown in Fig. 10.
The matrix P in (67) can be found using Lemma 4. A possible
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Fig. 8: Consensus graph G used in the simulation of (52).
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Fig. 9: The sum of the distance errors between the neighbor
agents and the 2-norm of the vector of velocity errors for
the cases where the consensus graph is undirected (dashed
blue line), is undirected except that the edges from the leader
are outwardly directed (dashed-dotted red line) and is directed
(solid black line).

P is

P =


1.224 0.224 −0.316 −0.316 −0.316
0.224 1.224 −0.316 −0.316 −0.316
−0.316 −0.316 0.877 −0.122 −0.122
−0.316 −0.316 −0.122 0.877 −0.122
−0.316 −0.316 −0.122 −0.122 0.877

⊗I2.
(72)

The distance and velocity errors in this case are shown in
Fig. 11.

Fig. 10: Consensus graph G used in the simulation of the
control law (67) when the consensus graph is not strongly
connected, but has a closed strongly connected component.

V. CONCLUSIONS AND FUTURE WORK

Aside from the main result that consensus and shape control
can be combined, the striking feature of the analysis is that
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Fig. 11: The sum of the distance errors between the neighbor
agents and the 2-norm of the vector of velocity errors when
the system dynamics are governed by (67).

for this to occur with the controls being injected in an additive
fashion, shape control has to be done with a double integrator
model, as compared with the situation when no consensus is
sought, and a single integrator model is used.

There are open issues not addressed here, which we now
record. First, we have not recorded a result on combining
consensus and shape control when the consensus graph is
directed but there is no identified leader. This is actually
straightforward to do when the consensus graph is strongly
connected. However, since consensus alone will occur if the
graph has a unique closed strongly connected component, one
would expect that the issue of combining for such a graph
the consensus problem with the shape control problem should
be addressable. Actually, this appears quite challenging in a
technical sense. Second, we note that recent work on shape
control alone has shown the possibility of achieving shape
control in a finite time with the aid of switching functions,
[19]. Switching functions are by nature discontinuous, and
accordingly existence and uniqueness questions for differential
equation solutions come into play. It would be worthwhile to
examine what could be done with combined consensus and
shape control.

APPENDIX 1

Lemma 5: Consider JF1(p̂, q̂) in (34) in which L̂ is a
symmetric positive definite matrix and Jgp̂(p̂)>Jgp̂(p̂) is a
symmetric matrix that has one zero eigenvalue and the rest are
real and positive. Then JF1

(p̂, q̂) has one zero eigenvalue and
the rest have negative real parts. Furthermore, if ν is the eigen-
vector corresponding to the zero eigenvalue of Jgp̂(p̂)>Jgp̂(p̂),
then the eigenvector corresponding to the zero eigenvalue of
JF1(p̂, q̂) is [ν> 0]>.

Proof: We first show that JF1
(p̂, q̂) has only one zero

eigenvalue and the rest have negative real parts. Define Ĵ =
Jgp̂(p̂)>Jgp̂(p̂). let λ be an eigenvalue of JF1

(p̂, q̂) and let
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[v>1 v>2 ]> be the associated eigenvector. Then λ satisfies[
λI −I
Ĵ λI + L̂

] [
v1

v2

]
= 0 (73)

which can also be written as

λv1 = v2 (74)

Ĵ v1 + λv2 + L̂v2 = 0. (75)

Substituting (74) into (75), we derive that

(λ2I + λL̂+ Ĵ )v1 = 0 (76)

and so
v>1 (λ2I + λL̂+ Ĵ )v1 = 0. (77)

The left-hand side of the above equation can also be written
as

λ2‖v1‖2 + v>1 L̂v1λ+ v>1 Ĵ v1 = 0. (78)

Denote v>1 L̂v1 = a and v>1 Ĵ v1 = b. It is clear that a > 0 for
whatever nonzero v1 as L̂ is positive definite. Similarly, we
know that b = 0 when v1 is in the null space of Ĵ , which is
of one dimension, and b > 0 for all v1 not in the null space
of Ĵ . Therefore, rewriting (78) as

λ2‖v1‖2 + aλ+ b = 0 (79)

and solving for the roots, we obtain

λ =
−a±

√
a2 − 4b‖v1‖2

2‖v1‖2
. (80)

As a > 0 and b ≥ 0 (for which b = 0 only when v1 is in the
one dimensional null space of Ĵ ), it then follows from (80)
that λ has negative real part for all v1 not in the null space
of Ĵ , and it gives rise to a zero eigenvalue when v1 is in the
null space of Ĵ .
Now assume λ = 0 and therefore v1 is in the null space of Ĵ .
Then according to (74) and (75), the eigenvector of JF1

(p̂, q̂)
corresponding to its zero eigenvalue is [v>1 0]> where Ĵ v1 =
0.

APPENDIX 2

Proof of Lemma 2: To show that M̂ is a center manifold for
(36), we need to show that M̂ is invariant and is tangent to the
center subspace of (36) at the origin. The set M̂ is invariant
because it is the equilibrium set of (36). Instead of showing
that M̂ is tangent to the center subspace of (36) at the origin,
we can show that Ω̂1 in (31) is tangent to the eigenvector
of JF1

(ẑ) corresponding to its zero eigenvalue at the origin.
As shown in Lemma 5 in Appendix 1, the eigenvector of
JF1(ẑ) corresponding to its zero eigenvalue is [ν>1 0]> where
ν1 satisfies Jgp̂(p̂)>Jgp̂(p̂)ν1 = 0. Rewrite Ω̂1 as

Ω̂1 = {(p̂, q̂) : Ĝ(p̂, q̂) :=

[
gp̂(p̂)− d∗

q̂

]
= 0}. (81)

Then the Jacobian of Ĝ(p̂, q̂) is

JĜ(ẑ) =

[
Jgp̂(p̂) 0

0 I

]
. (82)

In order to show that Ω̂1 is tangent to [ν>1 0]> at the origin,
we show that JĜ(0)[ν>1 0]> = 0:

JĜ(0)

[
ν1

0

]
=

[
Jgp̂(0) 0

0 I

] [
ν1

0

]
=

[
Jgp̂(0)ν1

0

]
.

(83)
We want to show that Jgp̂(0)ν1 = 0. This comes from
‖Jgp̂(0)ν1‖2 = ν>1 Jgp̂(0)>Jgp̂(0)ν1 and that ν1 is the eigen-
vector of Jgp̂(0)>Jgp̂(0) corresponding to its zero eigenvalue.
Hence ν>1 Jgp̂(0)>Jgp̂(0)ν1 is zero and therefore Ω̂1 is tangent
to [ν>1 0]> at the origin.
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