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Swarm Aggregation under Fading Attractions
Xudong Chen∗

Abstract—Gradient descent methods have been widely used
for organizing multi-agent systems, in which they can provide
decentralized control laws with provable convergence. Often,
the control laws are designed so that two neighboring agents
repel/attract each other at a short/long distance of separation.
When the interactions between neighboring agents are moreover
nonfading, the potential function from which they are derived is
radially unbounded. Hence, the LaSalle’s principle is sufficient
to establish the system convergence. This paper investigates, in
contrast, a more realistic scenario where interactions between
neighboring agents have fading attractions. In such setting,
the LaSalle type arguments may not be sufficient. To tackle
the problem, we introduce a class of partitions, termeddilute
partitions, of formations which cluster agents according to the
inter- and intra-cluster interaction strengths. We then apply
dilute partitions to trajectories of formations generated by the
multi-agent system, and show that each of the trajectories
remains bounded along the evolution, and converges to the set
of equilibria.

I. I NTRODUCTION

The use of gradient descent for organizing a group of mobile
autonomous agents has been widely appreciated in mathemat-
ics and in its real-world applications. Descent equations often
provide the most direct demonstration of the existence of local
minima, and provide easily implemented algorithm for finding
the minima. Furthermore, in the context of multi-agent control,
gradient descent can be interpreted as providing decentralized
control laws for pairs of neighboring agents in the system.
Specifically, we consider a class of multi-agent systems in
which pairs of neighboring agents attract/repel each otherin a
reciprocal way, dependingonly on the distances of separation.
Then, the resulting dynamics of the agents evolve as a gradient
flow over a Euclidean space. We describe below the model in
precise terms:

Model. Let G = (V,E) be an undirected connected graph
of N vertices, withV = {v1, . . . , vN} the vertex set, andE
the edge set. We denote by(vi, vj) an edge ofG. Let Vi be
the set of neighbors ofvi, i.e.,

Vi = {vj ∈ V | (vi, vj) ∈ E}.
To each vertexvi, we assign an agenti, with xi ∈ R

n its
coordinate. With a slight abuse of notation, we refer to agent i
asxi. For every edge(vi, vj) ∈ E, we letdij be the distance
betweenxi andxj , i.e., dij := ‖xi − xj‖. The equations of
motion of theN agentsx1, · · · , xN in R

n are given by

d

dt
xi =

∑

vj∈Vi

gij(dij)(xj − xi), ∀ vi ∈ V. (1)

Each scalar functiongij is assumed to be continuously dif-
ferentiable; we refer togij , for (vi, vj) ∈ E, the interaction
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functions associated with system (1). An important property
associated with system (1) is that the dynamics of the agents
evolve as a gradient flow. A direct computation yields that the
associated potential function is given by

Ψ(x1, . . . , xN ) :=
∑

(vi,vj)∈E

∫ ‖xj−xi‖

1

sgij(s)ds. (2)

Designing of the interaction functions that are necessary for
organizing such multi-agent system has been widely investi-
gated: questions about swarm aggregation and avoidance of
collisions [1]–[3], questions about local/global stabilization of
targeted configurations [2], [4]–[7], questions about robustness
issues of control laws under perturbations [8]–[11], questions
about counting number of critical formations [12], [13] have
all been treated to some degree. We also refer to [14]–[22] for
other types of models for multi-agent control, as variants of
system (1).

For the purpose of achieving swarm aggregation, the inter-
action functionsgij ’s are often designed so that neighboring
agents attract each other at a long distance. In particular,we
note here that if the underlying graphG is connected, and the
interaction functions between neighboring agents have non-
fading attractions (as considered in most of the literatures:
see, for example, [1], [2], [4], [5], [7]); then, for any initial
condition, the resulting gradient flow will converge to the set
of equilibria. In other words, there is no escape of agents to
infinity along the evolution of the multi-agent system. Indeed,
in any of such case, the associated potential function (2) is
radially unbounded, i.e., it approaches to infinity as the size
of a formation tends to infinity. So then, each trajectory of
system (1) has to remain bounded, and hence converges to the
set of equilibria.

On the other hand, it is more realistic to assume that the
magnitude of an attraction between two neighboring agents
fades away as their mutual distance grows. We refer to [23],
as an example, for modeling the flocking behavior with fading
interactions. Specifically, the authors there considered asecond
order model:

{
ẋi = vi
v̇i =

∑N

j=1 g(dij)(vj − vi),

with the graphG being complete and without repulsions, i.e.,
the functiong(d) is positive at all distancesd > 0. Also,
we recall that the Lennard-Jones force, which describes the
interaction between a pair of neutral molecules/atoms, has
strong repulsion and fading attraction.

We note here that, under the assumption of fading attrac-
tion, the potential function associated with system (1) may
remain bounded as the size of a formation grows; indeed,
one may find a continuous path of formations along which
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the potential function decreases while the size of formation
approaches to infinity. In particular, conventional techniques
for proving convergence of gradient flows, such as using the
potential function as a Lyapunov function and then appealing
to the LaSalle’s principle [24], may not work in this case.
Nevertheless, we are still able to show that all the trajectories
generated by system (1) converge to the set of equilibria. The
proof of the system convergence relies on the use of a class of
partitions, termeddilute partitions, of formations introduced
in section III. Roughly speaking, dilute partitions decompose
formations into different clusters of agents according to certain
combinatorial and metric conditions. We apply dilute partitions
to trajectories of formations generated by system (1), and
investigate how clusters of agents evolve over time and interact
with each other. In particular, we show that each trajectory
generated by system (1) has to remain bounded, and hence
converges to the set of equilibria. This approach, via the
use of dilute partition, to multi-agent systems might be of
independent interest for studying other problems that involve
large sized formations.

This paper expands on some preliminary result presented
in [3] by, among others, providing an analysis of system (1)
with an arbitrary connected graph (whereas in [3], we dealt
only with the complete graph), a finer description of the dilute
partitions and the associated properties, and a considerable
amount of analyses and proofs that were left out. The re-
mainder of the paper is organized as follows. In section II,
we introduce definitions and notations and describe some
preliminary results about system (1). We also state the main
theorem of the paper. In particular, the main theorem states
that the equilibria of system (1) have bounded size, and
moreover, all trajectories generated by system (1) converge to
the set of equilibria under the assumption of fading attractions.
Sections III and IV are devoted to establishing properties of
system (1) that are needed for proving the main theorem. A
detailed organization of these two sections will be given after
the statement of the theorem. We provide conclusions in the
last section. The paper ends with Appendices containing proofs
of some technical results.

II. BACKGROUNDS AND MAIN THEOREM

In this section, we introduce the main definitions used in
this work, describe some preliminary results, and state the
main theorem of the paper.

A. Backgrounds and notations

Let G = (V,E) be an undirected graph ofN vertices. Let
V ′ be a subset ofV ; a subgraphG′ = (V ′, E′) of G is said
to be inducedby V ′ if the following condition is satisfied: an
edge(vi, vj) is in E′ if and only if (vi, vj) is in E.

Given a formation of N agents in R
n, with states

x1, . . . , xN , respectively, we setp := (x1, . . . , xN ) ∈ R
nN .

We call p a configuration; a configurationp ∈ PG can be
viewed as anembeddingof the graphG in R

n by assigning
vertexvi to xi. We call the pair(G, p) a framework . We de-

fine theconfiguration spacePG, associated with the graphG,
as follows:

PG :=
{
(x1, · · · , xN ) ∈ R

nN | xi 6= xj , ∀ (vi, vj) ∈ E
}
.

Equivalently,PG is the set of embeddings of the graphG
in R

n whose neighboring vertices have distinct positions. Let
(G, p) be a framework, withp = (x1, . . . , xN ) ∈ PG. Let
G′ = (V ′, E′) be a subgraph ofG, with V ′ = {vi1 , . . . , vik}.
We call p′ ∈ PG′ a sub-configuration of p associated with
G′ if p′ = (xi1 , . . . , xik), and correspondingly(G′, p′) a sub-
framework of(G, p).

Attraction/Repulsion functions. We now introduce the class
of interaction functions, termedattraction/repulsion functions,
that are considered in the paper. Roughly speaking, an attrac-
tion/repulsion function between a pair of agents is such that
the two agents attract/repel each other at a long/short distance.
Furthermore, we require that the repulsion go to infinity as
the mutual distance between the agents approaches to zero
and that the attraction fade away as the distance grows. A
typical example of such function is the Lennard-Jones type
interaction:

g(d) = − σ1
dn1

+
σ2
dn2

(3)

with σ1, σ2 positive real numbers, andn1, n2 positive integers
satisfyingn1 > n2 > 1. We now define attraction/repulsion
functions in precise terms. LetR+ be the set of strictly positive
real numbers. We denote byC(R+,R) the set of continuous
functions fromR+ to R. We have the following definition:

Definition 1 (Attraction/Repulsion functions). A functiong in
C(R+,R) is an attraction/repulsion function if g satisfies
the following conditions:

1) Strong repulsion:

lim
d→0+

dg(d) = −∞,

and moreover,

lim
d→0+

∫ 1

d

sg(s)ds = −∞.

2) Fading attraction: There exists a numberα+ > 0 such
that

g(d) > 0, ∀ d ≥ α+,

and moreover,
lim
d→∞

dg(d) = 0.

Note that the functiondgij(d) shows up in Definition 1
because|dgij(d)| represents the actual magnitude of attrac-
tion/repulsion betweenxi andxj .

We assume in the remainder of the paper that all the interac-
tion functionsgij , for all (vi, vj) ∈ E, are attraction/repulsion
functions. Furthermore, we assume, without loss of generality,
that the positive numberα+ in Definition 1 can be applied to
all gij , i.e.,

gij(d) > 0, ∀ d ≥ α+, (4)

for all (vi, vj) ∈ E.



In the paper, we often deal with sub-systems of (1), espe-
cially, the subsystems induced by subgraphs ofG. We thus
have the following definition:

Definition 2 (Induced sub-systems). Let G′ = (V ′, E′) be a
subgraph ofG. A multi-agent system is asub-system induced
by G′ if it is comprised of agentsxi, for vi ∈ V ′, together with
the interaction functionsgij , for (vi, vj) ∈ E′. Specifically, the
dynamics of the agents in the induced sub-system are given
by:

ẋi =
∑

vj∈V ′

i

gij(dij)(xj − xi), ∀vi ∈ V ′

with V ′
i the neighbors ofi in G′.

For each configurationp ∈ PG, we denote byf(p) the
vector field of system (1). The configurationp is said to be an
equilibrium of system (1) iff(p) = 0. For eachvi ∈ V , we
let fi(p) ∈ R

n be defined by restrictingf(p) to agentxi, i.e.,

fi(p) :=
∑

vj∈Vi

gij(dij)(xj − xi).

Similarly, for a subgraphG′ = (V ′, E′) of G, we denote
by fV ′(p) ∈ R

n|V ′| the restricting of f(p) to the sub-
configurationp′ associated withG′.

B. Preliminaries and the main result

In this subsection, we describe some preliminary results,
and then state the main theorem of the paper. Recall that
the dynamics of system (1) is a gradient flow ofΨ defined
in (2). By assuming that allgij , for (vi, vj) ∈ E, are
attraction/repulsion functions, we have the following fact:

Lemma 1. The potential functionΨ : PG → R is bounded
below, i.e.,

inf{Ψ(p) | p ∈ PG} > −∞.

Proof. First, note that from the condition ofstrong repulsion,
there is a positive numberα− > 0 such that

gij(d) < 0, ∀ d ≤ α− and∀ (vi, vj) ∈ E.

We also recall thatα+ is defined in (4) such that

gij(d) > 0, ∀ d ≥ α+ and∀ (vi, vj) ∈ E.

This, in particular, implies that for all(vi, vj) ∈ E,

min
d∈[α−,α+]

∫ d

1

sgij(s)ds = inf
d∈R+

∫ d

1

sgij(s)ds.

Now, let

ψ0 := min
(vi,vj)∈E

{
min

d∈[α−,α+]

∫ d

1

sgij(s)ds

}
; (5)

then, we have

Ψ(p) ≥ |E|ψ0, ∀ p ∈ PG,

which completes the proof. �

It is well known that along a trajectory of a gradient flow,
the potential function is non-increasing. On the other hand,
the condition ofstrong repulsionimplies that the potential
functionΨ is infinite if the distance of separation of two neigh-
boring agents is zero. This, in particular, implies that there is
no collision of neighboring agents along the evolution, and
hence solutions of system (1) exist for all time. Furthermore,
for a configurationp = (x1, . . . , xN ) ∈ PG, if we let d−(p)
andd+(p) be defined as follows:

{
d−(p) := min {‖xj − xi‖ | (vi, vj) ∈ E}
d+(p) := max {‖xj − xi‖ | (vi, vj) ∈ E} , (6)

then we have the following fact:

Lemma 2. Let p(0) ∈ PG be the initial condition of sys-
tem (1), and p(t) be the trajectory generated by the system.
Then,

inf {d−(p(t)) | t ≥ 0} > 0.

Proof. Let ψ0 be defined in (5). Then, from the condition of
strong repulsion, there exists a numberd > 0 such that

∫ d

1

sgij(s)ds+ (|E| − 1) ψ0 > Ψ(p(0))

for all (vi, vj) ∈ E. We now show thatd−(p(t)) > d for all
t ≥ 0. Suppose that, to the contrary, there exists an instant
t ≥ 0 such that‖xj(t) − xi(t)‖ = d for some(vi, vj) ∈ E.
Then, by definition ofψ0, we have

Ψ(p(t)) ≥
∫ d

1

sgij(s)ds + (|E| − 1) ψ0 > Ψ(p(0))

which contradicts the fact thatΨ(p(t)) is non-increasing int.
This completes the proof. �

Note that from Lemmas 1 and 2, if the potential functionΨ
is such that

lim
d+(p)→∞

Ψ(p) = ∞, (7)

then each trajectoryp(t) of system (1) has to remain bounded,
and hence converges to the set of equilibria. Yet, (7) may not
hold under the condition offading attraction. For example, if
eachgij is a Lennard-Jones type interaction, i.e.,

gij(d) = − σij,1
dnij,1

+
σij,2
dnij,2

with nij,1 > nij,2 > 2; then, for all(vi, vj) ∈ E, we have
∫ ∞

1

sgij(s)ds = − σij,1
nij,1 − 2

+
σij,2

nij,2 − 2
<∞,

and henceΨ(p) may remain bounded asd+(p) diverges.
Nevertheless, we are still able to establish the convergence
of system (1). We state below the main result of the paper.

Theorem 1. LetG = (V,E) be a connected undirected graph,
and letgij , for (vi, vj) ∈ E, be attraction/repulsion functions.
Then, the multi-agent system(1) satisfies the following prop-
erties:



1) There exist two positive numbersD− andD+ such that
if p is an equilibrium of system(1), then

D− ≤ d−(p) ≤ d+(p) ≤ D+

with d−(p) and d+(p) defined in(6).
2) For any initial conditionp(0) ∈ PG, the trajectoryp(t)

of system(1) converges to the set of equilibria.

In the remainder of the paper, we establish properties of
system (1) that are needed to prove Theorem 1. In section III,
we introduce a class of partitions, termeddilute partitions,
of frameworks, which decomposes frameworks into disjoint
sub-frameworks satisfying certain combinatorial and metric
properties. This is a rich question, related to thek-means
clustering [25] and its variants. We then apply dilute parti-
tions to unbounded sequences of frameworks, and describe
relevant properties associated with it. In section IV, we apply
dilute partitions to frameworks along a class of trajectories
generated by system (1), and establish certain path behavior
of the trajectories, which is relevant to the proof of system
convergence.

III. D ILUTE PARTITIONS AND DILUTING SEQUENCES

Let (G, p) be a framework. We say thatσ = {(Gi, pi)}mi=1,
with Gi = (Vi, Ei), is a partition of (G, p) if σ satisfies the
following conditions:

1) The subsets{V1, . . . , vm} of V form a partition:

V = ⊔m
i=1Vi. (8)

2) EachGi is a subgraph ofG induced byVi, and eachpi
is a sub-configuration ofp associated withGi.

We refer to (8) the partition ofV induced byσ.
Now, for a partitionσ = {(Gi, pi)}mi=1 of a framework

(G, p), let the diameter of a sub-configurationpi be

φ(pi) := max {‖xk − xj‖ | vj , vk ∈ Vi} .
We then define theintra-cluster distance of σ by

L−(σ) := max {φ(pi) | 1 ≤ i ≤ m} . (9)

Given two distinct sub-frameworks(Gi, pi) and (Gj , pj), let
d(pi, pj) be the distance betweenpi andpj :

d(pi, pj) := min {‖xi′ − xj′‖ | vi′ ∈ Vi, vj′ ∈ Vj} .
We say that(Gi, pi) and (Gj , pj) areadjacent if there is an
edge(vi′ , vj′ ) of G, with vi′ ∈ Vi and vj′ ∈ Vj . We then
define theinter-cluster distance of σ by

L+(σ) := min
(i,j)

{d(pi, pj)} , (10)

where the minimum is taken over the pairs(i, j) for (Gi, pi)
and(Gj , pj) to be adjacent. With the definitions and notations
above, we define dilute partitions:

Definition 3 (Dilute partitions). Let (G, p) be a framework,
with G connected andp ∈ PG. A partition σ = {(Gi, pi)}mi=1

of (G, p) is a dilute partition with respect to a positive
numberl if it satisfies the following two conditions:

1) EachGi is connected.

2) If (Gi, pi) and (Gj , pj) are adjacent, thend(pi, pj) > l
andmax{φ(pi), φ(pj)} < d(pi, pj).

In the remainder of the section, we fix a connected graph
G, and assume thatG has at least two vertices. For a positive
number l and a configurationp ∈ PG, we let Σ(l ; p) be
the set of dilute partitions of(G, p) with respect tol. Note
thatΣ(l ; p) is nonempty becauseΣ(l ; p) always contains the
trivial partition , namely, the partition which has only one
cluster containing all the agents. A partition of(G, p) is said
to be nontrivial if it is not the trivial partition. We also note
that from Definition 3, ifσ ∈ Σ(l, p) and l ≥ l′ > 0, then
σ ∈ Σ(l′, p). In other words, we haveΣ(l, p) ⊆ Σ(l′, p) for
all configurationsp ∈ PG.

We will now state the main result of the section, which re-
lates dilute partitions to sequences of diverging configurations:

Diluting sequence. Let {p(i)}i∈N be a sequence of config-
urations inPG. We say that{p(i)}i∈N is unbounded if for
any d > 0, there exists ani ∈ N such thatφ(p(i)) > d. We
now formalize in detail the following fact: for any unbounded
sequence{p(i)}i∈N, there is a subsequence{p(ni)}i∈N such
that (i) the agents inp(ni), for i ∈ N, are clustered in the
same way; (ii) the inter-cluster distances diverge while the
intra-cluster distances remain bounded. Precisely, we state the
following result:

Theorem 2 (Diluting sequence). Let {p(i)}i∈N be an un-
bounded sequence inPG, and {li}i∈N be a sequence of
positive real numbers, withlimi→∞ li = ∞. Then, there is
a subsequence{p(ni)}i∈N out of {p(i)}i∈N, together with a
sequence of nontrivial dilute partitions

{σi ∈ Σ(li ; p(ni))}i∈N
,

such that the following properties are satisfied:

1) All partitions σi induce the same partition ofV .
2) There is a positive numberL0 such that

L−(σi) ≤ L0, ∀i ∈ N.

We refer to{p(n(i))}i∈N as adiluting sequence.

The remainder of the section is organized to establish
Theorem 2. In particular, we establish in Subsection III-A a
sufficient condition for a framework(G, p) to admit a non-
trivial dilute partition. We then provide, in Subsection III-B,
a proof of Theorem 2.

A. Existence of nontrivial dilute partitions

Naturally, given a framework(G, p), there is a partial order
defined over the set of partitions of(G, p): Let σ andσ′ be two
partitions of(G, p). Let V = ⊔m

i=1Vi andV = ⊔m′

i=1V
′
i be the

partitions of the vertex setV induced byσ andσ′, respectively.
We say thatσ′ is coarser thanσ, or simply writeσ′ ≺ σ, if
m > m′, and moreover, eachVi is a subset ofV ′

j for some
j = 1, . . . ,m′. Recall that given a configurationp, φ(p) is the
diameter ofp. Now, fix a positive numberl > 0, we establish
the following result:



Proposition 1. Let (G, p) be a framework, withG a connected
graph of at least two vertices andp ∈ PG. For a positive
numberl, there exists a thresholdd > 0 such that ifφ(p) > d,
then there is a nontrivial partition inΣ(l ; p).

Proof. The proof will be carried out by contradiction: we
assume that for anyd > 0, there exists a configurationp ∈ PG,
with φ(p) ≥ d, such thatΣ(l ; p) is a singleton, comprised
only of the trivial partition.

Pick any such configurationp, with φ(p) sufficiently large.
To proceed, first note that there exists at least a pair of agents
xi andxj in p, with (vi, vj) ∈ E, such that‖xj−xi‖ ≤ l. This
holds because otherwise, the agent-wise partition of(G, p)—
{({i},∅) , xi}Ni=1, with ({i},∅) a graph of one single vertexi
and no edge— is a nontrivial dilute partition inΣ(l ; p). Now,
define a partitionσ = {(Gi, pi)}mi=1 of (G, p), with Gi =
(Vi, Ei), as follows: Two verticesvj andvj′ are in the same
subsetVi if, and only if, there is a chain of verticesvj1 , . . . , vjq
in V , with vj1 = vj andvjq = vj′ , such that

(
vjk , vjk+1

)
∈ E and ‖xjk − xjk+1

‖ ≤ l (11)

for all k = 1, . . . , q − 1.
We describe below some properties of the newly constructed

partition σ. First, note that from (11), each subgraphGi is
connected andφ(pi) is bounded above; indeed, we have

φ(pi) < l′, for l′ := (N − 1)l. (12)

Furthermore, we have

1 < m < N. (13)

To see this, first note that there exists at least an edge(vi, vj) ∈
E such that‖xj − xi‖ ≤ l, and hence there is at least a
subgraphGk having more than one vertex, which implies that
m < N . Also, note thatφ(p) can be made sufficiently large;
in particular, if we letφ(p) ≥ l′, then, from (12), we must
havem > 1.

Now, suppose that for any two adjacent frameworks(Gi, pi)
and (Gj , pj), we haved(pi, pj) > l′; then,σ is a nontrivial
partition inΣ(l′ ; p). Sincel′ ≥ l, we haveσ ∈ Σ(l ; p), which
is a contradiction. We thus assume that there are two adjacent
frameworks(Gi, pi) and (Gj , pj) such thatd(pi, pj) ≤ l′.
Similarly, using this condition, we define a partitionσ′ =
{(G′

i, p
′
i)}m

′

i=1 of (G, p), with G′
i = (V ′

i , E
′
i), as follows: Each

V ′
i is a union of certain subsetsVj , and two subsetsVj andVj′

are belong to the same setV ′
i if, and only if, there is a chain

of subsetsVj1 , . . . , Vjq′ , with Vj1 = Vj andVjq′ = Vj′ , such
that(Gjk , pjk) and(Gjk+1

, pjk+1
) are adjacent, and moreover,

d(pjk , pjk+1
) ≤ l′, ∀ k = 1, . . . , q′ − 1.

Similarly, by construction, we have that for eachi =
1, . . . ,m′, the subgraphG′

i is connected, and

φ(p′i) ≤ l′′, for l′′ := (2m− 1) l′.

Furthermore, by applying the same arguments as used to
prove (13), we obtain1 < m′ < m; indeed, we haveσ ≻ σ′.

We then repeat the argument as above. Specifically, we
assume that there is at least a pair of adjacent frameworks
(G′

i, p
′
i) and (G′

j , p
′
j) with d(p′i, p

′
j) ≤ l′′. Using this as the

defining condition, we obtain another nontrivial partitionσ′′

of (G, p), with σ′′ ≺ σ′. Continuing with this process, we
obtain a chain of partitions of(G, p) asσ ≻ σ′ ≻ σ′′ ≻ · · · .
Since there are only finitely many partitions of(G, p), the
chain terminates in finite steps. For simplicity, but without
loss of any generality, we assume that the chain stops atσ′.
In other words, for any two adjacent frameworks(G′

i, p
′
i) and

(G′
j , p

′
j), we haved(p′i, p

′
j) > l′′. But then,σ′ is in Σ(l′′ ; p).

Sincel′′ ≥ l, we haveσ′ ∈ Σ(l ; p), which is a contradiction.
This completes the proof. �

Remark 1. Note that for any configurationp, we haveφ(p) ≥
d+(p). Thus, from Proposition 1, we have that for anyl > 0,
there existsd > 0 such that ifd+(p) > d, then there is a
nontrivial partition in Σ(l ; p).

B. Proof of Theorem 2

For simplicity but without loss of generality, we assume
that both sequences{φ(p(i))}i∈N and{li}i∈N monotonically
increase and approach to infinity. Note that in the most
general case, the condition of monotonicity can be achieved
by passing the original sequences to subsequences. The proof
of Theorem 2 is carried out by induction on the number of
vertices ofG.

For the base caseN = 2, we write p(i) = (x1(i), x2(i));
thenφ(p(i)) = ‖x2(i)−x1(i)‖. For simplicity, we assume that
φ(p(i)) > li for all i ∈ N (without passing to a subsequence).
Let σi be the agent-wise partition of(G, p(i)). Then, the
following hold: (i) eachσi is in Σ(li ; p(i)); (ii) L−(σi) = 0
for all i ∈ N; and (iii) all theσi induce the same partition of
V , i.e.,V = {v1} ∪ {v2}. This establishes the base case.

For the inductive step, we assume that Theorem 2 holds
for N ≤ k − 1, and prove forN = k. Since{φ(p(i))}i∈N

monotonically increases and approaches to infinity, from
Proposition 1, we have that for eachi ∈ N, there is a number
ji ∈ N such that ifj ≥ ji, then there is a nontrivial partition of
(G, p(j)) in Σ(li, p(j)). Without loss of generality, we assume
that ji = i for all i ∈ N. So, for each framework(G, p(i)),
there is a nontrivial partitionσi in Σ(li, p(i)). Since there are
only finitely many partitions ofV , there must be a subsequence
of {σi}i∈N such that all the partitions in the subsequence
induce the same partition ofV . Again, for simplicity but
without loss of generality, we assume that the subsequence
can be chosen as the original sequence{σi}i∈N itself.

Now, suppose that{L−(σi)}i∈N is bounded; then, the
sequence{p(i)}i∈N is a diluting sequence, and hence we
complete the proof. We thus assume that{L−(σi)}i∈N is
unbounded. First, letV = ⊔m

j=1Vj be the partition ofV
induced byσi, for all i ∈ N. Let Gj be the subgraph induced
by Vj , and write

σi = {(Gj , pj(i))}mj=1.

Without loss of generality, we assume that{p1(i)}i∈N is
unbounded. For simplicity, we assume that all the other
sequences{pj(i)}i∈N, for j = 2, . . . ,m, are bounded. But
the arguments below can be used to prove general cases.

Since all the partitionsσi are nontrivial, we have thatG1

is a proper subgraph ofG. For a framework(G1, p1), with



p1 ∈ PG1
, and a positive numberl, let Σ1(l ; p1) be the set

of dilute partitions of(G1, p1) with respect tol. Appealing
to the induction hypothesis, we obtain a subsequence of
configurations{p1(ni)}i∈N, with ni ≥ i, and a sequence of
nontrivial partitions of(G1, p1(ni)):

{σ′
i ∈ Σ1(li ; p1(ni))}i∈N

.

The partitions above satisfy the following two conditions:

a) All σ′
i induce the same partition ofV1: V1 = ⊔m′

j=1V1j .
b) There is a positive numberL′

0 such that

L−(σ
′
i) ≤ L′

0 ∀i ∈ N.

We now useσ′
i and σni

to construct a new partitionσ∗
i

of (G, p(ni)): First, note that since{li}i∈N monotonically
increases andni ≥ i for all i ∈ N, we havelni

≥ li for
all i ∈ N. So, if we write

σ′
i = {(G1j , p1j (ni))}m

′

j=1,

and define a partition of(G, p(ni)) as follows:

σ∗
i := {G1j , p1j (ni)}m

′

j=1 ∪ {Gj , pj(ni)}mj=2,

then σ∗
i is in fact an element inΣ(li ; p(ni)). Furthermore,

from condition b) above, we have

L−(σ
∗
i ) ≤ max {L′

0, φ(p2(ni)), . . . , φ(pm(ni))} .

Since each sequence{φ(pj(ni))}i∈N, for j = 2, . . . ,m, is by
assumption bounded above, we conclude that there exists a
positive numberL0 such thatL−(σ

∗
i ) ≤ L0 for all i ∈ N. We

have thus shown that{p(ni)}i∈N is a diluting sequence. �

IV. A NALYSIS AND PROOF OFTHEOREM 1

This section is devoted to the proof of Theorem 1. We
start with a brief outline of the proof. In subsection IV-A,
we establish the first part of Theorem 1, i.e., we show that the
distances between neighboring agents in an equilibrium are
bounded both above and below. In subsection IV-B, we intro-
duce a class of trajectories generated by system (1), termed
self-clustering trajectories. Roughly speaking, aself-clustering
trajectory is such that the agents in the configuration evolve
along time to form disjoint clusters, with the intra- and inter-
cluster distances, bounded above and below, respectively,by
certain prescribed thresholds. We show that any self-clustering
trajectory remains bounded if the interactions between agents
in different clusters are all attractions. In subsection IV-C, we
prove the convergence of system (1). The proof is carried out
by contradiction: we show that if there were an unbounded
trajectory generated by system (1), then it would be a self-
clustering trajectory, and moreover, the interactions between
agents in different clusters are all attractions after a finite
amount of time. Then, by appealing to the results derived
in subsection IV-B, we conclude that any such trajectory is
bounded which is a contradiction.

A. Bounded sizes of equilibria

In this subsection, we show that there exists positive num-
bersD+ andD− such that ifp is an equilibrium of system (1),
then

D− ≤ d−(p) ≤ d+(p) ≤ D+. (14)

Existence of an upper bound. Recall thatα+ (defined in (4))
is such that

gij(d) > 0, ∀ d ≥ α+ and∀ (vi, vj) ∈ E;

we then set
D+ := (N − 1)α+. (15)

We show that if p is an equilibrium of system (1), then
d+(p) ≤ D+. The proof is carried out by contradiction.

Let p be an equilibrium withd+(p) > (N − 1)α+. Without
loss of generality, we assume that‖xN − x1‖ = d+(p). Let
xji , for j = 1, . . . , n, be thej-th coordinate ofxi; by rotating
and/or translatingp if necessary, we assume that bothx1 and
xN are on the first-coordinate, withx11 < x1N . In other words,
we have

x1N − x11 = d+(p) > (N − 1)α+. (16)

Since there are onlyN agents, there must be a partitionV =
V ′ ⊔ V ′′, with v1 ∈ V ′ andvN ∈ V ′′, such that

x1j − x1i > α+, ∀ vi ∈ V ′ and∀ vj ∈ V ′′.

Indeed, if such bi-partition does not exist, then there is a chain
vi1 , . . . , viN , with vi1 = v1 andviN = vN , such thatx1ij+1

−
x1ij ≤ α+ for all j = 1, . . . , N − 1. But then,

x1N − x11 =
N−1∑

j=1

(
x1ij+1

− x1ij

)
≤ (N − 1)α+,

which contradicts (16).
Following the partitionV = V ′ ⊔ V ′′, we define a subset

of E as follows:

E∗ := {(vi, vj) ∈ E | vi ∈ V ′, vj ∈ V ′′} ,

which is nonempty becauseG is connected. We further define
two variables as follows:

s′(p) :=
∑

vi∈V ′

x1i and s′′(p) :=
∑

vi∈V ′′

x1i .

The dynamics ofs′(p) ands′′(p) are given by

d

dt
s′(p) = − d

dt
s′′(p) =

∑

(vi,vj)∈E∗

gij(dij)(x
1
j − x1i ).

Note that for each(vi, vj) ∈ E∗, we havex1j − x1i > α+, and
hencegij(dij) > 0. So,

d

dt
s′(p) = − d

dt
s′′(p) > 0,

which contradicts the fact thatp is an equilibrium of sys-
tem (1). We have thus shown thatD+, defined in (15), is an
upper bound ford+(p) for p an equilibrium.



Existence of a lower bound. We first have some notations.
Let (vi, vj) ∈ E be an edge ofG; for any positive numberd,
we define a function inC(R+,R) as follows:

gij(d) := dgij(d). (17)

Let S be a subset ofR, and letg−1
ij (S) be a subset ofR+

defined by

g−1
ij (S) :=

{
d ∈ R+ | gij(d) ∈ S

}
.

With the notations above, we establish the following fact:

Lemma 3. Let gij , for (vi, vj) ∈ E, be an attraction/repulsion
function. Then,

lim
η→∞

sup
{
d ∈ g−1

ij (± η)
}
= 0.

Proof. It suffices to show that for anyd ∈ R+, there exists
a positive numberηd such that ifη > ηd, theng−1

ij (± η) is
a nonempty subset of the open interval(0, d). First, from the
condition of fading attraction, we have

sup
{
|gij(d′)| | d′ ≥ d

}
<∞.

We can thus define

ηd := sup
{
|gij(d′)| | d′ ≥ d

}
+ 1.

Then, by the fact thatlimd→0+ gij(d) = −∞, we conclude
that if η > ηd, theng−1

ij (± η) is nonempty, and is contained
in (0, d). �

Let d be a positive number; we define a subset ofPG as
follows:

ZG(d) := {p ∈ PG | d−(p) = d} . (18)

Recall thatf(p) is the vector field of system (1) atp. With
Lemma 3, we establish the following fact:

Proposition 2. Let ZG(d) be defined in(18). Then,

lim
d→0+

inf {‖f(p)‖ | p ∈ ZG(d)} = ∞.

Proof. The proof will be carried out by induction on the
number of vertices ofG. For the base caseN = 2, we have

ZG(d) = {(x1, x2) ∈ PG | ‖x2 − x1‖ = d} .
We also have for anyp ∈ PG,

‖f(p)‖ =
√
2 ‖f1(p)‖ =

√
2 ‖f2(p)‖ =

√
2 |g12(d12)|.

From the condition of strong repulsion, we have
limd→0+

√
2 |g12(d)| = ∞, which establishes the base

case.
For the inductive step, we assume that Proposition 2 holds

for N ≤ k−1, and prove forN = k. The proof will be carried
out by contradiction: we assume that there exists a number
η > 0 such that for anyd > 0, there is a numberd∗ ∈ (0, d)
and a configurationp ∈ ZG (d∗) such that‖f(p)‖ ≤ η.

Choosed, and henced∗, arbitrarily small; letp ∈ ZG(d∗) be
such that‖f(p)‖ ≤ η. Without loss of generality, we assume
that (v1, v2) is an edge ofG, and moreover,d12 = d∗. Since

G is connected, there is a connected subgraphG′ = (V ′, E′)
of G which has(k−1) vertices and contains the edge(v1, v2).
Label the vertices ofG such thatV ′ = {v1, . . . , vk−1}. Note
that if we letp′ be the sub-configuration ofp associated with
G′, thenp′ ∈ ZG′(d∗). LetS′ be the sub-system of (1) induced
by G′, and f ′(p′) be the associated vector field atp′. From
the induction hypothesis, if we letω ∈ R+ be such that

‖f ′(p′)‖ = ω η; (19)

then, ω can be made arbitrarily large by assuming thatd∗
sufficiently small.

For eachvi ∈ V ′, let f ′
i(p

′) be defined by restrictingf ′(p′)
to xi. From (19), there exists at least a vertexvi ∈ V ′ such
that

‖f ′
i(p

′)‖ ≥ ω′ η, for ω′ := ω/
√
k − 1.

Note thatω′ can be made arbitrarily large by increasingω.
Without loss of generality, we assume thatp is rotated in a
way such that

f ′
i(p) = (‖f ′

i(p)‖, 0, . . . , 0) ∈ R
n. (20)

There are two cases:
Case I. Suppose that(vi, vk) /∈ E; then,fi(p) = f ′

i(p). In
particular, if we letω′ > 1, then

‖f(p)‖ ≥ ‖fi(p)‖ = ω′ η > η

which is a contradiction. The proof is then complete.
Case II. We assume that(vi, vk) ∈ E. Recall thatx1i is the

first coordinate ofxi. Following (20), the dynamics ofx1i , in
system (1), is given by

ẋ1i = ‖f ′
i(p)‖+ gik(dik)(x

1
k − x1i ).

Since|ẋ1i | ≤ ‖f(p)‖, we have

gik(dik)(x
1
k − x1i ) ≤ ‖f(p)‖ − ‖f ′

i(p)‖.
Using the fact that‖f(p)‖ ≤ η and‖f ′

i(p)‖ ≥ ω′ η, we obtain

gik(dik)(x
1
k − x1i ) ≤ −(ω′ − 1) η < 0, (21)

which further implies that|gik(dik)| ≥ (ω′− 1) η. Then, from
Lemma 3, we have thatdik can be made arbitrarily small by
increasingω′. In particular, if dik is sufficiently small such
that gik(dik) < 0, then, from (21), we havex1k > x1i .

We next consider the dynamics ofx1k in system (1):

ẋ1k = gik(dik)(x
1
i − x1k) +

∑

vj∈Vk−{vi}

gjk(djk)(x
1
j − x1k).

Combining (21) with the fact that|ẋ1k| ≤ η, we know that
there is at least a vertexvj ∈ Vk − {vi} such that

gjk(djk)(x
1
j − x1k) ≤ −ω′′ η, for ω′′ :=

ω′ − 2

k − 1
. (22)

The right hand side of the equation can be made negative by
increasingω′, and henceω′′. Appealing again to Lemma 3,
we know that by increasingω′′, we can makedjk arbitrarily
small such thatgjk(djk) < 0. It then follows from (22) that
x1j > x1k.

Now, for the dynamics ofx1j , we can apply the arguments
above as to the dynamics ofx1k. By doing so, we obtain another



vertexvj′ ∈ Vj such thatx1j′ > x1j . Furthermore, by repeating
using the arguments, we obtain an infinite sequence as follows:

x1i < x1k < x1j < x1j′ < x1j′′ < · · · .

This contradicts the fact thatG has onlyk vertices, which
completes the proof. �

The existence of a lower boundD− then directly follows
from Proposition 2; indeed, from Proposition 2, we can choose
D− to be such that ifd ≤ D− andp ∈ ZG(d), then‖f(p)‖ >
1. We have thus established the first part of Theorem 1.

B. Self-clustering trajectories

We introduce in this subsectionself-clustering trajecto-
ries of system (1). Let(G, p) be a framework, andσ =
{(Gi, pi)}mi=1 be a partition of(G, p). Recall that the intra-
and inter-cluster distances of the partitionσ are defined (in (9)
and (10), respectively) as follows:

{
L−(σ) = max {φ(pi) | 1 ≤ i ≤ m} ,
L+(σ) = min(i,j) {d(pi, pj)}

where the minimum is taken over pairs(i, j), for (Gi, pi) and
(Gj , pj) adjacent. We then have the following definition:

Definition 4. Let l0 and l1 be positive numbers. A trajectory
p(t) of system(1) is self-clustering, with respect to(l0, l1),
if there exists a nontrivial partitionV = ⊔m

i=1Vi such that
the following condition is satisfied: LetGi be the subgraph
induced byVi, and letσt = {(Gi, pi(t))}mi=1 be a partition of
(G, p(t)). Then, there exists an instantt0 ≥ 0 such that for
all t ≥ t0, we have

L−(σt) < l0 and L+(σt) > l1. (23)

Recall that the numberα+ (defined in (4)) is chosen such
that gij(d) > 0 for all d ≥ α+ and for all (vi, vj) ∈ E.
We prove in this subsection that if a trajectoryp(t) is
self-clustering, with inter-cluster distances sufficiently large
(greater thanα+); then,p(t) remains bounded along timet.
Precisely, we have the following fact:

Proposition 3. Let l0 and l1 be positive numbers, and assume
that l1 > α+. Suppose thatp(t) is a self-clustering trajectory
with respect to(l0, l1); then,p(t) remains bounded along the
evolution, i.e.,

sup{φ(p(t)) | t ≥ 0} <∞.

To prove Proposition 3, we first introduce some notations.
Let the centroid of a configurationp(t) be defined as

c(p(t)) :=
∑

vi∈V

xi(t)/|V |.

Then, by computation, we havedc(p(t))/dt = 0. So, for
simplicity but without loss of generality, we can assume that
c(p(t)) = 0 for all t ≥ 0. Now, for eacht ≥ 0, let

σt = {(Gi, pi(t))}mi=1, with Gi = (Vi, Ei), (24)

be a nontrivial partition of(G, p(t)). Becausep(t) is a self-
clustering trajectory. So, we can assume that (23) holds for
the partitionsσt defined in (24) for allt ≥ t0. Further, for
simplicity, we assume thatt0 = 0, i.e., (23) holds since the
starting time. LetI := {1, . . . ,m} be the index set for the
frameworks{(Gi, pi(t))}mi=1 associated withσt. For a subset
I ′ of I, let

GI′ = (VI′ , EI′), with VI′ := ⊔j∈I′Vj

be the subgraph ofG induced byVI′ , and letpI′(t) be the
sub-configuration ofp(t) associated withGI′ . Similarly, let
the centroid ofpI′(t) be c(pI′(t)) :=

∑
vi∈V

I′
xi(t)/|VI′ |.

Next, we introduce a set of time-dependent variables, en-
coding certain metric properties ofp(t) along timet. First, for
a subsetI ′ ⊂ I, let a continuously differentiable function int
be defined asπ(I ′ ; t) := ‖c(pI′(t))‖. Then, for an integer
k = 1, . . . ,m, we define a continuous function by

Π(k ; t) := max
I′

{π(I ′ ; t) | |I ′| = k}. (25)

For example, ifk = 1, then

Π(1 ; t) = max{‖c(pi(t))‖ | i = 1, . . . ,m};

and if k = m, then

Π(m ; t) = ‖c(p(t))‖ = 0.

We note here, without a proof, the following fact that for any
t ≥ 0,

Π(1 ; t) ≥ . . . ≥ Π(m ; t) = 0.

Now, fix an integerk = 1, . . . ,m − 1, we relate below
Π(k, t) andΠ(k + 1, t) by formalizing the following fact: if
Π(k ; t) is expanding at a certain instantt, thenΠ(k + 1 ; t)
cannot be too small. Precisely, we have the following result:

Lemma 4. Let p(t) be the self-clustering trajectory, with
respect to(l0, l1), in Proposition 3. Fix an instantt > 0,
and let r > 0 be such thatΠ(1 ; t′) ≤ r for all t′ ≤ t.
Suppose that there is an integerk = 1, . . . ,m − 1 such that
Π(k ; t′) ≤ Π(k ; t) for all t′ ≤ t; then,

Π(k + 1 ; t) ≥ r −N(r −Π(k ; t))− 2l0.

We refer to Appendix A for a proof of Lemma 4. With
Lemma 4, we prove Proposition 3.

Proof of Proposition 3.Let σt be defined in (24) as the non-
trivial partitions associated with the self-clustering trajectory
p(t). Let Π(k, t), for k = 1, . . . ,m, be defined in (25). We
first show that

φ(p(t)) < 2(Π(1 ; t) + l0), ∀ t ≥ 0. (26)

Let vi, vj be any two vertices inV ; we assume thatvi ∈ Vi′

andvj ∈ Vj′ . Then, by the triangle inequalities, the distance
dij(t) betweenxi(t) andxj(t) is bounded above by the sum
of three terms:

dij(t) ≤ ‖xi(t)− c(pi′(t))‖ + ‖c(pj′(t))− xj(t)‖
+‖c(pi′(t)) − c(pj′(t))‖;



for the first two terms, we have
{

‖xi(t)− c(pi′(t))‖ < φ(pi′ (t)) < l0,
‖c(pj′(t))− xj(t)‖ < φ(pj′ (t)) < l0;

for the last term, we have

‖c(pi′(t))− c(pj′ (t))‖ ≤ 2Π(1 ; t).

It then follows thatdij(t) < 2(Π(1 ; t) + l0), and hence (26)
holds.

It thus suffices to show thatsup{Π(1, t) | t ≥ 0} < ∞.
The proof is carried out by contradiction. Suppose that, to
the contrary, for anyr ≥ 0, there exists an instantt1 such
that Π(1, t1) = r. Chooser sufficiently large such thatr >
Π(1 ; 0), and lett1 be such that

Π(1 ; t) ≤ Π(1 ; t1) = r, ∀ t ≤ t1.

Then, from Lemma 4, we have

Π(2 ; t1) ≥ r − 2l0.

We may increaser, if necessary, so thatr − 2l0 > Π(2 ; 0).
Choose an instantt2 ∈ (0, t1] such that

Π(2 ; t) ≤ Π(2 ; t2) = r − 2l0, ∀ t ≤ t2.

Then, appealing again to Lemma 4, we obtain

Π(3 ; t2) ≥ r − 2(N + 1)l0.

Repeating this argument, we then obtain a time sequencet1 ≥
. . . ≥ tm−1 such that for allk = 1, . . . ,m− 1, we have

Π(k + 1 ; tk) ≥ r − 2

k−1∑

i=0

N il0.

In particular, fork = m, we have

0 = Π(m ; tm−1) ≥ r − 2
m−2∑

i=0

N il0, (27)

which is a contradiction becauser can be chosen arbitrarily
large, and hence the right hand side of (27) is positive. This
completes the proof. �

C. Convergence of the gradient flow

We now return to the proof of Theorem 1. We show
that for any initial conditionp(0) in PG, the trajectoryp(t)
converges to the set of equilibria. The proof will be carried
out by contradiction, i.e., we assume that there is an initial
conditionq(0) ∈ PG such that the trajectoryq(t) of system (1)
is unbounded. In the remainder of the section, we fix the
trajectoryq(t), and derive contradictions.

Sinceq(t) is unbounded, there is a time sequence{ti}i∈N ,
with limi→∞ ti = ∞, such that{q(ti)}i∈N is unbounded.
Choose a monotonically increasing sequence{li}i∈N out of
R+, and letlimi→∞ li = ∞. From Theorem 2, there is a di-
luting sequence{q(tni

)}i∈N, as a subsequence of{q(ti)}i∈N,
together with a sequence of nontrivial partitions{σti}i∈N

satisfying the following properties:

1) All partitions σti , for i ∈ N, induce the same partition
of V : V = ⊔m

i=1Vi.

2) There existsL0 > 0 such thatL−(σi) ≤ L0 for all
i ∈ N.

Without loss of generality, we assume thatni = i for all i ∈ N,
i.e., the subsequence{q(tni

)}i∈N can be chosen as{q(ti)}i∈N

itself. We can also assume thatL0 is large enough so that
L0 ≥ D+, with D+ = (N − 1)α+ defined in (15).

Following the partitionV = ⊔m
i=1Vi, we letGi = (Vi, Ei)

be the subgraph induced byVi. For each framework(G, q(t)),
we let σt be the nontrivial partition of(G, q(t)) defined as

σt := {(Gi, qi(t))}mi=1; (28)

note that for eachi ∈ N, we haveσti ∈ Σ(li ; q(ti)). We
show below that ifq(t) is unbounded, then ithas to be a
self-clusteringtrajectory with respect to(L0, li) for all i ∈ N.
Precisely, we state the following result:

Proposition 4. Suppose thatq(t) were an unbounded trajec-
tory generated by system(1); let σt, for t ≥ 0, be the partition
of (G, q(t)) defined in(28). Then, for eachi ∈ N, there would
be a ji ∈ N such that for allt ≥ tji , we have

σt ∈ Σ(li ; q(t)) and L−(σt) < L0.

In particular, q(t) would be a self-clustering trajectory with
respect to(L0, li) for all i ∈ N.

We refer to Appendix B for a proof of Proposition 4. With
Propositions 3 and 4, we prove the second part of Theorem 1.

Proof of the second part of Theorem 1.The proof is carried
out by contradiction; we assume that there exists an un-
bounded trajectoryq(t) of system (1). But then, by combining
Propositions 3 and 4, we derive a contradiction: First, choose
an i ∈ N such thatli > α+, then from Proposition 4,q(t)
is a self-clustering trajectory with respect to(L0, li); On the
other hand, from Proposition 3, we havesupt≥0 φ(q(t)) <∞,
which contradicts the assumption thatq(t) is unbounded. We
thus conclude that for any initial conditionp(0) ∈ PG, the
trajectoryp(t) is bounded, and hence converges to the set of
equilibria. This completes the proof. �

V. CONCLUSIONS

We have established in this paper the convergence of the
multi-agent system (1) under the assumption that the interac-
tion functionsgij , for (vi, vj) ∈ E, have fading attractions.
To tackle this propblem, we introduced dilute partitions in
section III, as a new tool, to characterize the behaviors of tra-
jectories generated by system (1). The use of dilute partitions
enabled us to grasp the qualitative properties of the dynamics
of the formations that are needed to prove the convergence
results: On one hand, it reveals the fact that self-clustering
trajectories are all bounded, as shown in Proposition 3. On the
other hand, it precludes the possibility of system (1) having
unbounded trajectories, as implied by Proposition 4. Further,
we note that the class of dilute partitions is itself a rich
question. We have exhibited in section III some intriguing facts
of it: For example, the existence of a nontrivial dilute partition
in Proposition 1, and the existence of diluting sequence in
Theorem 2. These facts are independent of the dynamical



system (1), and hence can be used to solve other difficult multi-
agent control problems that involve large sized formations.
Future work may focus on establishing system convergence
under the assumption that interaction functionsgij ’s have not
only fading attractions, but alsofinite repulsions. We are also
interested in studying the system behavior when the network
topology G is directed and/or time-varying. Of course, in
either of the two cases above, system (1) is not a gradient
system anymore. It is thus interesting to know whether or not
trajectories of system (1) still converge. This also lies inthe
scope of our future research.

ACKNOWLEDGEMENTS

The author here is grateful for discussions with Prof.
Roger Brockett at Harvard University, Prof. Tamer Başar and
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APPENDIX A

Proof of Lemma 4.Let I ′ ⊂ I, with |I ′| = k, be chosen
such thatπ(I ′ ; t) = Π(k ; t). Let 〈·, ·〉 be the standard inner-
product inRn. For a vectorv ∈ R

n, let

v̂ :=

{
v/‖v‖ if v 6= 0,
0 otherwise.

We first show that for alli ∈ I ′,

〈ĉ(pI′(t)), c(pi(t))〉 ≥ r −N(r −Π(k ; t)). (29)

Let wi := |Vi|/|VI′ |; then, we can expressπ(I ′ ; t) as

π(I ′ ; t) = 〈ĉ(pI′(t)),
∑

i∈I′

wi c(pi(t))〉.

Then, using the fact that for alli ∈ I ′,

〈ĉ(pI′(t)), c(pj(t))〉 ≤ ‖c(pj(t))‖ ≤ r,

we obtain

〈ĉ(pI′(t)), c(pi(t))〉 ≥ r − 1

wi

(r − π(I ′ ; t)) .

Since1/wi ≤ N , we establish (29).
To proceed, we consider the time derivative ofπ(I ′ ; t)2

at t: First, let

EI′ := {(va, vb) ∈ E | va ∈ VI′ , vb /∈ VI′}.

Note thatEI′ is nonempty because (i)VI′ is a proper subset
of V sinceI ′ is a proper subset ofI, and (ii)G is connected.
Further, for an edge(va, vb) ∈ EI′ , let

ρab(t) := 〈c(pI′(t)), xb(t)− xa(t)〉 .

Then, with the definitions ofEI′ andρab(t), we have

d

dt
π(I ′ ; t)2 = 2

∑

(va,vb)∈E
I′

gab(dab(t)) ρab(t). (30)

Note thatdπ(I ′ ; t)2/dt ≥ 0 becauseΠ(k ; t′) ≤ Π(k ; t) for
all t′ ≤ t. We also note thatgab(dab(t)) > 0 for all (va, vb) ∈
EI′ . This holds becausep(t) is a self-clustering trajectory with
respect to(l0, l1) and l1 > α+, which in particular implies



thatdab(t) > α+. All then imply that there is at least an edge
(va, vb) ∈ EI′ such thatρab(t) ≥ 0.

Choose any such edge(va, vb) ∈ EI′ , and let indicesi, j ∈
I be such thatva ∈ Vi and vb ∈ Vj . It should be clear that
i ∈ I ′ and j /∈ I ′. Note that sinceI ′ is chosen such that
Π(k ; t) = π(I ′ ; t), we have

〈ĉ(pI′(t)), c(pj(t))〉 ≤ ‖c(pI′(t))‖.
Because otherwise, we can first find ani′ ∈ I ′ with
〈ĉ(pI′(t)), c(p′i(t))〉 ≤ ‖c(pI′(t))‖, and then replace this
i′ ∈ I ′ with j. By doing so, we obtain a strictly larger
π(I ′ ; t), which is a contradiction. On the other hand, we show
that

〈ĉ(pI′(t)), c(pj(t))〉 > 〈ĉ(pI′(t)), c(pi(t))〉 − 2l0. (31)

To prove (31), first note that
{

‖xa(t)− c(pi(t))‖ < φ(pi(t)) < l0

‖xb(t)− c(pj(t))‖ < φ(pj(t)) < l0.

So, we obtain
{

〈ĉ(pI′(t)), c(pi(t))− xa(t)〉 < l0

〈ĉ(pI′(t)), xb(t)− c(pj(t))〉 < l0,

which implies that

〈ĉ(pI′(t)), c(pj(t))〉 > 〈ĉ(pI′(t)), c(pi(t))〉 − 2l0 + ρab(t).

Sinceρab(t) ≥ 0, we establish (31).
Now, by combining (29) and (31), we obtain the following

inequality:

〈ĉ(pI′(t)), c(pj(t))〉 ≥ r −N(r −Π(k ; t))− 2l0. (32)

Let I ′′ := I ′ ⊔ {j}. Sincej /∈ I ′, we have|I ′′| = k + 1. It
now suffices to show that

π(I ′′ ; t) ≥ 〈ĉ(pI′(t)), c(pj(t))〉 .
Let w̃I′ := |VI′ |/|VI′′ | and w̃j := |Vj |/|VI′′ |. It should be
clear thatw̃I′ + w̃j = 1, and c(pI′′(t)) = w̃I′c(pI′(t)) +
w̃jc(pj(t)). We now expressπ(I ′′ ; t) as

π(I ′′ ; t) = w̃j〈ĉ(pI′′(t)), c(pj(t))〉+w̃I′〈ĉ(pI′′(t)), c(pI′(t))〉.
For the first inner-product, we have

〈ĉ(pI′′(t)), c(pj(t))〉 ≥ 〈ĉ(pI′(t)), c(pj(t))〉,
and the equality holds if and only ifc(pI′(t)) and c(pj(t))
are aligned. For the second inner-product, first note that

‖c(pI′′(t))‖ ≤ Π(k + 1 ; t) ≤ Π(k ; t) = ‖c(pI′(t))‖,
and hence

〈ĉ(pI′′(t)), c(pI′(t))〉 ≥ 〈ĉ(pI′(t)), c(pI′′(t))〉.
Then, using the fact that

〈ĉ(pI′(t)), c(pj(t))〉 ≤ ‖c(pI′(t))‖,
we obtain

〈ĉ(pI′(t)), c(pI′′(t))〉 ≥ 〈ĉ(pI′(t)), c(pj(t))〉.
Combining the facts above, we conclude thatπ(I ′′ ; t) ≥
〈ĉ(pI′(t)), c(pj(t))〉, which completes the proof. �

APPENDIX B

We establish here Proposition 4. We need to first introduce a
class of subsets ofPG, termeddissipation zones, and establish
properties that are needed to prove Proposition 4.

A. Dissipation zones

Let d be a positive number. For each(vi, vj) ∈ E, define a
subsetXG,ij(d) of PG as follows:

XG,ij(d) := {p ∈ PG | ‖xj − xi‖ = d} ; (33)

We further defineXG(d) := ∪(vi,vj)∈E XG,ij(d). Note that
if d > D+, thenXG(d) does not contain any equilibrium
of system (1). We call any such setXG(d), for d > D+, a
dissipation zone. Define a functionµ : R+ −→ R as follows:

µ(d) := inf{‖f(p)‖ | p ∈ XG(d)}; (34)

we establish in this subsection the following fact:

Proposition 5. Let µ : R+ −→ R be defined in(34). Then,

1) µ is continuous.
2) µ(d) > 0 for all d ≥ D+.

Recall thatd−(p) (defined in (6)) is the minimum distance
between a pair of neighboring agents inp. For a positive
numberd > 0, we define a subset ofPG as follows:

QG(d) := {p ∈ PG | d−(p) ≥ d} . (35)

We now establish the following fact:

Lemma 5. Let d > 0 be a fixed number. Then, for anyǫ > 0,
there is aδ > 0 such that ifp and p′ are in QG(d) with
‖p− p′‖ ≤ δ, then‖f(p)− f(p′)‖ ≤ ǫ.

Proof. Let p = (x1, . . . , xN ) andp′ = (x′1, . . . , x
′
N ). Denote

by dij := ‖xj − xi‖ andd′ij := ‖x′j − x′i‖. Note that

‖f(p)− f(p′)‖2 =
∑

vi∈V

‖fi(p)− fi(p
′)‖2,

with each term‖fi(p)− fi(p
′)‖ bounded above by

∑

vj∈Vi

‖gij(dij)(xj − xi)− gij(d
′
ij)(x

′
j − x′i)‖.

We also note that if‖p− p′‖ < δ, then

‖(xj − xi)− (x′j − x′i)‖ < 2δ.

It thus suffices to show that for anyǫ′ > 0, there is aδ′ > 0
such that if two vectorsu, u′ ∈ R

n satisfy

min{‖u‖, ‖u′‖} ≥ d and ‖u− u′‖ < δ′, (36)

then, for all(vi, vj) ∈ E, we have

‖gij(‖u‖)u− gij(‖u′‖)u′‖ < ǫ′. (37)

Recall thatgij(d) (defined in (17)) is given bygij(d) =
dgij(d). From the condition offading attraction, there exists
a numberd∗ such that if‖u‖ ≥ d∗, thengij(‖u‖) < ǫ′/2 for
all (vi, vj) ∈ E. Hence, ifmin{‖u‖, ‖u′‖} ≥ d∗, then,

‖gij(‖u‖)u− gij(‖u′‖)u′‖ ≤ gij(‖u‖) + gij(‖u′‖) < ǫ′.



Define a subsetK of Rn as follows:

K := {u ∈ R
n | d ≤ ‖u‖ ≤ d∗ + 1}.

SinceK is compact and the map

g̃ij : u 7→ gij(‖u‖)u
is continuous, there exists aδ′ ∈ (0, 1) such that ifu andu′

are inK, with ‖u − u′‖ < δ′, then‖g̃ij(u) − g̃ij(u
′)‖ < ǫ′

for all (vi, vj) ∈ E. Now, let u, u′ ∈ R
n satisfy (36), and let

δ′ < 1. Then, eithermin{‖u‖, ‖u′‖} ≥ d∗ or {u, u′} ⊂ K.
Since (37) holds in either of the two cases, we complete the
proof. �

With Lemma 5, we prove below Proposition 5:

Proof of Proposition 5.We first show thatµ is continuous,
and then show thatµ(d) > 0 for all d ≥ D+.
1). Proof thatµ is continuous. We fix a distanced > 0, and
show thatµ is continuous atd. Specifically, we show that for
any ǫ > 0, there is aδ > 0 such that if |d′ − d| < δ, then
|µ(d)− µ(d′)| < ǫ.

Let p ∈ XG(d) andB be a closed neighborhood ofp in
PG. Then, there is an open neighborhoodI of d in R+ such
thatXG(d

′) intersectsB for all d′ ∈ I. From Proposition 2,
there exists ad∗ such that ifp′′ ∈ XG(d), with d−(p′′) < d∗,
then ‖f(p′′)‖ ≥ ‖f(p′)‖ for all p′ ∈ B. This, in particular,
implies that for alld′ ∈ I, we have

inf{‖f(p)‖ | p ∈ XG(d
′) ∩QG(d∗)} = µ(d′). (38)

Let δ > 0 be sufficiently small such that if|d′ − d| < δ, then
d′ ∈ I.

Choose a numberd′ with |d′ − d| < δ; without loss of
generality, we assume thatµ(d) ≤ µ(d′). From (38), there
is a sequence{p(i)}i∈N, with eachp(i) ∈ XG(d) ∩ QG(d∗),
such thatlimi→∞ ‖f(p(i))‖ = µ(d). Note that ifδ is chosen
sufficiently small, then for eachp(i) in the sequence, there
exists ap′(i) in the intersection ofXG(d

′) and QG(d∗/2)
such that‖p′(i) − p(i)‖ = |d′ − d|. To see this, letp(i) =
(x1(i), . . . , xN (i)); without loss of generality, we assume that
‖x2(i)− x1(i)‖ = d. We then setp′(i) as follows: let

x′1(i) := x1(i) + (d′/d− 1)(x1(i)− x2(i)),

and letx′j(i) := xj(i) for vj 6= v1. Then, by construction,
‖x′2(i)− x′1(i)‖ = d′, and

‖p′(i)− p(i)‖ = ‖x′1(i)− x1(i)‖ = |d′ − d| < δ.

Moreover, if we letδ < d∗/2, then from the fact thatp(i) ∈
QG(d∗), we havep′(i) ∈ QG(d∗/2).

From Lemma 5, we can chooseδ sufficiently small such
that if p and p′ are inQG(d∗/2), with ‖p′ − p‖ ≤ δ, then
‖f(p)− f(p′)‖ ≤ ǫ. Since‖p(i)− p′(i)‖ = |d′ − d| < δ, we
have

‖f(p′(i))− f(p(i))‖ ≤ ǫ, ∀ i ∈ N. (39)

This, in particular, implies that the sequence{‖f(p′(i))‖}i∈N

is bounded, and hence there is a converging subsequence
{‖f(p′(ji))‖}i∈N. We thus letµ′ := limi→∞ ‖f(p′(ji))‖. By
definition, we haveµ′ ≥ µ(d′). On the other hand, we also
haveµ(d′) ≥ µ(d), and hence0 ≤ µ(d′)− µ(d) ≤ µ′ − µ(d).

Furthermore, from (39), we haveµ′ − µ(d) ≤ ǫ, and hence
µ(d′)− µ(d) ≤ ǫ. This establishes the continuity ofµ.

2). Proof thatµ(d) > 0 for all d ≥ D+. The proof is carried
out by induction on the number of vertices ofG. For the base
caseN = 2, we haveD+ = α+. The setXG(d) is nothing
but

XG(d) =
{
(x1, x2) ∈ R

4 | ‖x2 − x1‖ = d
}
.

So then, for alld > α+, we haveµ(d) =
√
2 |g12(d)| > 0.

For the inductive step, we assume that the statement holds
for all N ≤ (k−1), and prove forN = k. We first have some
notations. LetG′ = (V ′, E′) be a connected, proper subgraph
of G. Let S′ be the sub-system induced byG′, andf ′(p′) be
the associated vector field ofS′ at p′ ∈ PG′ . Similarly, let

XG′,ij(d) := {p′ ∈ PG′ | ‖xj − xi‖ = d} ;

and letXG′(d) := ∪(vi,vj)∈E′XG′,ij(d). We then define

µG′(d) := inf {‖f ′(p′)‖ | p′ ∈ XG′(d)} .

Note that ifd > (|V |−1)α+, thend > (|V ′|−1)α+. Thus, we
can appeal to the induction hypothesis and obtainµG′(d) > 0.
We further define

ν(d) := min
G′

{µG′(d)},

where the minimum is taken over all connected proper sub-
graphs ofG. Then,ν(d) > 0 for all d > D+.

We now fix a numberd > D+, and prove thatµ(d) > 0.
First, from Proposition 2, there exists ad0 > 0 such that

‖f(p)‖ > 1, if p ∈ XG(d) andd−(p) < d0. (40)

We also claim that there exists ad1 > 0 such that

‖f(p)‖ > ν(d)/2, if p ∈ XG(d) andd+(p) > d1. (41)

Note that if this holds, then the proof is complete. Indeed, let
K be a subset ofX(d) defined as follows:

K := {p ∈ XG(d) | d0 ≤ ‖xj − xi‖ ≤ d1, ∀(vi, vj) ∈ E} .

It is known that system (1) is an equivariant system with
respect to the special Euclidean group. In particular,‖f(p)‖ =
‖f(p′)‖ if p andp′ are related by translation and/or rotation.
On the other hand,K is compact modulo translation and
rotation, and moreover,f(p) does not vanish overK. We thus
have thatinfp∈K ‖f(p)‖ > 0. Combining this fact with (40)
and (41), we obtainµ(d) > 0.

It thus remains to show that there exists ad1 > 0 such
that (41) holds. First, from the condition offading attraction,
there exists anl > 0 such that for all(vi, vj) ∈ E, we have

0 < gij(d
′) < ν(d)/(2k2), ∀ d′ ≥ l. (42)

Without loss of generality, we assume thatl is large enough
so thatl > d. We now defined1 as follows: letd1 be such that
if a configurationp ∈ XG(d) satisfiesd+(p) > d1; then, there
is a nontrivial partitionσ of (G, p) in Σ(l ; p). Note that from
Remark 1, such numberd1 exists. We show below that (41)
holds for this choice ofd1.

Let (vi, vj) ∈ E be chosen such that‖xj − xi‖ = d. Since
l > d, there is a sub-framework(G′, p′) associated with the



partitionσ such thatvi andvj are vertices ofG′ (andxi and
xj are agents inp′). Let S′ be the sub-system induced byG′,
andf ′(p′) be the vector field associated withS′ at p′. Since
p′ ∈ XG′(d) andG′ is a proper subgraph ofG, by definition of
ν(d), we have‖f ′(p′)‖ ≥ ν(d). LetV ′ be the vertex set ofG′;
without loss of generality, we assume thatV ′ = {v1, . . . , vk′},
with k′ < k. Define a vectorh := (h1, . . . , hk′) ∈ R

nk′

, with
eachhi ∈ R

n given by

hi :=
∑

vj∈Vi−V ′

gij(dij)(xj − xi).

By the fact thatσ is in Σ(l ; p), we havedij ≥ l for vi ∈ V ′

andvj /∈ V ′. Appealing to (42), we obtain

‖hi‖ ≤
∑

vj∈Vi−V ′

gij(dij) < ν(d)/(2k),

which implies that‖h‖ < ν(d)/2. Recall thatfV ′(p) is the
restriction off(p) to p′. By construction, we havefV ′(p) =
f ′(p′) + h, and hence

‖f(p)‖ ≥ ‖fV ′(p)‖ ≥ ‖f ′(p′)‖ − ‖h‖ > ν(d)/2.

We have thus established (41). This completes the proof.�

B. Proof of Proposition 4

Recall that the subsetXG,ij(d) (defined in (33)) is given
by

XG,ij(d) = {p ∈ PG | ‖xj − xi‖ = d} .

Now, let d′ and d′′ be two positive numbers, and let
d(XG,ij(d

′), XG,ij(d
′′)) be the distance betweenXG,ij(d

′)
andXG,ij(d

′′), which is defined as follows:

inf {‖p′ − p′′‖ | p′ ∈ XG,ij(d
′), p′′ ∈ XG,ij(d

′′)} .

We have the following fact:

Lemma 6. Let d′ and d′′ be two positive numbers. Then,

d(XG,ij(d
′), XG,ij(d

′′)) = |d′ − d′′|/
√
2.

Proof. First, note that there are configurationsp′ ∈ XG,ij(d
′)

andp′′ ∈ XG,ij(d
′′) such that

‖p′ − p′′‖ = |d′ − d′′|/
√
2.

Indeed, letp′ = (x′1, . . . , x
′
N ) and p′′ = (x′′1 , . . . , x

′′
N ); we

then set {
x′i = −x′j = (d′, 0, . . . , 0)/2,

x′′i = −x′′j = (d′′, 0, . . . , 0)/2.

For the other agents, we setx′k = x′′k for all vk ∈ V −{vi, vj},
subject to the constraint thatx′a 6= x′b and x′′a 6= x′′b , for all
(va, vb) in E.

We now show that ifp′ ∈ XG,ij(d
′) and p′′ ∈ XG,ij(d

′′),
then

‖p′ − p′′‖ ≥ |d′ − d′′|/
√
2.

It suffices to show that

‖x′i − x′′i ‖2 + ‖x′j − x′′j ‖2 ≥ 1

2
(d′ − d′′)2. (43)

Let x′ := (x′i + x′j)/2, x′′ := (x′′i + x′′j )/2, and let
{
y′i := x′i − x′ y′j := x′j − x′,

y′′i := x′′i − x′′ y′′j := x′′j − x′′.

First, note thaty′i + y′j = y′′i + y′′j = 0, and hence

‖x′i − x′′i ‖2 + ‖x′j − x′′j ‖2 = 2‖y′i− y′′i ‖2 + ‖x′ − x′′‖2. (44)

We also note that‖y′i‖ = d′/2 and ‖y′i‖ = d′′/2, and hence
by the triangle inequality,

‖y′i − y′′i ‖ ≥ |‖y′i‖ − ‖y′′i ‖| = |d′ − d′′|/2. (45)

Combining (44) and (45), we then establish (43). �

To prove Proposition 4, we further need the following fact:

Lemma 7. Let p(t) be a trajectory generated by system(1).
Then, the following hold:

1) supt≥0 ‖f(p(t)‖ <∞.
2) For any ǫ > 0, there exists an instantTǫ such that

Ψ(p(Tǫ))−Ψ(p(∞)) ≤ ǫ. (46)

Proof. We first prove part 1. Letdij(t) := ‖xj(t)− xi(t)‖. It
suffices to show that for all(vi, vj) ∈ E,

sup{dij(t)gij(dij(t)) | t ≥ 0} <∞. (47)

From Lemma 2, there is a numberd∗ > 0 such that
d−(p(t)) ≥ d∗ for all t ≥ 0. Then, from the condition of
fading attraction, we have

sup{dgij(d) | d ≥ d∗} <∞,

which implies that (47) holds. We now prove part 2. From
Lemma 1, the potential functionΨ is bounded below. On
the other hand,Ψ(p(t)) is non-increasing. Hence, the limit
Ψ(q(∞)) := limt→∞ Ψ(q(t)) exists, which then implies the
existence ofTǫ such that (46) holds. �

With Lemmas 6 and 7, we prove Proposition 4.

Proof of Proposition 4.Fix an i ∈ N; we prove Proposition 4
by first exhibiting aj′i ∈ N such that

L−(σt) < L0, ∀ t ≥ tj′
i
, (48)

and then, exhibiting aj′′i ∈ N such that

L+(σt) > max{li, L0}, ∀ t ≥ tj′′
i
. (49)

Note that if such indicesj′i and j′′i exist, then the proof
is complete; indeed, letji := max{j′i, j′′i }, then σt is in
Σ(li ; q(t)) for all t ≥ tji . We now establish (48) and (49),
respectively.

1). Proof of existence ofj′i. We first make some definitions. By
assumption, we haveL0 > D+, and hence from Proposition 5,
µ(L0) > 0. Sinceµ is continuous, there exists aδ0 > 0 such
that if we let I0 := [L0 − δ0, L0 + δ0], thenµ(d) ≥ µ(L0)/2
for all d ∈ I0. Let ξ := supt≥0 ‖f(q(t))‖, which is a positive
real number by Lemma 7, and letτ0 := δ0/(

√
2 ξ).



Let XG,ij(I0) := ∪d∈I0 XG,ij(d). We show below that if,
at certain instantt0 ≥ 0, we haveq(t0) ∈ XG,ij(L0) for some
(vi, vj) ∈ E; then,

q(t) ∈ XG,ij(I0), ∀ t ∈ [t0, t0 + τ0]. (50)

First, note that if the trajectoryq(t) leavesXG,ij(I0) at t′ > t0,
then ithas tointersect eitherXG,ij(L0+δ0) orXG,ij(L0−δ0).
On the other hand, from Lemma 6, ifp′, p′′ ∈ PG are such that
p′ ∈ XG,ij(L0) andp′′ ∈ XG,ij(L0 ± δ0), then,‖p′ − p′′‖ ≥
δ0/

√
2. Furthermore, we have‖q̇(t)‖ ≤ ξ for all t ≥ 0. Hence,

starting fromq(t0) ∈ XG,ij(L0), the trajectoryq(t) has to
remain withinXG,ij(I0) for at leastτ0 units of time. We have
thus established (50).

On the other hand, we have

Ψ(q(t0))−Ψ(q(t0 + τ0)) =

∫ t0+τ0

t0

‖f(q(t))‖2 dt.

Combining (50) with the fact thatf(p) ≥ µ(L0)/2 for all
p ∈ XG,ij(I0), we obtain

Ψ(q(t0))−Ψ(q(t0 + τ0)) ≥ ǫ0, for ǫ0 :=
µ(L0)

2τ0
4

.

From Lemma 7, there is an instantTǫ0 such that

Ψ(q(Tǫ0))−Ψ(q(∞)) = ǫ0.

Since the sequence{ti}i∈N monotonically increases, and ap-
proaches to infinity, there is aj′i ∈ N such thattj′

i
> Tǫ0.

We now show that (48) holds for the choice ofj′i. The proof
is carried out by contradiction. Suppose that, to the contrary,
there is an instantt0 ≥ tj′

i
such thatL−(σt0 ) = L0. Then,

q(t0) ∈ XG(L0), and hence by the arguments above, we have
Ψ(q(t0+τ0)) ≤ Ψ(q(t0))−ǫ0. Moreover, sincet0 ≥ tj′

i
> Tǫ0,

and by the fact thatΦ(q(t)) strictly monotonically decreases
in t, we haveΨ(q(t0)) < Ψ(q(Tǫ0)). Combining these facts,
we obtain

Ψ(q(t+ τ0)) < Ψ(q(Tǫ0))− ǫ = Ψ(q(∞)),

which is a contradiction. We have thus shown that (48) holds
for the choice ofj′i.

2). Proof of existence ofj′′i . The proof here is similar to
the proof of existence ofj′i. Let L1 := max{li, L0}; from
Proposition 5, there is a closed intervalI1 := [L1−δ1, L1+δ1],
for someδ1 > 0, such thatµ(d) ≥ µ(L1)/2 for all d ∈ I1.
Let τ1 := δ1/(

√
2 ξ). Suppose that at certain instantt1,

q(t1) ∈ XG,ij(L1) for some(vi, vj) ∈ E, then from Lemma 6,
q(t) ∈ XG,ij(I1) for all t ∈ [t1, t1 + τ1]. It then follows that

Ψ(q(t1))−Ψ(q(t1 + τ1)) ≥ ǫ1, for ǫ1 :=
µ(L1)

2τ1
4

.

Appealing again to Lemma 7, we obtain an instantTǫ1 such
thatΨ(q(Tǫ1))−Ψ(q(∞)) = ǫ1. Since both sequences{ti}i∈N

and{li}i∈N monotonically increase, and approach to infinity,
there is aj′′i ∈ N such thattj′′

i
> Tǫ1 andlj′′

i
> L1. Then, (49)

holds for the choice ofj′′i because otherwise, there will be an
instantt1, with t1 ≥ tj′′

i
, such thatL+(σt1 ) = L1, and hence

Ψ(q(t1 + τ1)) < Ψ(q(∞)), which is a contradiction. This
completes the proof. �
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