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Local and Distributed Rendezvous of Underactuated
Rigid Bodies

Ashton Roza, Manfredi Maggiore, Luca Scardovi

Abstract—This paper solves the rendezvous problem for a
network of underactuated rigid bodies such as quadrotor he-
licopters. A control strategy is presented that makes the centres
of mass of the vehicles converge to an arbitrarily small neighbor-
hood of one another. The convergence is global, and each vehicle
can compute its own control input using only an on-board camera
and a three-axis rate gyroscope. No global positioning system is
required, nor any information about the vehicles’ attitudes.

I. I NTRODUCTION

Consider a network of flying robots, each propelled by
a thrust vector and endowed with an actuation mechanism
producing torques about three orthogonal body axes —see
Figure 1. With six degrees-of-freedom and four actuators, each
robot is underactuated with degree of underactuation two. A
quadrotor helicopter is an example of such a robot. Suppose
each robot mounts a camera and an inertial measurement unit
(IMU) that includes a three-axis rate-gyroscope, so that the
robot is able to measure, in the coordinates of its own frame,
the relative displacements and velocities of nearby vehicles,
and its own angular velocity. The rendezvous control problem
is to get the robots to move to a common location using only
the above on-board sensors. To this day, this problem is open.
This paper presents the first solution.

Consider nown ≥ 2 robots. Therendezvous control prob-
lem investigated in this paper is to find feedback laws making
the relative distances and velocities become arbitrarily small
for all i, j ∈ {1, . . . , n}, and for arbitrary initial conditions of
all robots. Crucial in the problem statement is the requirement
on sensing. If roboti can sense robotj, then roboti can
sense the relative position and velocity of robotj in its
own local frame. Roboti can also measure its own angular
velocity in the coordinates of its body frame. Roboti can
neither access its own inertial position and velocity, nor its
own attitude. A feedback law satisfying the above sensing
requirements is referred to as beinglocal and distributed.
In this paper, the set of vehicles that roboti can sense is
assumed to be constant. This assumption is questionable in
practice, but is made to render the problem mathematically
treatable. The rendezvous problem with distance-dependent
neighbors remains a challenging open problem for much
simpler classes of robot models, such as double-integrators.

Fig. 1. Vehicle class under consideration.

The block diagram of the proposed controller is depicted
in Figure 2. There are two nested loops. The outer loop
treats each robot as a point-mass driven by a force input,
and produces a double-integrator consensus controller which
becomes a reference input for the inner loop. The inner loop
assigns local and distributed feedbacks for the robots. More
intuition is provided in Section V.

Besides having a simple expression making its real-time
implementation feasible, the proposed controller meets the
sensing requirements of the rendezvous control problem. In
particular, it does not require any knowledge of the robots’
absolute positions and velocities, or of their attitudes. It does
not even require sensing of the relative attitudes. Finally, the
controller does not require any communication among robots.

Our main result, Theorem 1, states that the proposed
controller does indeed solve the rendezvous control problem,
and in so doing it effectively reduces the problem to one of
consensus for double-integrators. The latter problem has been
researched extensively in the literature (e.g., [1], [2], [3]).

A. Related work

Typical coordination problems include attitude synchroniza-
tion, rendezvous, flocking, and formation control. For net-
works of single or double-integrator systems, the rendezvous
problem is referred to asconsensusor agreement, and it has
been investigated by many researchers, for instance [1], [2],
[3], [4], [5], [6], [7], [8].

A passivity-based solution of the attitude synchronization
problem for kinematic vehicle models is proposed in [9].
In [10], [11], [12], the same problem is investigated for
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Fig. 2. Block diagram of the rendezvous control system for robot i. The outer loop assigns a desired thrust vectorfff i(yii). The inner loop thrust control uses
fff i(yii) to assign the vehicle inputui while the rotational control usesfff i(yii) to assign the torque inputτi. The vectoryi

i
contains the relative displacements

and velocities of vehicles that roboti can sense, measured in the body frame of roboti.

dynamic vehicle models. The proposed controllers do not
require measurements of the angular velocity, but they do
require absolute attitude measurements. In [13], the authors
use the energy shaping approach to design local and distributed
controllers for attitude synchronization. The same approach
is adopted in [14] to design two attitude synchronization
controllers, both local and distributed. The first controller
achieves almost-global synchronization for directed connected
graphs. However, the controller design is based on distributed
observers [15], and therefore requires auxiliary states tobe
communicated among neighboring vehicles. It also employs an
angular velocity dissipation term that forces all vehicle angular
velocities to zero in steady-state. The second controller in [14]
does not restrict the final angular velocities, and does not
require communication, but it requires an undirected sensing
graph, and guarantees only local convergence.

The rendezvous problem for kinematic unicycles was solved
in [16] using time-varying feedbacks. The papers [16], [17],
[18], [19] discuss the feasibility of achieving various forma-
tions using local and distributed feedback for kinematic unicy-
cle models. Dynamic unicycle models are considered in [20],
[21]. In [20], a two-mode formation control is presented in
which the sensing graph has a spanning tree with a designated
leader vehicle as the root. Each vehicle, however, has access
to the acceleration of the leader through communication.
The control strategy requires a switch between two control
modes designed to deal with nonholonomic constraints in the
system. The paper [21] presents a local and distributed control
law making dynamic and kinematic unicycles converge to a
common circle whose centre is stationary and dependent on the
initial configuration of the vehicles. The spacing and ordering
of unicycles on the circle is also controlled. The problem
is solved using a three step hierarchical control based on a
reduction theorem for the stabilization of sets.

The case of kinematic vehicles in three-space is investigated
in [13], [22], [23], [24]. The authors of [13], [22] consider
the problem of full attitude and position synchronization,but
assume fully actuated vehicles. In [24], the authors propose
distributed controllers to stabilize relative equilibriawhich,
as shown in [25], [26], correspond to parallel, circular or
helical formations. Finally, in [27], [28] the authors consider
formation control for dynamic, underactuated vehicle models.
However, the feedbacks are not local and distributed. Also,
in [28] the sensing graph is assumed to be undirected, and

communication among vehicles is required, while in [27] the
graph is balanced, and it is assumed that each vehicle has
access to the thrust input of its neighbors, therefore requiring
once again communication between vehicles. Both approaches
in [27], [28] use a two-stage backstepping methodology in
which the first stage treats each vehicle as a point-mass
system to which a desired thrust is assigned. A desired
thrust direction is then extracted and backstepping is used
to design a rotational control such that vehicle rendezvous
or formation control is achieved. Our previous work [29]
investigates almost-global vehicle rendezvous making useof
a two-stage hierarchical methodology similar to [27], [28]. In
this approach, one can combine a consensus controller for a
network of double-integrators and an attitude tracking con-
troller satisfying certain assumptions to produce a rendezvous
controller for underactuated vehicles. However, this approach
requires that all vehicles can sense a common inertial vector in
their own body frame, which requires additional on-board sen-
sors. Moreover, the approach requires communication among
vehicles. The solution presented in this paper overcomes all
these limitations. To the best of our knowledge, a solution
to the rendezvous control problem for underactuated flying
vehicles stated earlier has not yet appeared in the literature.

B. Organization of the paper.

We begin, in Section II, by introducing some notation and
presenting basic notions of homogeneity of functions and
stability of sets. In Section III we review the vehicle model.
In Section IV we formulate the rendezvous control problem.
The main result, Theorem 1, is presented in Section V, and
its proof in Section VI. In Section VII, we present simulation
results showing that the proposed solution is robust against
measurement errors, as well as force and torque disturbances.
Finally, in Section VIII, we end the paper with some remarks.
The proof of the main result relies on two technical lemmas
that are proved in the appendix.

II. PRELIMINARIES AND NOTATION

We denote byR+ the set of positive real numbers. We use
interchangeably the notationv = [v1 · · · vn]⊤ or (v1, . . . , vn)
for a column vector inRn. We denote by1 ∈ Rn the vector
(1, . . . , 1). If v, w are vectors inR3, we denote byv·w := v⊤w
their Euclidean inner product (also called the dot product),
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and by ‖v‖ := (v · v)1/2 the Euclidean norm ofv. If v =
(vx, vy, vz), we define

v× :=





0 −vz vy
vz 0 −vx

−vy vx 0



 .

One has thatv×w = v × w. Let {e1, e2, e3} denote the
natural basis ofR3 and SO(3) := {M ∈ R3×3 : M−1 =
M⊤, det(M) = 1}. If Γ is a closed subset of a Riemannian
manifold X , and d : X × X → [0,∞) is a distance metric
on X , we denote by‖χ‖Γ := infψ∈Γ d(χ, ψ) the point-to-set
distance ofχ ∈ X to Γ. If ε > 0, we letBε(Γ) := {χ ∈ X :
‖χ‖Γ < ε} and byN (Γ) we denote a neighborhood ofΓ in
X . If A,B ⊂ X are two sets, denote byA\B the set-theoretic
difference ofA andB. If I = {i1, . . . , in} is an index set, the
ordered list of elements(xi1 , . . . , xin) is denoted by(xj)j∈I .

Let U,W be finite-dimensional vector spaces. A function
f : U → W is homogeneousif, for all ρ > 0 and for all
x ∈ V , f(ρx) = ρf(x). A function f : U × V →W , f(x, y)
is homogeneous with respect tox if for all ρ > 0 and for all
(x, y) ∈ U × V , f(ρx, y) = ρf(x, y).

The following stability definitions are taken from [30]. Let
Σ : χ̇ = f(χ) be a smooth dynamical system with state space
a Riemannian manifoldX . Let φ(t, χ0) denote its local phase
flow. Let Γ ⊂ X be a closed set that is positively invariant for
Σ, i.e., for all χ0 ∈ Γ, φ(t, χ0) ∈ Γ for all t > 0 for which
φ(t, χ0) is defined.

Definition 1: The setΓ is stable for Σ if for any ε > 0,
there exists a neighborhoodN (Γ) ⊂ X such that, for all
χ0 ∈ N (Γ), φ(t, χ0) ∈ Bε(Γ), for all t > 0 for which
φ(t, χ0) is defined. The setΓ is attractive for Σ if there
exists neighborhoodN (Γ) ⊂ X such that for allχ0 ∈ N (Γ),
limt→∞ ‖φ(t, χ0)‖Γ = 0. Thedomain of attraction ofΓ is the
set{χ0 ∈ X : limt→∞ ‖φ(t, χ0)‖Γ = 0}. The setΓ is globally
attractivefor Σ if it is attractive with domain of attractionX .
The setΓ is locally asymptotically stable (LAS)for Σ if it
is stable and attractive. The setΓ is globally asymptotically
stablefor Σ if it is stable and globally attractive. △

Now consider a dynamical systemΣ(k) : χ̇ = f(χ, k), in
which k ∈ Rp is a vector of constant parameters (typically,
control gains) andf is a smooth vector field with state space
a Riemannian manifold.

Definition 2: The setΓ is globally practically stablefor
Σ(k) if for any ε > 0, there exists a gaink⋆ such thatBε(Γ)
has a subset which is globally asymptotically stable forΣ(k⋆).
△

III. M ODELING

We now return to thei-th robot depicted in Figure 1, with
the aim of deriving its equations of motion. We fix a right-
handed orthonormal inertial frameI, common to all robots,
and attach at the centre of mass of roboti a right-handed
orthonormal body frameBi = {bix, biy, biz}, as depicted in the
figure. We denote by(xi, vi) the inertial position and velocity
of robot i. We let g denote the gravity vector in frameI.

We let Ri be the 3 × 3 matrix whose columns are the
coordinate representations ofbix, biy, biz (in this order) in

TABLE I
TABLE OF NOTATION

Quantity Description

mi, Ji mass and inertia matrix of roboti
xi ∈ R3 inertial position of roboti
vi ∈ R3 linear velocity of roboti
Ri ∈ SO(3) attitude of roboti
ωi ∈ R3 angular velocity of roboti
qi = −Rie3 thrust direction vector of roboti
ri = R−1

i
r coord. repr. ofr in frameBi

xij = xj − xi rel. displacement of robotj wrt robot i
vij = vj − vi rel. velocity of robotj wrt robot i
fff i ∈ R3 reference force of roboti
ωωωi ∈ R3 reference angular velocity of roboti
Ni set of neighbors of roboti
yi = (xij , vij)j∈Ni

vector of rel. pos. and vel. available to roboti

frameI, so thatRi ∈ SO(3). The unit vectorqi := −Rie3,
depicted in Figure 1, is referred to as thethrust direction vector
of robot i, and the matrixRi is referred to as theattitudeof
the robot. We assume that a thrust forceuiqi is applied at the
centre of mass of roboti. Notice thatuiqi has magnitudeui,
is directed opposite tobiz , and has constant direction in body
frameBi.

Robot i is assumed to have an actuation mechanism that
induces control torquesτix, τiy , τiz about its body axes. We
let τi := (τix, τiy, τiz) be the torque vector, andωi denote
the angular velocity of the robot with respect to frameI (the
unique vector inR3 such thatṘi(Ri)−1 = ω×

i ).
In this paper we adopt the convention that ifr ∈ R3 is

an inertial vector, the coordinate representation ofr in frame
Bi is denoted byri, that is, ri := R−1

i r. In particular, the
angular velocity of roboti in its own body frame is denoted
by ωii. Finally, we use boldface symbols to denote reference
quantities. For instance,fff i is the reference force for vehiclei
as in (5) andωωωi is the reference angular velocity for vehicle
i as in (9). The notation is summarized in Table I.

Picking (xi, vi, Ri, ω
i
i) as state for roboti, we obtain the

equations of motion

ẋi = vi,

miv̇i = −uiRie3 +mig,
(1)

Ṙi = Ri (ω
i
i)

×,

Jiω̇
i
i = τi − ωii × Jiω

i
i.

(2)

In the above,mi is the mass of roboti and Ji = J⊤
i is its

inertia matrix. We define the (inertial) relative positionsand
velocities asxij := xj − xi, vij := vj − vi. This model is
standard and is widely used in the literature to model flying
vehicles such as quadrotor helicopters. See, for instance,[31].
Sometimes researchers use alternative attitude representations,
prominently quaternions [28] or Euler angles [32], [33]. The
model (1)-(2) ignores aerodynamic effects such as drag and
wind disturbances (such effects are included in [31]). It also
ignores the dynamics of the actuators.

IV. RENDEZVOUSCONTROL PROBLEM

We begin by defining thesensor digraphG = (V , E), where
V is a set of nodes labelled as{1, . . . , n}, each representing a
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robot, andE is the set of edges. An edge from nodei to node
j indicates that roboti can sense robotj (G has no self-loops).
A node isglobally reachableif there exists a path from any
other node to it1.

We denote byNi ⊂ V the set of vehicles that roboti can
sense. In a realistic scenario,Ni is the set of robots within the
field of view of roboti. For instance, if each robot mounted
an omnidirectional camera, then one could defineNi to be
the collection of robots that are within a given distance from
robot i. With such a definition, the sensor digraphG would
be state-dependent, making the stability analysis too hardat
present2.

In light of the above, in this paper we assume thatNi is con-
stant for eachi ∈ {1, . . . , n} (and henceG is constant as well).
If j ∈ Ni, then we say that robotj is aneighbourof roboti. If
this is the case, then roboti can sense the relative displacement
and velocity of robotj in its own body frame, i.e., the
quantitiesxiij , v

i
ij . Define the vectoryi := (xij , vij)j∈Ni

. The
relative displacements and velocities available to roboti are
contained in the vectoryii := (xiij , v

i
ij)j∈Ni

. We also assume
that roboti can sense its own angular velocity in its own frame
Bi. To summarize, we have the definition below.

Definition 3: A local and distributed feedback(ui, τi) for
robot i is a locally Lipschitz function ofyii andωii. △

The adjectivelocal indicates that all quantities are repre-
sented in the body frame of roboti, while distributedindicates
that only relative quantities with respect to neighboring robots
are accessible. In applications, a local and distributed feedback
for robot i can be computed with on-board cameras and rate
gyroscopes.

We are now ready to define the Rendezvous Control Prob-
lem.
Rendezvous Control Problem:Consider system (1), (2), and
define therendezvous manifold

Γ :=
{

(xi, vi, Ri, ω
i
i)i∈{1,...,n} ∈ R

3n × R
3n × SO(3)n × R

3n

: xij = vij = 0, ∀i, j} .
(3)

Find, if possible, local and distributed feedbacks
(ui, τi)i=1,...,n that globally practically stabilizeΓ. △

The goal of the rendezvous control problem is to achieve
synchronization of the robot positions and velocities to any
desired degree of accuracy from any initial configuration.

V. SOLUTION OF THE RENDEZVOUSCONTROL PROBLEM

Definition 4: Consider a collection ofn double-integrators

ẋi = vi

v̇i = fi, i = 1 . . . n,
(4)

where fi is the control input of subsystemi. Suppose the
double-integrators have the same sensor digraphG as the

1For a graphG, existence of a globally reachable node is equivalent to
having a directed spanning tree in the reverse graph.

2Relatively little research has been done on distributed coordination prob-
lems with state-dependent sensor graphs. In this context, in the simplest case
when the robots are modelled as kinematic integrators, it has been shown
in [34] that the circumcentre law of Ando et al. [35] preserves connectivity
of the sensor graph and leads to rendezvous if the sensor graph is initially
connected. Despite the simplicity of the robot model, the stability analysis
in [34] is hard, and the control law is continuous but not Lipschitz continuous.

underactuated robots of Section III. A feedbackfff i(yi), i =
1 . . . n, is a double-integrator consensus controllerif fff i has
the form

fff i(yi) =
∑

j∈Ni

(

aijxij + bijvij

)

, i = 1, . . . , n, (5)

with aij , bij ∈ R and if, settingfi = fff i(yi) in (4), the set
{

(xi, vi)i∈{1...n} ∈ R
3n × R

3n : xij = 0, vij = 0, ∀i, j
}

is globally asymptotically stable for (4). △
Ren et al. in [1, Theorems 4.1, 4.2] and Yu et al. in [2,

Theorem 1] have shown that a double-integrator consensus
controller exists if and only if the sensor digraphG has a
globally reachable node. Now the main result of this paper.

Theorem 1:If the sensor digraphG has a globally reachable
node, then the rendezvous control problem is solvable for
system (1)-(2), and a solution is given as follows. Letfff i,
i = 1, . . . , n, be a double-integrator consensus controller. The
local and distributed feedback,

ui =−mifff i(y
i
i) · e3,

τi =ω
i
i × Jiω

i
i − k1Ji

(

(ωii × fff i(y
i
i))× e3

) (6)

− k21k2
[

ωii − k1(fff i(y
i
i)× e3)

]

, i = 1 . . . n,

where k1, k2 > 0 are control parameters, makes the ren-
dezvous manifold (3) globally practically stable. In particular,
for anyε > 0, there existk⋆1 , k

⋆
2 > 0 such that for allk1 > k⋆1 ,

k2 > k⋆2 , the setBε(Γ) has a globally asymptotically stable
subset.

The proof of Theorem 1 is presented in Section VI.

Explanation of proposed controller

Returning to the block diagram of Figure 2, we now explain
in detail the operation of its two nested loops. We begin with
the observation that a double-integrator consensus controller
fff i(yi), i = 1 . . . n, for system (4) also makes the systems

ẋi = vi

v̇i = fi + g
(7)

rendezvous, since the addition of the gravity vectorg does not
affect the relative dynamics. Now compare system (7) to the
translational dynamics of the flying robots,

ẋi = vi

v̇i = − 1

mi
uiRie3 + g.

(8)

If it were the case thatfi = −(1/mi)uiRie3, systems (7)
and (8) would be identical. Then, setting−uiRie3 = mifff i
in (8) would solve the rendezvous problem. Inspired by this
observation, the outer loop of the block diagram in Figure 2
assumes that−uiRie3 is the control input of (8) and com-
putes a desired double-integrator forcemifff i which becomes
a reference signal for the inner loop.

We now explore in more detail the operation of the inner
loop. First we observe that sincefff i is a linear function, we
haveRifff i(yii) = fff i(Riy

i
i) = fff i(yi). Moreover, using the fact

that dot products are invariant under rotations, we have

ui = −mifff i(y
i
i)·e3 = mi(Rifff i(y

i
i))·(−Rie3) = mifff i(yi)·qi,
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where qi is the thrust direction vector. Thus, the thrust
magnitude is the projection of the desired thrustmifff i onto
the thrust direction vector—see Figure 3. Now letωωωii(y

i
i) =

k1
(

fff i(y
i
i)× e3

)

. Then we have

τi=ω
i
i × Jiω

i
i − k1Ji

(

(ωii × fff i(y
i
i))× e3

)

− k21k2
(

ωii −ωωωii(y
i
i)
)

.
(9)

We will show in the proof of Theorem 1 that the torque inputs
τi makeωii converge to an arbitrarily small neighborhood of
ωωωii, i = 1, . . . , n. Thus,ωωωii can be seen as a reference angular
velocity for the inner loop. Using the fact that, for alla, b ∈ R3

and allR ∈ SO(3), R(a× b) = (Ra)× (Rb), we have

ωωωi = Riωωω
i
i = Rik1

(

fff i(y
i
i)× e3

)

= k1
(

(Rifff i(y
i
i))× (Rie3)

)

= k1(fff i(yi)×−qi) = k1(qi × fff i(yi)).

Thusωωωi is perpendicular to the plane formed by the thrust
direction vectorqi and the desired thrust forcemifff i—see
Figure 3. Since the angular velocity vector identifies an instan-
taneous axis of rotation, it follows that ifωi = ωωωi, then roboti
rotates aboutωωωi according to the right-hand rule. Referring to
Figure 3, we see that such a rotation closes the gap between
uiqi andmifff i, and the speed of rotation is proportional to
sinϕ, whereϕ is the angle betweenuiqi andmifff i marked
in the figure. When the gap is closed, we haveui = ‖mifff i‖,
qi = mifff i/‖mifff i‖, and thusuiqi = mifff i. In conclusion, the
inner loop assigns(ui, τi) to makeωi approximately converge
to ωωωi, so thatuiqi = −uiRie3 approximately converges to
mifff i, which is computed by the outer loop.

While the intuition behind the proposed controller is simple,
the proof that the interplay between the two nested loop results
in global practical stability of the rendezvous manifold is
rather delicate, and it crucially relies on the homogeneityof
the functionsfff i, i = 1, . . . , n.

Remark 1:Theorem 1 proves global practical stability of
the rendezvous manifoldΓ. The reason that the stability is
practical and not asymptotic is roughly as follows. In order
to achieve rendezvous of the rigid bodies,uiqi is driven
approximately tomifff i. What’s important is not so much
the difference in magnitude of these vectors but rather the
difference in angle between them. In Figure 3, one can see
thatωωωi acts to reduce this angle with a rate proportional to
the magnitude ofωωωi. Sinceωωωi is a linear function offff i, as the
robots approach consensusωωωi converges to zero at the same
rate asfff i. This leads to increasing inaccuracy in closing the
gap between the vectorsuiqi andmifff i insomuch that in a very
small neighborhood of rendezvous,ωωωi is so small that it fails
to make the translational dynamics act as double integrators.
More detailed reasoning is provided in Remark 2.

Features of the proposed controller

(i) The proposed controller has a number of advantages
over our previous work in [29]. Unlike [29], the inner control
loop does not require any derivatives of the reference thrust
force fff i. In [29], the large expressions resulting from such
derivatives pose difficulty in real-time computation of the

Fig. 3. Illustration of the control inputui and reference angular velocityωωωi

in (6).

control law. More importantly, the computation of such deriva-
tives requires communication between neighboring robots,a
problem that has been overcome in the present approach. The
approach in [29] requires that robots have access to a common
inertial vector. This requirement is absent in this paper.

(ii) The feedback of Theorem 1 is static. It does not
depend on dynamic compensators that require communication
between neighboring robots.

(iii) The feedback of Theorem 1 is local and distributed
in the sense of Definition 3. Interestingly, it does not require
sensing of relative attitudes, which can be computed using
on-board cameras, but are harder to compute than relative
displacements.

(iv) On the rendezvous manifoldΓ there is no prespecified
thrust directionqi for roboti and the robot thrust directions do
not need to align at rendezvous. This is desirable if one wants
to employ the proposed controller in a hierarchical control
setting to enforce additional control specifications.

VI. PROOF OFTHEOREM 1

The feedback in (6) is local and distributed because it is
a smooth function ofyii andωii only. By Theorems 4.1 and
4.2 in [1] (or Theorem 1 in [2]), ifG has a globally reachable
node then there exists a double-integrator consensus controller,
and the feedback (6) is well-defined. We need to show that it
renders the rendezvous manifoldΓ in (3) globally practically
stable. We begin by expressing the translational portion ofthe
dynamics in coordinates relative to robot1, i.e., in terms of
the variables(x1j , v1j)j=2,...,n,

ẋ1j = v1j ,

v̇1j = − 1

mj
Rje3uj +

1

m1
R1e3u1, j = 2, . . . , n,

(10)

Ṙi = Ri(ω
i
i)

×,

Jiω̇
i
i = τi − ωii × Jiω

i
i , i = 1, . . . , n.

(11)

Since all relative states(xij , vij) can be expressed in terms of
the variables above through the identity(xij , vij) = (x1j −
x1i, v1j − v1i), perfect rendezvous occurs if and only if the
vector(x1j , v1j)j=2,...,n is zero. Denoting,

X := (x1j , v1j)j=2,...,n ∈ X := R
3(n−1) × R

3(n−1),

R := (R1, . . . , Rn) ∈ R := SO(3)n,

ω := (ω1
1 , . . . , ω

n
n) ∈ Ω := R

3n,

the new collective state is(X,R, ω) ∈ X × R × Ω. The
meaning of the new state is this:X contains all translational
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states (positions and velocities) relative to robot1, R contains
all the attitudes, andω contains all body frame angular
velocities. The rendezvous manifold in new coordinates is the
set{(X,R, ω) ∈ X× R × Ω : X = 0}.

Due to the identity(xij , vij) = (x1j − x1i, v1j − v1i),
the vector yi = (xij , vij)j∈Ni

is a linear function ofX
which we will denoteyi = hi(X). Similarly, the vector
yii = (xiij , v

i
ij)j∈Ni

is a function ofX and R, linear with
respect toX . We will denote this functionyii = hii(X,R).

Using the definitions above, we may now expressfff ii(y
i
i) and

ωωωi(y
i
i) = k1(fff i(y

i
i) × e3) (the latter function was discussed

in Section V) in terms of states. Accordingly, we definegggi :
X → R3, gggii : X× R → R3 andωωω : X× R → Ω as follows:

gggi(X) := fff i ◦ hi(X),

gggii(X,R) := R−1
i gggi(X) = fff i ◦ hii(X,R),

ωωω(X,R) :=
(

ωωωi(h
i
i(X,R))

)

i=1,...,n
.

(12)

We remark thatgggi is linear andgggii is linear with respect to its
first argument. The second identity in the definition ofgggii is
due to the linearity offff i.

Finally, we define the rendezvous manifold in new coordi-
nates,

Γ⋆ := {(X,R, ω) ∈ X× R× Ω : X = 0}. (13)

We will prove thatΓ⋆ is globally practically stable, which will
imply thatΓ is globally practically stable as well.

A. Lyapunov function

Consider then double-integrators (4) with controlfff i in (5),
expressed inX coordinates:

ẋ1j = v1j

v̇1j = fff j(yj)− fff1(y1) = gggj(X)− ggg1(X), j = 2, . . . , n.
(14)

By Definition 4, the origin of this linear time-invariant system
is globally asymptotically stable. Thus, there exists a quadratic
Lyapunov functionV : X → R, V (X) = X⊤PX , whereP is
a symmetric positive definite matrix, such that the derivative
of V along the vector field in (14) is negative definite.

Let J ∈ R3n×3n be the block-diagonal matrix with thei-th
block equal toJi, and consider the functionW : X×R×Ω →
R defined as

W (X,R, ω) = αWtran(X) +Wrot(X,R, ω), (15)

whereα > 0 is a parameter to be assigned later and

Wtran(X) =
√

V (X) +
1

2
V (X),

Wrot(X,R, ω) =

n
∑

i=1

gggii(X,R) · e3

+
1

2
(ω −ωωω(X,R))⊤J(ω −ωωω(X,R)).

Lemma 1:Consider the continuous functionW defined
in (15). Then

α⋆ := sup
(X,R)∈X\{0}×R

∑

i

|gggii(X/
√

V (X), R) · e3| <∞,

Fig. 4. Illustration of the setsS1 andSρ.

and for allα > α⋆, the following properties hold:
(i) W ≥ 0 andW−1(0) ⊂ Γ⋆.

(ii) For all c > 0, the sublevel setWc := {(X,R, ω) :
W (X,R, ω) ≤ c} is compact.

(iii) For all ε > 0, there existsδ > 0 such thatWδ ⊂ Bε(Γ
⋆).

The proof is in the appendix.
From now on we assumeα > α⋆. In light of the lemma, if

we show thatW is nonincreasing outside a certain compact
region of the state space, then all trajectories of (10)-(11)
with feedback (6) are bounded, ruling out finite escape times.
Moreover, in light of part (iii) of the lemma, to prove that
Γ⋆ is practically stable it suffices to prove that for every
δ > 0, there exists a gain vector(k1, k2) such thatWδ is
globally asymptotically stable. For this, we need to show that
W ≥ δ =⇒ Ẇ < 0.

B. Coordinate transformation

We now construct a coordinate transformation on the trans-
lational statesX that leverages the homogeneity property
of fff i. Return to the Lyapunov functionV (X) = X⊤PX
associated with the double-integrator consensus controller.
Since V is a positive definite quadratic form, its level sets
are compact and convex. Consider the level setS1 := {X ∈
X : V (X) = X⊤PX = 1}, and for ρ > 0, let Sρ
denote the setSρ := {X ∈ X : X = ρθ, θ ∈ S1}. The
setsS1 and Sρ are depicted in Figure 4. By convexity of
S1, any pointX ∈ X\{0}, can be uniquely represented as
X = ρθ, ρ ∈ R+, θ ∈ S1, where ρ =

√
X⊤PX and

θ = X/ρ. In the above decomposition, one can think ofρ as a
scaling factor determining the size of the neighborhood of zero
whereX belongs, whileθ is a shape variable determining the
relative positions and velocities of the robots modulo scaling.
We use this construction to transform the coordinates of the
relative translational states inX as follows. Define the map

F : X\{0} × R× Ω → R+ × S1 × R× Ω,

F (X,R, ω) = (ρ, θ, R, ω), ρ :=
√

V (X), θ := X/
√

V (X).

Clearly F is a smooth bijection. Moreover its inverse
F−1(ρ, θ, R, ω) = (ρθ,R, ω) is smooth as well, soF is a dif-
feomorphism3. The new state is(ρ, θ, R, ω) ∈ R+×S1×R×Ω.

3F is a diffeomorphism of smooth manifolds. The setS1 is diffeomorphic
to the unit sphere of dimension6(n− 1) − 1. All other sets involved in the
Cartesian products are smooth manifolds
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Rendezvous in these coordinates would correspond to having
ρ = 0, which is outside of the image ofF . This is not a
problem though, since we want to show practical stability of
the rendezvous manifold, for which it suffices to show thatρ
can be made arbitrarily small.

Having defined a coordinate transformation, our next objec-
tive is to represent the Lyapunov function candidateW in new
coordinates. The new representation isŴ =W ◦F−1, which
amounts to simply replacingX by ρθ. Doing so we obtain

Ŵ (ρ, θ, R, ω) = αŴtran(ρ) + Ŵrot(ρ, θ, R, ω),

whereŴtran(ρ) = ρ+ ρ2

2 ,

Ŵrot(ρ, θ, R, ω) =ρ

n
∑

i=1

gggii(θ,R) · e3

+
1

2

(

ω −ωωω(ρθ,R)
)

⊤
J
(

ω −ωωω(ρθ,R)
)

.

In writing the above, we used the identityρ =
√

V (χ) and
the fact that the functiongggii(X,R) is linear with respect toX ,
implying thatgggii(ρθ,R) = ρgggii(θ,R). In what follows, we let
Ŵδ := {(ρ, θ, R, ω) ∈ R+×S1×R×Ω : Ŵ (ρ, θ, R, ω) < δ}.
Thus,Ŵδ = F (Wδ).

C. Stability analysis

Let δ > 0 be arbitrary. We haveŴ ≤ α(ρ + ρ2/2) +
ρ sup(θ,R) |gggii(θ,R) · e3|+(1/2)(ω−ωωω)⊤J(ω−ωωω). Using the
definition ofα⋆ in Lemma 1 and the fact thatα > α⋆, we get

Ŵ ≤ α(2ρ+ ρ2/2) + (1/2)(ω −ωωω)⊤J(ω −ωωω).

It readily follows that there exists̺ ∈ (0, 1) such that

Λ̺ := {(ρ, θ, R, ω) : ρ ∈ (0, ̺), ‖ω−ωωω(ρθ,R)‖2 < ̺} ⊂ Ŵδ.

We will show that there existα > 0 and a gain vector(k1, k2)

such that ˙̂W < 0 outside the setΛ̺. This will imply thatŴ ≥
δ =⇒ ˙̂

W < 0, proving thatŴδ is globally asymptotically
stable.

Lemma 2:Consider the closed-loop system (10)-(11) with
feedback (6). Ifk1 > 1, then there exist scalarsM1, . . . ,M4 >
0 such that the derivatives ofρ and Ŵrot along the closed-
loop system in(ρ, θ, R, ω) coordinates satisfy the following
inequalities:

ρ̇ ≤ρ
[

−M2 +M1

n
∑

i=1

‖gggii(θ,R)× e3‖
]

,

˙̂
Wrot ≤ρ2

n
∑

i=1

[

−k1‖gggii(θ,R)× e3‖2
(16)

+
M4

k2

]

+ ρM3 −
k21k2
2

‖ω −ωωω(ρθ,R)‖2.

The proof is in the appendix.

From now on we letk1 > 1. Using the inequalities in
Lemma 2, we get

˙̂
W ≤(ρ+ ρ2)

[

−αM2 + αM1

n
∑

i=1

‖gggii(θ,R)× e3‖
]

+ ρ2
n
∑

i=1

[

−k1‖gggii(θ,R)× e3‖2 +
M4

k2

]

+ ρM3 −
k21k2
2

‖ω −ωωω(ρθ,R)‖2.

Denote βi(θ,R) := ‖gggii(θ,R) × e3‖, and β(θ,R) :=
(β1(θ,R), . . . ,βn(θ,R)). For notational convenience, we
omit the arguments of the functionsβ and ωωω. With these
definitions, the inequality above may be rewritten as

˙̂
W ≤(ρ+ ρ2)

(

−αM2 + αM11
⊤β
)

+ρ2
(

−k1‖β‖2+
M4n

k2

)

+ ρM3 −
k21k2
2

‖ω −ωωω‖2.

For everyk2 > nM4/M3, we have

˙̂
W ≤(ρ+ ρ2)

(

−αM2 +M3 + αM11
⊤β
)

− ρ2k1‖β‖2

− k21k2
2

‖ω −ωωω‖2.

If we further pickα > max{α⋆, 3M3/M2}, we have

˙̂
W ≤(ρ+ ρ2)

(

−2M3 + αM11
⊤β
)

− ρ2k1‖β‖2

− k21k2
2

‖ω −ωωω‖2.

Splitting the term−ρ2k1‖β‖2 into two parts and collecting
terms forρ andρ2, we obtain

˙̂
W ≤ρ2

(

−2M3 + αM11
⊤β − k1

2
‖β‖2

)

+ ρ

(

−2M3 + αM11
⊤β − ρ

k1
2
‖β‖2

)

− k21k2
2

‖ω −ωωω‖2.

Consider now the expression

M3−αM11
⊤β+

k1̺

2
‖β‖2=

[

1⊤ β⊤
]

[

M3

n I −αM1

2 I

−αM1

2 I
k1̺
2 I

][

1

β

]

.

If k1 > 2n(αM1/2)
2/(̺M3), the above quadratic form is

positive definite, implying that

M3 − αM11
⊤β +

k1̺

2
‖β‖2 ≥ 0. (17)

Since̺ < 1, we also haveM3−αM11
⊤β+(k1/2)‖β‖2 ≥ 0.

Using the latter inequality, we get a further upper bound for
˙̂
W ,

˙̂
W ≤− ρ2M3 + ρ

(

−2M3 + αM11
⊤β − ρ

k1
2
‖β‖2

)

− k21k2
2

‖ω −ωωω‖2.
(18)

Using (18), we now prove that outsideΛ̺,
˙̂
W < 0. In other

words, when eitherρ ≥ ̺ or ‖ω −ωωω‖2 ≥ ̺, ˙̂
W < 0.
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TABLE II
SIMULATION INITIAL CONDITIONS

Vehicle i xi(0) (m) vi(0) (m/s) Ri(0)
1 (0,−10, 10) (0, 0, 0) side1
2 (0, 10, 10) (0, 0, 0) side2
3 (0, 0, 0) (0, 0, 0) down
4 (−10, 0,−10) (0, 0, 0) up
5 (10, 0,−10) (0, 0, 0) up

Remark 2: If the derivative ˙̂
W were negative definite, then

the rendezvous manifoldΓ⋆ would be globally asymptotically
stable. However, this is not guaranteed in (18). The reason
is as follows. Supposeρ is very small and‖ω − ωωω‖ = 0.
Then all terms multiplied byρ2 become negligible and what

remains in (18) is, ˙̂W ≤ ρ
(

−2M3 + αM11
⊤β
)

. As we have
no control over the value of the constantsM1 andM3 in the
equation above,˙̂W can be greater than zero if the second term
dominates the first.

Suppose first thatρ ≥ ̺. Then from (18) we have

˙̂
W ≤− ρ2M3 + ρ

(

−2M3 + αM11
⊤β − k1̺

2
‖β‖2

)

− k21k2
2

‖ω −ωωω‖2.

By inequality (17) we conclude that

˙̂
W ≤ −ρ2M3 − ρM3 −

k21k2
2

‖ω −ωωω‖2 < 0.

Next, suppose that‖ω −ωωω‖2 ≥ ̺. Then from (18),

˙̂
W ≤ −ρ2M3 + ραM11

⊤β − k21k2
2

̺

≤ −ρ2M3 + ραM1M5 −
k21k2
2

̺,

whereM5 := max(θ,R)∈S1×R{1⊤β(θ,R)}. The maximum
exists becauseβ is continuous andS1 × R is a compact set.

If k2 > (αM1M5/k1)
2/̺ then ˙̂

W < 0.
We have therefore proved that, ifα > max{α⋆, 3M3/M2},

k1 > max{1, 2n(αM1/2)
2/(̺M3)}, and k2 >

max{nM4/M3, (αM1M5/k1)
2/̺}, thenŴ > δ implies that

˙̂
W < 0. Therefore, for any initial condition, the solution
of (10)-(11) with feedback (6) is bounded and the setŴδ is
globally asymptotically stable. �

VII. S IMULATION RESULTS

We consider a group of five robots with the sensor digraph in
Figure 5. The robot masses and inertia matrices are:m1 = 3
Kg, m2 = 3 Kg, m3 = 3.4 Kg, m4 = 3.2 Kg, m5 = 3.2
Kg andJ1 := diag (0.13, 0.13, 0.04)Kg·m2, as in [28],J2 =
J1, J3 = 1.4J1, J4 = 1.2J1, J5 = 1.2J1. We use the
double-integrator consensus controller of Ren and Atkins [1],
fff i(yi) =

∑n
j=1 aij(xij + γvij) whereaij ≥ 0, γ > 0. It is

shown in [1] that for sufficiently largeγ the above controller
does indeed achieve consensus. We pickaij = 0.3 for all
j ∈ Ni andγ = 30. The control gainsk1 and k2 in (6) are

TABLE III
CONTROL EFFORT

Figure 6 Figure 7
maxi supt |ui(t)| (N) 20.4 17.21
maxi supt ‖τi(t)‖ (N·m) 15.27 16.47
maxi rms(|ui(t)|) (N) 1.72 4.31
maxi rms(‖τi(t)‖) (N·m) 1.43 2.24

3

1

2

4 5

Fig. 5. Sensor digraph used in the simulation results.

chosen to bek1 = 2 andk2 = 0.45. The initial conditions of
the robots are shown in Table II. The initial attitudesRi(0)
of the robots are: up(right), side(ways)1, side(ways)2 and
(upside)down respectively given by:




1 0 0
0 1 0
0 0 1



 ,





1 0 0
0 0 −1
0 1 0



 ,





1 0 0
0 0 1
0 −1 0



 ,





1 0 0
0 −1 0
0 0 −1



 .

Figure 6 shows the simulation without the presence of distur-
bances while Figure 7 shows the simulation when disturbances
are present. The disturbances are: an additive random noise
with maximum magnitude of0.25N on the applied force; an
additive random noise with maximum magnitude of0.25N·m
on the applied torque; an additive measurement error for the
angular velocity, with maximum magnitude of0.25 rad/s; an
additive random noise on the quantityfff i(yii) accounting for
errors in measurements of relative displacements and velocities
of the vehicles. The direction of this vector has been rotated
within 0.25 rad and the magnitude is scaled between0.75 to
1.25 times the actual magnitude. The disturbances are updated
10 times per second. In both cases of Figure 6 and Figure 7, the
vehicles’ positions and velocities converge to a neighborhood
of one another.

In Figure 6 the vehicles remain within0.25m of one another
while in Figure 7 the vehicles remain within1m of one another
at steady state. These neighborhoods can be made even smaller
by further increasing the control gainsk1 andk2. However, this
would result in having higher control inputs. Metrics related
to the thrust and torque inputs are presented in Table III. The
first two rows show peak control norms and the last two show
the root mean square (rms) of the control norms. In these
simulations we considered zero gravity, i.e.,g = 0. This was
done to improve visibility of the simulation results. In the
presence of gravity, the vehicles would still converge to the
same neighborhood of one another, however at steady state
they would accelerate in the direction of gravity since gravity
is not compensated through the control inputs in (6).
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Fig. 6. Rendezvous control simulation without the presenceof disturbances.
At the top-left, top-right and bottom-left: positions of the five robots expressed
in the inertial frameI. At the bottom-right: linear speeds‖vi‖, i = 1, . . . , 5.
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Fig. 7. Rendezvous control simulation with the presence of disturbances. At
the top-left, top-right and bottom-left: positions of the five robots expressed
in the inertial frameI. At the bottom-right: linear speeds‖vi‖, i = 1, . . . , 5.

VIII. C ONCLUSIONS

We have presented the first local and distributed feedback
solving the rendezvous control problem for a class of un-
deractuated robots modelling vertical take-off and landing
(VTOL) vehicles such as quadrotor helicopters. The main
result, Theorem 1, relies on the assumption that the sensor
digraph is constant. As we have discussed in the paper,
this assumption is questionable in practice, but a stability
analysis in the presence of a state-dependent sensor digraph
is beyond the scope of this paper. We believe that solutions
in the literature for consensus of double-integrators withtime-
dependent sensor digraphs could be extended to rigid bodies
using the framework in this paper. However the Lyapunov
function used in the analysis would need to be modified
extensively. Since this makes the problem even more difficult
than it already is, we leave it as a possible future research
direction. In this paper we limited ourselves to the control
specification of rendezvous. The proposed control law, in
particular, does not guarantee hovering of the vehicles. While
the robots converge to each other, nothing can be said about
the motion of the ensemble. This cannot be otherwise, for it
would be impossible to solve the rendezvous problem with

hovering without additional sensors. One would need some
measurement of the gravity vector, for example provided by
a three-axis accelerometer. The point of view of these authors
is that the proposed solution of the rendezvous problem
will serve as a layer in a hierarchy of higher-level control
specifications such as hovering, formation stabilization,and
path following.

APPENDIX

A. Proof of Lemma 1

Recall the definition ofW (X,R, ω), and assume thatX 6= 0,

W =α

(

√

V (X) +
1

2
V (X)

)

+

n
∑

i=1

gggii(X,R) · e3

+
1

2
(ω −ωωω(X,R))⊤J(ω −ωωω(X,R))

=
√

V (X)

(

α+

∑n
i=1 ggg

i
i(X,R) · e3

√

V (X)

)

+
α

2
V (X)

+
1

2
(ω −ωωω(X,R))⊤J(ω −ωωω(X,R)).

Sincegggii(X,R) is linear with respect toX , we have

W =
√

V (X)

(

α+

n
∑

i=1

gggii (µ(X), R) · e3
)

+
α

2
V (X)

+
1

2
(ω −ωωω(X,R))⊤J(ω −ωωω(X,R)),

where µ(X) := X/
√

V (X) is continuous onX\{0} and
bounded as follows

‖µ(X)‖ =
‖X‖

√

V (X)
=

‖X‖√
X⊤PX

≤ 1
√

λmin(P )
.

Sincegggii is continuous,µ(X) is bounded, andR ∈ R, a com-
pact set, it follows that the function

∑n
i=1

∣

∣gggii (µ(X), R) · e3
∣

∣

has a bounded supremum. Accordingly, let

α⋆ = sup
(X,R)∈X\{0}×R

n
∑

i=1

∣

∣gggii (µ(X), R) · e3
∣

∣ .

For all α > α⋆, we haveW (X,R, ω) ≥W (X,R, ω),

W (X,R, ω) :=
α

2
V (X)

+
1

2
(ω −ωωω(X,R))⊤J(ω −ωωω(X,R)) ≥ 0.

We derived the bound above forX 6= 0, but sincegggii(0, R) = 0
(by linearity ofgggii with respect toX), the bound also holds
for X = 0. The above inequality implies thatW ≥ 0 and
W−1(0) ⊂ W−1(0). But W = 0 if and only if V (X) = 0
(i.e., X = 0) andω = ωωω. ThusW−1(0) ⊂ Γ⋆, proving part
(i) of the lemma.

For part (ii), note that for allc > 0, Wc ⊂ {W ≤ c}.
SinceW is a positive definite quadratic form in the variables
(X,ω − ωωω), its sublevel sets are compact in(X,ω − ωωω)
coordinates. Thus if(X,R, ω) ∈ Wc, X and ω − ωωω(X,R)
are bounded. Sinceωωω is continuous andR ∈ R, a compact
set,ωωω is bounded, implying thatω is also bounded. Therefore
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the setWc is bounded. Continuity ofW implies thatWc is
compact. This concludes the proof of part (ii) of the lemma.

For part (iii), let ε > 0 be arbitrary. SinceW is a
positive definite quadratic form in the variables(X,ω − ωωω),
there existsδ > 0 such thatW (X,R, ω) ≤ δ implies
‖(X,ω −ωωω(X,R))‖ ≤ ε.

Furthermore, the inequality‖(X,ω − ωωω(X,R))‖ ≤ ε
implies that‖X‖ ≤ ε. Now consider any point(X,R, ω) ∈
{W ≤ δ}. We have just seen that this implies that‖X‖ ≤ ε.
It will be shown next that this implies(X,R, ω) ∈ Bε(Γ

⋆)
and hence{W ≤ δ} ⊂ Bε(Γ

⋆).
Note that(X,R, ω) ∈ X×R×Ω lies on the product of metric
spacesX, R andΩ. Respectively, the metrics aredX, dR and
dΩ (dX anddΩ are Euclidean metrics). As such, choosing to
use the2-product metric,

‖(X,R, ω)‖Γ⋆

= inf
(X0,R0,ω0)∈Γ⋆

(

dX(X,X0)
2 + dR(R,R0)

2 + dΩ(ω, ω0)
2
)

1
2 .

Recall thatΓ⋆ = {(X,R, ω) ∈ X×R×Ω : X = 0}. As such,
the point(0, R, ω) is contained in the setΓ⋆ and therefore,

‖(X,R, ω)‖Γ⋆ ≤
(

dX(X, 0)
2 + dR(R,R)

2 + dΩ(ω, ω)
2
)

1
2

where dR(R,R) and dΩ(ω, ω) are zero. This yields,
‖(X,R, ω)‖Γ⋆ ≤ dX(X, 0) ≤ ‖X‖ ≤ ε. This implies that
(X,R, ω) ∈ Bε(Γ

⋆). Thus,Wδ ⊂ {W ≤ δ} ⊂ Bε(Γ
⋆), as

required. This concludes the proof of Lemma 1. �

B. Proof of Lemma 2

We will use a standard result from differential geometry
relating the Lie derivatives of smooth functions alongF -
related vector fields [36, Proposition 8.16]. In our context,
recalling thatρ =

√
V |X=ρθ and Ŵ = W |X=ρθ, the result

has the following implication:

ρ̇ =
d

dt

√
V
∣

∣

∣

X=ρθ
and ˙̂

Wrot =
d

dt
Wrot

∣

∣

∣

X=ρθ
. (19)

Rewrite the dynamics ofX in (10) as

ẋ1j = v1j

v̇1j = [gggj(X)− ggg1(X)]

+Rj

[

(gggjj(X,R) · e3)e3 − ggg
j
j(X,R)

]

+R1

[

(ggg1
1(X,R) · e3)e3 − ggg1

1(X,R)
]

.

To get the identities above, we added and subtracted in (10) the
ideal force feedbacksfff j(yj) = gggj(X) and fff1(y1) = ggg1(X),
and we replaceduj andu1 in (10) by the assigned feedbacks
in (6). Finally, we used the identityRigggii = gggi.

Taking the time derivative of
√

V (X) along the above
vector field we get

d

dt

√

V (X) =
1

2
√

V (X)

[

−X⊤QX

+

n
∑

j=2

∂V

∂v1j
Rj

(

(gggjj(X,R) · e3)e3 − ggg
j
j(X,R)

)

−
n
∑

j=2

∂V

∂v1j
R1

(

(ggg1
1(X,R) · e3)e3−ggg1

1(X,R)
)

]

.

The first term in the bracket is the derivative ofV (X) along
the nominal vector field (14), andQ = Q⊤ is a positive
definite matrix. LettingM2 = λmin(Q)/(2λmax(P )) and
using the fact that the Euclidean norm is invariant under
rotations, we have

d

dt

√

V (X) ≤−M2

√

V (X) +
1

2
√

V (X)
·

[

n
∑

j=2

∥

∥

∥

∥

∂V

∂v1j

∥

∥

∥

∥

(

‖(gggjj(X,R) · e3)e3 − ggg
j
j(X,R)‖

+‖(ggg1
1(X,R) · e3)e3 − ggg1

1(X,R)‖
)

]

.

We claim that‖(gggii(X,R) ·e3)e3−gggii(X,R)‖ = ‖gggii(X,R)×
e3‖. Indeed, writinggggii = (gggii ·e3)e3+gggii−(gggii ·e3)e3, we have
gggii×e3 = (gggii−(gggii ·e3)e3)×e3. Since the vectorgggii−(gggii ·e3)e3
is perpendicular toe3, ‖(gggii − (gggii · e3)e3)× e3‖ = ‖gggii − (gggii ·
e3)e3‖, so that‖gggii × e3‖ = ‖gggii − (gggii · e3)e3‖. This proves
the claim. Using the identity just derived, we get

d

dt

√

V (X) ≤−M2

√

V (X)

+
1

2
√

V (X)

[

n
∑

j=2

∥

∥

∥

∥

∂V

∂v1j

∥

∥

∥

∥

(

‖gggjj(X,R)× e3‖

+‖ggg1
1(X,R)× e3‖

)

]

.

Using (19), we get

ρ̇ ≤ −M2ρ+
1

2ρ

[

n
∑

j=2

∥

∥

∥

∥

∂V

∂v1j
(ρθ)

∥

∥

∥

∥

(

‖gggjj(ρθ,R)× e3‖

+‖ggg1
1(ρθ,R)× e3‖

)

]

.

Since the functionsgggii are linear with respect to their first
argument, and the partial derivatives of the quadratic formV
are linear functions, by the homogeneity of the norm we have

ρ̇ ≤ −M2ρ+
ρ

2

[

n
∑

j=2

∥

∥

∥

∥

∂V

∂v1j
(θ)

∥

∥

∥

∥

(

‖gggjj(θ,R)× e3‖

+‖ggg1
1(θ,R)× e3‖

)

]

.

The functions‖∂V/∂v1j‖ are continuous. The variableθ
belongs toS1, a compact set. Therefore‖∂V/∂v1j‖ has a
maximum,

ρ̇ ≤−M2ρ+ max
θ∈S1

j∈{2,...,n}

∥

∥

∥

∥

∂V

∂v1j
(θ)

∥

∥

∥

∥

ρ

2

[

n
∑

j=2

(

‖gggjj(θ,R)× e3‖
)

+ (n− 1)‖ggg1
1(θ,R)× e3‖

]

≤−M2ρ+ max
θ∈S1

j∈{2,...,n}

∥

∥

∥

∥

∂V

∂v1j
(θ)

∥

∥

∥

∥

ρ

2
(n− 1)

n
∑

j=1

‖gggjj(θ,R)×e3‖.
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Letting M1 := max θ∈S1
j∈{2,...,n}

‖∂V/∂v1j‖ (n − 1)/2, we get

the first inequality in (16).
We now turn to the second inequality in (16). Recall the

definition ofWrot,

Wrot(X,R, ω) =
n
∑

i=1

gggii(X,R) · e3

+
1

2
(ω −ωωω(X,R))⊤J(ω −ωωω(X,R)).

The time derivative ofWrot along the vector field in (10)-(11)
is

Ẇrot =
n
∑

i=1

[

(

d

dt
gggii

)

· e3 + (ωii −ωωωii(X,R))·
(

τi − ωii × Jiω
i
i − Ji

(

d

dt
ωωωii

))

]

.

To express(d/dt)gggii, recall thatgggii(X,R) = R−1
i fff i(hi(X)).

Then,

d

dt
gggii =

(

d

dt
R−1
i

)

fff i(hi(X)) +R−1
i

d

dt
(fff i(hi(X))) .

The functionfff i(hi(X)) is linear. Its derivative along the vector
field (10)-(11) with feedback (6) is a function of(X,R) which
is linear with respect toX becauseui = −gggii(X,R)·e3 is such.
We will denote ithhhi(X,R), hhhi(X,R) := (d/dt)fff i(hi(X)).
Consistently with our notational convention in Table I, we
will let hhhii(X,R) := R−1

i hhhi(X,R). The functionhhhii(X,R) is
linear with respect toX . Returning to the derivative ofgggii, we
have

d

dt
gggii = −(ωii)

×R−1
i fff i(hi(X)) +R−1

i hhhi(X,R)

= −ωii × gggii(X,R) +hhhii(X,R).

Similarly, sinceωωωii(X,R) = k1(ggg
i
i(X,R) × e3), we have

d
dtωωω

i
i = k1

(

−ωii × gggii +hhhii
)

× e3. Substituting the above
identities in the expression foṙWrot and sinceτi = ωii ×
Jiω

i
i − k1Ji((ω

i
i × gggii)× e3)− k21k2(ω

i
i −ωωωii), we get

Ẇrot =

n
∑

i=1

[

−(ωii × gggii) · e3 +hhhii · e3

−k1(ωii −ωωωii) · Ji(hhhii × e3)− k21k2‖ωii −ωωωii‖2
]

.

Using the property of the triple product that(ωii × gggii) · e3 =
(gggii × e3) · ωii, we obtain

Ẇrot =
n
∑

i=1

[

−(gggii × e3) · ωii +hhhii · e3

−k1(ωii −ωωωii) · Ji(hhhii × e3)− k21k2‖ωii −ωωωii‖2
]

.

Adding and subtracting the term(gggii × e3) ·ωωωii and collecting
the termωii −ωωωii, we have

Ẇrot =

n
∑

i=1

[

− (gggii × e3) ·ωωωii +hhhii · e3 − ((gggii × e3)

+ k1Ji(hhh
i
i × e3)) · (ωii −ωωωii)− k21k2‖ωii −ωωωii‖2

]

.

Substituting in the first term inside the bracketωωωii = −k1(gggii×
e3), taking norms, and using the fact thatk1 ≥ 1, we arrive
at the inequality

Ẇrot ≤
n
∑

i=1

[

− k1‖gggii × e3‖2 + ‖hhhii · e3‖

+ k1kkki(X,R)‖ωii −ωωωii‖ − k21k2‖ωii −ωωωii‖2
]

,

wherekkki(X,R) := ‖gggii(X,R)× e3‖+ ‖Ji(hhhii(X,R)× e3)‖.
Note thatkkki(X,R) is homogeneous with respect toX because
gggii and hhhi are linear with respect toX and the norm is a
homogeneous function.

Splitting the term−k21k2‖ωii−ωωωii‖2 into two parts and notic-
ing that the functionk1kkki(X,R)‖ωii −ωωωii‖ − (k21k2/2)‖ωii −
ωωωii‖2 is quadratic in the variable‖ωii − ωωωii‖ with maximum
kkk2
i (X,R)/(2k2), we get

Ẇrot ≤
n
∑

i=1

[

− k1‖gggii × e3‖2 + ‖hhhii · e3‖ −
k21k2
2

‖ωii −ωωωii‖2

+
kkk2
i (X,R)

2k2

]

.

Now using (19) we get

˙̂
Wrot ≤

n
∑

i=1

[

− k1‖gggii(ρθ,R)× e3‖2 + ‖hhhii(ρθ,R) · e3‖

− k21k2
2

‖ωii −ωωωii‖2 +
kkk2
i (ρθ,R)

2k2

]

.

Using the homogeneity with respect toX of ‖gggii × e3‖, ‖hhhii ·
e3‖, andkkki, we get

˙̂
Wrot ≤

n
∑

i=1

[

− k1ρ
2‖gggii(θ,R)× e3‖2 + ρ‖hhhii(θ,R) · e3‖

− k21k2
2

‖ωii −ωωωii‖2 + ρ2
kkk2
i (θ,R)

2k2

]

.

Since‖hhhii(θ,R) · e3‖ andkkk2
i (θ,R) are continuous functions

over the compact setS1 × R, they each have a maximum.
Letting M3 = n · max(θ,R)∈S1×R

i∈{1,...,n}

(

‖hhhii(θ,R) · e3‖
)

, M4 =

max(θ,R)∈S1×R

i∈{1,...,n}

(

kkk
2
i (θ,R)
2

)

, we conclude that

˙̂
Wrot ≤ρ2

n
∑

i=1

[

−k1‖gggii(θ,R)× e3‖2 +
M4

k2

]

+ ρM3

− k21k2
2

n
∑

i=1

‖ωii −ωωωii‖2,

as required. This concludes the proof of Lemma 2. �
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