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On approximating contractive systems

Meir Botner, Yoram Zarai, Michael Margaliot, and Lars Grüne

Abstract

We study the problem of approximating the trajectories of a contractive system using a simpler

system (e.g. an LTI system). We derive bounds on the approximation error that depend on the trajectories

of the simpler system. We describe several applications of our results to models from systems biology.

Index Terms

Contractive systems, matrix measures, linearized model, input to state dynamical stability, systems

biology.

I. INTRODUCTION

A dynamical system is called contractive if any two trajectories contract to each other [1],

[2]. This has many important implications. For example, if the trajectories evolve on a compact

and convex state-space then the system admits an asymptotically globally stable equilibrium

point e. Proving this does not require an explicit description of e. Also, contractive systems with

a periodic excitation entrain, that is, their trajectories converge to a periodic pattern with the

same period as the excitation (see, e.g. [3]).

Not surprisingly, contraction theory found numerous applications in nonlinear systems and

control theory. A particularly interesting line of research is based on combining contraction
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theory and graph theory in order to study various networks of multi-agent systems (see, e.g. [4],

[5]).

As already noted by Desoer and Haneda [6], contractive systems also satisfy an input-to-state

stability (ISS) property. Desoer and Haneda used this to derive bounds on the error between

trajectories of a continuous-time contractive system and its discretized model. This is important

when computing solutions of contractive systems using numerical integration methods [7].

Here, we use the ISS perspective to derive a bound on the error between trajectories of a

continuous-time contractive system and those of some “simpler” continuous-time system (e.g.

an LTI system). This bound is particularly useful when the simpler model can be solved explicitly.

We demonstrate our results using several models from systems biology.

The remainder of this note is organized as follows. The next section reviews some properties

of contractive systems that are used later on. Section III describes our main results. The final

section concludes and describes possible directions for further research.

II. PRELIMINARIES

Consider the time-varying dynamical system

ẋ(t) = f(t, x(t)), (1)

with the state x evolving on a positively invariant convex set Ω ⊆ Rn. We assume that f(t, x)

is differentiable with respect to x, and that both f(t, x) and J(t, x) := ∂f
∂x

(t, x) are continuous

in (t, x). Let x(t, t0, x0) denote the solution of (1) at time t ≥ t0 with the initial condition x(t0) =

x0. For the sake of simplicity, we assume from here on that x(t, t0, x0) exists and is unique for

all t ≥ t0 ≥ 0 and all x0 ∈ Ω.

We say that (1) is contractive on Ω with respect to a norm | · | : Rn → R+ if there exists η > 0

such that

|x(t, t0, a)− x(t, t0, b)| ≤ exp(−(t− t0)η)|a− b| (2)

for all t ≥ t0 ≥ 0 and all a, b ∈ Ω. This means that any two trajectories contract to one another at

an exponential rate η. This implies in particular that the initial condition is “quickly forgotten”.

We focus here on exponential contraction with respect to a fixed vector norm because there

exist easy to check sufficient conditions, based on matrix measures, guaranteeing that (2) holds.
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However, it should be noted that contraction can be defined in a more general way, for example

with respect to a time- and space-varying norm [1] (see also [8]).

A vector norm | · | : Rn → R+ induces a matrix measure µ : Rn×n → R defined by

µ(A) := lim
ε↓0

1

ε
(||I + εA|| − 1),

where || · || : Rn×n → R+ is the matrix norm induced by | · |. For example, for the `1 vector norm,

denoted | · |1, the induced matrix norm is the maximum absolute column sum of the matrix, and

the induced matrix measure is

µ1(A) = max{c1(A), . . . , cn(A)}, (3)

where

cj(A) := Ajj +
∑

1≤i≤n
i 6=j

|Aij|, (4)

i.e., the sum of the entries in column j of A, with non-diagonal elements replaced by their

absolute values.

Matrix measures satisfy several useful properties (see, e.g. [6]). We list here two properties

that will be used later on:

µ(A+B) ≤ µ(A) + µ(B), (subadditivity),

µ(cA) = cµ(A) for all c ≥ 0, (homogeneity). (5)

Let J(t, x) := ∂f
∂x

(t, x) denote the Jacobian of f . If

µ(J(t, x)) ≤ −η, for all x ∈ Ω and all t ≥ 0, (6)

then (2) holds (see [3] for a self-contained proof). This is in fact a particular case of using a

Lyapunov-Finsler function to prove contraction [8]. We will focus on the case where η > 0, but

all our results hold when η ≤ 0 as well.

Often it is useful to work with scaled norms (see, e.g. [9]). Let | · |∗ be some vector norm,

and let µ∗ : Rn×n → R denote its induced matrix measure. If D ∈ Rn×n is an invertible matrix,

and | · |∗,D : Rn → R+ is the vector norm defined by |z|∗,D := |Dz| then the induced matrix

measure is µ∗,D(A) = µ(DAD−1).
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III. MAIN RESULTS

From here on we assume that the Jacobian J of the vector field f in (1) satisfies

µ(J(t, x)) ≤ −η, for all x ∈ Ω and all t ≥ 0, (7)

where µ is the matrix measure induced by a norm | · |. We can now state our main result. This

provides bounds on the error between trajectories of a contractive system and those of some

other (“simpler”) dynamical system.

Theorem 1 Consider system (1), with x(0) = x0 ∈ Ω, and suppose that (7) holds for a matrix

measure induced by some norm | · |. Consider another system ẏ(t) = g(t, y), with y(0) = y0 ∈ Ω.

Let T = T (y0) ≥ 0 be such that y(t, 0, y0) ∈ Ω for all t ∈ [0, T ]. Let d(t, x0, y0) := x(t, 0, x0)−

y(t, 0, y0) denote the difference between the trajectories at time t. Then for any t ∈ [0, T ] the

following inequalities hold:

|d(t, x0, y0)| ≤ exp(−ηt)|x0 − y0| (8)

+

∫ t

0

exp(−η(t− s))|f(s, y(s, 0, y0))− g(s, y(s, 0, y0))| ds,

and

|d(t, x0, y0)| ≤ exp(−η(1− α)t)×max

{
|x0 − y0|,

sup
τ∈[0,t]

exp(η(1− α)τ)

ηα
|f(τ, y(τ, 0, y0))− g(τ, y(τ, 0, y0))|

}
(9)

for all α ∈ (0, 1).

The advantage of the bounds (8) and (9) is that they depend on the difference in the vector

fields f−g evaluated along the solution of the y-system. As we will see below, this is particularly

useful when either the solution y(t) is “simple”, e.g., when the y dynamics is LTI, or when the

difference |f − g| admits a simple bound. In fact, the bounds demonstrate a tradeoff: if g is

“close” to f then the difference |f(y) − g(y)| will be small yet the solution y of the g system

will be difficult to evaluate explicitly (as we assume that f is a nonlinear vector field). On the

other-hand, if the vector field g is “simple” (e.g. LTI), then the distance |f(y) − g(y)| may be

large yet the y solution may be known explicitly.
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While the estimate (9) may be more conservative than the integral estimate in (8), it can be

useful when the integral does not allow for an explicit solution.

Proof of Theorem 1. Note that

ẋ(t)− ẏ(t) = f(t, x(t))− f(t, y(t)) + f(t, y(t))− g(t, y(t))

= M(t)(x(t)− y(t)) + u(t),

where M(t) :=
∫ 1

0
J(t, sx(t)+(1−s)y(t)) ds, and u(t) := f(t, y(t))−g(t, y(t)). Since y(t) ∈ Ω

for all t ∈ [0, T ] and Ω is convex, sx(t) + (1 − s)y(t) ∈ Ω for all t ∈ [0, T ] and all s ∈ [0, 1].

Now (5) and (6) imply that µ(M(t)) ≤ −η for all t ∈ [0, T ]. Using the ISS property of contractive

systems [6] yields

|d(t, x0, y0)| ≤ exp(−ηt)|x0 − y0|

+

∫ t

0

exp(−η(t− s))|u(s)| ds,

and this proves (8).

To prove (9), we use the concept of input-to-state dynamical stability (ISDS) as introduced

in [10] and [11]. We first briefly review some definitions. Consider a function V : P → R,

with P ⊆ Rn. Recall that the viscosity subdifferential of V at a point z ∈ P , denoted D−V (z),

is the set of all vectors p ∈ Rn satisfying

lim inf
ẑ→z

V (ẑ)− V (z)− p(ẑ − z)

|ẑ − z|
≥ 0. (10)

The function V is called a viscosity supersolution of the equation H(x, V,DV ) = 0, x ∈ P , if

V is upper semicontinuous and

H(x, V (x), p) ≥ 0, for all x ∈ P, p ∈ D−V (x).

We will prove that V (z) := |z| is an ISDS Lyapunov function in the sense of Definition 3.5.2

in [11] for the system ż(t) = M(t)z(t) + w(t), with the functions: σ(r) := r, γ(r) := r/(ηα),

and µ(r, t) := exp(−η(1 − α)t)r. Note that d
dt
µ(r, t) = −g(µ(r, t)), with g(s) := η(1 − α)s.

Then [11, Proposition 3.5.1] yields (9). Specifically, we need to establish that V is a viscosity
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supersolution of the equation:

inf
w∈Rn, γ(|w|)≤V (z)

{−DV (z)(M(t)z + w)− g(V (z))} = 0.

This is equivalent to the following property: for each z ∈ Rn, t ≥ 0 and p ∈ D−V (z),

sup
w∈Rn, γ(|w|)≤V (z)

p(M(t) + w)z ≤ −g(V (z)). (11)

To show this, note that for p ∈ D−V (z) we have that for each w ∈ Rn satisfying M(t)z+w 6= 0,

lim inf
h→0

V (z + hM(t)z + hw)− V (z)− hp(M(t)z + w)

|h(M(z)z + w)|
≥ 0,

that is

p(M(t)z + w) ≤ lim inf
h→0

V (z + hM(t)z + hw)− V (z)

h

= lim inf
h→0

|z + hM(t)z + hw| − |z|
h

≤ lim inf
h→0

‖I + hM(t)‖ |z|+ h|w| − |z|
h

≤ µ(M(t))|z|+ |w|

≤ −ηV (z) + |w|, (12)

where we used the definition of the matrix measure and (7).

Now for any w such that γ(|w|) ≤ V (z) we obtain |w| ≤ αηV (z) which implies

−ηV (z) + |w| ≤ −ηV (z) + αηV (z)

= −η(1− α)V (z)

= −g(V (z)),

and combining this with (12) yields (11). �

The next two sections describe several applications of Theorem 1.

A. Contractive systems with perturbations

One case where Theorem 1 is useful is when the difference |f−g| can be efficiently bounded.

Sontag [12] has shown that if ẋ = f(t, x) is contractive and h(t) is an exponentially decaying
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function then there exist k, `, with ` > 0, such that the difference between the solutions of

ẋ = f(t, x), x(0) = x0, (13)

and

ẏ = f(t, y) + h(t), y(0) = y0, (14)

satisfies

|x(t, x0)− y(t, y0)| ≤ exp(−`t)(k + |x0 − y0|).

This is a kind of a “exponentially converging input exponentially converging output” property

for contractive systems. We provide a more explicit bound.

Corollary 1 Suppose that trajectories of (13) evolve on a convex set Ω ⊆ Rn and that its

Jacobian satisfies µ(J(t, x)) < −η for all x ∈ Ω and all t ≥ 0. Here µ is a matrix measure

induced by a vector norm | · |. Suppose also that h(t) in (14) satisfies |h(t)| ≤ L exp(−kt) for

all t ≥ 0 where k > 0 and L ≥ 0. Let T ≥ 0 be such that y(t, y0) ∈ Ω for all t ∈ [0, T ]. Then

the difference between the solutions of (13) and (14) satisfies for all t ∈ [0, T ],

|d(t, x0, y0)| ≤ exp(−ηt)|x0 − y0|+ Lb(t), (15)

where

b(t) :=

t exp(−ηt), η = k,

exp(−kt)−exp(−ηt)
η−k , η 6= k.

Indeed, Theorem 1 yields

|d(t, x0, y0)|

≤ exp(−ηt)|x0 − y0|+
∫ t

0

exp(−η(t− s))|h(s)| ds

≤ exp(−ηt)|x0 − y0|+ L

∫ t

0

exp(−η(t− s)) exp(−ks) ds,

and this yields (15).

Let 1k denote the vector of k ones. As a simple example of (15), consider the case where f(t, x) =

−x and h(t) = exp(−t)1n. Here, µ1(J(t, x)) = −1 for all t ≥ 0 and all x ∈ Rn, and |h(t)|1 =
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n exp(−t). Applying Corollary 1 with η = k = 1, L = n, and initial conditions x0 = y0 = 0

yields

|x(t, 0)− y(t, 0)|1 ≤ nt exp(−t),

and this is in fact a tight bound, as in this case x(t, 0) ≡ 0 and y(t, 0) = t exp(−t)1n.

Theorem 1 can also be used to obtain bounds for the case where h decays at a rate that is

slower than exponential (e.g. when |h(t)| ≤ L 1
1+t

). However, a more interesting application of

Theorem 1 is when the approximating system (the y system) is an LTI system.

B. Approximation using an LTI system

As a first application, consider the cyclic system

ẋ1 = −α1x1 + h(xn),

ẋ2 = −α2x2 + x1,

ẋ3 = −α3x3 + x2,

...

ẋn = −αnxn + xn−1, (16)

with αi > 0. We assume that the “feedback function” h satisfies: h(0) ≥ 0, and there exists c > 0

such that

0 ≤ h′(z) ≤ (α1 − c) . . . (αn − c), for all z ≥ 0. (17)

As explained in [13, Ch. 4], a system in the form (16) may model a simple biochemical

feedback control circuit for protein synthesis in the cell. The xi’s represent concentrations of

various macro-molecules in the cell and are therefore non-negative. It is straightforward to verify

that Rn
+ is an invariant set of (16), and we assume that there exists a compact and convex

subset Ω ⊂ Rn
+ that is also an invariant set of the dynamics.
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The Jacobian of (16) is

J(x) =



−α1 0 0 . . . 0 h′(xn)

1 −α2 0 . . . 0 0

0 1 −α3 . . . 0 0
...

0 0 0 . . . 1 −αn


. (18)

For the diagonal matrix D = D(ε) := diag (1, α1 − ε, (α1 − ε)(α2 − ε), . . . , (α1 − ε) . . . (αn−1 − ε)),

with ε ∈ [0,min{αi}), the matrix DJ(x)D−1 has the form

−α1 0 0 . . . 0 h′(xn)∏n−1
i=1 (αi−ε)

α1 − ε −α2 0 . . . 0 0

0 α2 − ε −α3 . . . 0 0
...

0 0 0 . . . αn−1 − ε −αn


,

and our assumptions on h(·) imply that for any ε ∈ [0, c], µ1(DJ(x)D−1) = −ε, for all x ∈ Rn
+.

Thus, (16) is contractive on Ω w.r.t. the scaled norm | · |1,Dε , with contraction rate ε. Intuitively

speaking, condition (17) thus requires that the “total dissipation” α :=
∏n

i=1 αi is strictly larger

than the maximal value of the derivative of the feedback function.

A linear system that can be used to approximate (16) is

ẏ1 = −α1y1,

ẏ2 = −α2y2 + y1,

ẏ3 = −α3y3 + y2,

...

ẏn = −αnyn + yn−1. (19)

Indeed, Rn
+ is an invariant set of this system, and moreover it admits a closed-form solution. To
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simplify the presentation, assume that all the αis are equal. Then this closed-form solution is

y(t) = exp(−α1t)



1 0 0 . . . 0

t 1 0 . . . 0

t2

2
t 1 . . . 0

...
tn−1

(n−1)!
tn−2

(n−2)!
tn−3

(n−3)! . . . 1


y(0). (20)

Pick an initial condition x(0) = y(0) ∈ Rn
+. Assume that y(t, x0) ∈ Ω for all t ∈ [0, T ]. Then

the bound (8) implies that for any ε ∈ [0, c] and any t ∈ [0, T ],

|x(t, x(0))− y(t, x(0))|1,Dε

≤
∫ t

0

exp(−ε(t− s))|
[
h(yn(s)) 0 . . . 0

]′
|1,Dε ds

=

∫ t

0

exp(−ε(t− s))|Dε

[
h(yn(s)) 0 . . . 0

]′
|1 ds

=

∫ t

0

exp(−ε(t− s))h(yn(s)) ds (21)

=

∫ t

0

exp(−ε(t− s))h

(
exp(−α1s)

n∑
k=1

sn−k

(n− k)!
yk(0)

)
ds.

Thus, we obtain an explicit integrand in the integral bound for the error between the trajectories

of the original nonlinear contractive system and the simpler linear system.

As a specific application, consider the case where the initial condition is x(0) = y(0) = 0.

Then the solution of (19) is y(t) ≡ 0 for all t ≥ 0, so (21) yields

|Dεx(t, 0)|1 ≤ h(0)

∫ t

0

exp(−ε(t− s)) ds

= h(0)
1− exp(−εt)

ε
.

This gives a simple bound on how far can the solution of (16) escape from the origin, and thus

also a bound on the location of the equilibrium point of (16) in Rn
+.

The next result specializes Theorem 1 for the case where f is time-invariant, and the y system

is obtained by linearizing it around some point z ∈ Ω. We assume, w.l.o.g., that z = 0.

May 16, 2016 DRAFT



11

Corollary 2 Consider the system

ẋ = f(x), (22)

and suppose that its Jacobian satisfies (6) where µ is a matrix measure induced by a norm | · |.

Let x(t) denote the solution of this system at time t for x(0) = 0. Let f(x) = b + Ax + v(x),

where v(x) contains only non-linear terms in x. Consider the linearized system ẏ = Ay + b,

y(0) = 0. Let T ≥ 0 be such that y(t) ∈ Ω for all t ∈ [0, T ]. Then for all t ∈ [0, T ],

|x(t)− y(t)| ≤
∫ t

0

exp(−η(t− s))|v(y(s))| ds. (23)

Indeed, Thm. 1 implies that

|x(t)− y(t)| ≤
∫ t

0

exp(−η(t− s))|f(y(s))− Ay(s)− b| ds,

and this yields (23).

Note that if A is invertible then y(s) in (23) satisfies y(s) = A−1(exp(As)− I)b.

Corollary 2 provides a bound on the error between the trajectories of a contractive system and

its linearization. Since y(t) is the solution of an LTI system, there are cases where this leads to

an explicit bound. The next example demonstrates this.

Example 1 The ribosome flow model (RFM) [14] is a nonlinear compartmental model describ-

ing the unidirectional flow of particles along a chain of n sites using n non-linear first-order

differential equations:

ẋ1 = λ0(1− x1)− λ1x1(1− x2),

ẋ2 = λ1x1(1− x2)− λ2x2(1− x3),

ẋ3 = λ2x2(1− x3)− λ3x3(1− x4),
...

ẋn−1 = λn−2xn−2(1− xn−1)− λn−1xn−1(1− xn),

ẋn = λn−1xn−1(1− xn)− λnxn. (24)

Here xi(t) ∈ [0, 1] represents the level of occupancy of site i at time t, normalized such

that xi(t) = 1 [xi(t) = 0] means that site i is completely full [empty]. It is straightforward
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to verify that [0, 1]n is an invariant set of (24). The transition rate λi > 0 controls the flow from

site i to site i + 1, with λ0 [λn] called the initiation [exit] rate. Note that the flow satisfies a

“soft” excluded volume principle, that is, as site i becomes fuller the flow from site i − 1 to

site i decreases. This models the fact that the particles have volume and thus cannot overtake

one another. The rate at which particles leave the chain, that is, R(t) := λnxn is called the

production rate.

Recently, the RFM as been used to model and analyze the flow of ribosomes (the particles)

along groups of codons (the sites) along the mRNA molecule during translation (see, e.g. [15],

[16], [17], [18], [19], [20], [21]). In this case, every ribosome that leaves the chain releases the

produced protein, so R(t) is the protein production rate at time t.

In eukaryotic cells, the mRNA is produced in the cell nucleus and then transferred to the

cytoplasm [22]. Only there can the first ribosomes attach to the mRNA. To study translation in

such a newly created mRNA molecule, it is natural to consider the RFM with x(0) = 0, i.e.

when initially there are no ribosomes on the mRNA molecule.

The linearization of the RFM around zero is:

ẏ = Ay + b, (25)

with

A :=



−λ0 − λ1 0 0 0 . . . 0

λ1 −λ2 0 0 . . . 0

0 λ2 −λ3 0 . . . 0
...

0 0 0 . . . λn−1 −λn


,

and b :=
[
λ0 0 . . . 0

]′
. Note that just like the RFM, the system (25) is a tridiagonal

cooperative dynamical system [23], so if p, q ∈ Rn, with p ≤ q (i.e. pi ≤ qi, for all i = 1, . . . , n),

then y(t, p) ≤ y(t, q) for all t ≥ 0. However, [0, 1]n is not necessarily an invariant set of the y

dynamics.
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The nonlinear remainder is

v(x) = [λ1x1x2 − λ1x1x2 + λ2x2x3 . . .

−λn−2xn−2xn−1 + λn−1xn−1xn − λn−1xn−1xn]′ .

The eigenvalues of A are: α1 := −λ0−λ1, α2 := −λ2, . . . , αn := −λn. When all the αis are

distinct the solution of (25), for y(0) = 0, is

y1(t) =
λ0
α1

(exp(α1t)− 1),

yj(t) =

(
j−1∏
`=0

λ`

)
j∑
i=1

exp(αit)− 1

αi
j∏

k=1
k 6=i

(αi − αk)
, j = 2, . . . , n.

The RFM is contractive w.r.t. the `1 vector norm with rate η = 0.1 All this explicit information

can now be plugged in the bound (23). To demonstrate this, we consider the case n = 2. In this

case, the Jacobian of (24) is

J(x) =

−λ0 − λ1(1− x2) λ1x1

λ1(1− x2) −λ1x1 − λ2

 .
For any x ∈ [0, 1]2 the off-diagonal terms here are non-negative, so µ1(J(x)) = max{−λ0,−λ2}

for all x ∈ [0, 1]2. Thus, the RFM with n = 2 is contractive w.r.t. the `1 norm with contraction

rate η := min{λ0, λ2} > 0. The linearized model with y(0) = 0 admits the solution

y1(t) =
λ0

λ0 + λ1
(1− exp(−(λ0 + λ1)t)),

y2(t) =
λ0λ1

λ2 − λ0 − λ1

×
(

1− exp(−(λ0 + λ1)t)

λ0 + λ1
− 1− exp(−λ2t)

λ2

)
, (26)

where we assume that λ0+λ1 6= λ2. Note that this implies that if λ0λ1 ≤ λ2(λ0+λ1) then [0, 1]2

1The RFM is also an “almost” contractive system in the sense defined in [24].
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is an invariant set of the y system. The bound (23) becomes

|x(t, 0)− y(t, 0)|1

≤
∫ t

0

e−η(t−s)|λ1
[
y1(s)y2(s) −y1(s)y2(s)

]′
|1 ds

= 2λ1

∫ t

0

e−η(t−s)y1(s)y2(s) ds, (27)

for all t ∈ [0, T ]. Plugging in (26) and integrating leads to a closed-form expression (that is

omitted due to space limitations).

Note that (26) yields

y1(t) = λ0t−
λ0(λ0 + λ1)

2
t2 +

λ0(λ0 + λ1)
2

6
t3 +O(t4),

y2(t) =
λ0λ1

2
t2 − λ0λ1(λ0 + λ1 + λ2)

6
t3 +O(t4), (28)

and so the bound (27) yields |x(t, 0)− y(t, 0)|1 = O(t4), implying that for small values of t the

explicit solution (26) of the linear model provides a good approximation of the unknown solution

of the nonlinear RFM model with n = 2. In particular, the production rate R(t) = λ2x2(t) can

be approximated by λ2y2(t) = λ0λ1λ2
2

t2− λ0λ1λ2(λ0+λ1+λ2)
6

t3 +O(t4). This shows how the various

parameters affect the (short time) production rate.

Remark 1 When ẏ = Ay+ b it is possible to obtain a different bound on the linearization error

by noting that

ẋ− ẏ = f(x)− Ay − b

= A(x− y) + f(x)− Ax− b.

Pick a vector norm | · |∗ and let µ∗ denote the induced matrix measure. Pick α ∈ R such that

µ∗(A) ≤ α. (29)
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Then arguing as in the proof of Theorem 1 yields

|x(t)− y(t)|∗ ≤
∫ t

0

exp(α(t− s))|f(x(s))− Ax(s)− b|∗ ds

=

∫ t

0

exp(α(t− s))|v(x(s))|∗ ds. (30)

If A is Hurwitz then we can always find a vector norm for which (29) holds with an α < 0.

However, the bound (30) is less explicit than the bounds derived above, as it depends on the

solution x(s) of the nonlinear system (22) that is usually unknown.

Another natural idea is to use our results in order to analyze the behavior of (22) in the vicinity

of an equilibrium point e. Without loss of generality, we may assume that e = 0. Specializing

Corollary 2 to this case yields the following result.

Corollary 3 Consider the system (22) and suppose that (6) holds for a matrix measure induced

by some norm | · |. Suppose that 0 is an equilibrium point of (22), and let f(x) = Ax + v(x),

where v(x) contains only non-linear terms in x. Pick ε ∈ Ω. Consider the linearized system ẏ =

Ay, y(0) = ε. Let T ≥ 0 be such that y(t, ε) ∈ Ω for all t ∈ [0, T ]. Then for all t ∈ [0, T ],

|x(t, ε)− y(t, ε)| ≤
∫ t

0

e−η(t−s)|v (exp(As)ε) | ds. (31)

The next example demonstrates this bound.

Example 2 A basic model for a transcriptional module that is ubiquitous in both biology and

synthetic biology is given by (see, e.g., [25], [3]):

ẋ1 =− δx1 + k1x2 − k2(eT − x2)x1,

ẋ2 =− k1x2 + k2(eT − x2)x1, (32)

where δ, k1, k2, eT > 0. Here x1(t) is the concentration at time t of a transcriptional factor X that

regulates a downstream transcriptional module by binding to a promoter with concentration e(t)

yielding a protein-promoter complex Y with concentration x2(t). The binding reaction is re-

versible with binding and dissociation rates k2 and k1, respectively. The linear degradation rate

of X is δ, and as the promoter is not subject to decay, its total concentration, eT , is conserved,

so e(t) = eT − x2(t) for all t ≥ 0.
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Trajectories of (32) evolve on [0,∞)× [0, eT ], and Ω := [0, k1eT/δ]× [0, eT ] is a convex and

compact invariant set.

Ref. [3] has shown that (32) is contractive w.r.t. a certain weighted L1 norm. Indeed, the

Jacobian of (32) is

J(x) =

−δ − k2(eT − x2) k1 + k2x1

k2(eT − x2) −k1 − k2x1

 ,
and for D = diag(d, 1), with d > 0,

DJ(x)D−1 =

−δ − k2(eT − x2) (k1 + k2x1)d

k2(eT − x2)/d −k1 − k2x1

 .
The off-diagonal terms here are non-negative, so µ1(DJ(x)D−1) is equal to

max{−δ − k2(eT − x2)(1− d−1),−(1− d)(k1 + k2x1)}.

This means that for any d ∈ ( k2eT
k2eT+δ

, 1),

µ1,D(J(x)) ≤ −η, for all
[
x1 x2

]′
∈ Ω,

where η := min{k1(1− d), δ+ k2eT (1− d−1)} > 0. Thus, (32) is contractive with respect to the

scaled norm | · |1,D with contraction rate η.

Clearly, the origin is an equilibrium point of (32) (and the contractivity implies that this

equilibrium is globally asymptotically stable). The linearized model is ẏ = Ay, with

A =

−δ − k2eT k1

k2eT −k1

 , (33)

and the nonlinear term is v(x) = k2x1x2

[
1 −1

]′
. Thus, for any t ≥ 0 such that y(t) ∈ Ω, the

bound in Corollary 3 yields

|x(t, ε)− y(t, ε)|1,D ≤
∫ t

0

e−η(t−s)|v(exp(As)ε)|1,D ds

=

∫ t

0

e−η(t−s)|Dv(exp(As)ε)|1 ds

= k2(d+ 1)

∫ t

0

e−η(t−s)y1(s)y2(s) ds.
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It is possible of course to plug in the expression for the solution of the y system to obtain an

explicit bound.

IV. DISCUSSION

We considered the problem of approximating the trajectories of a contractive system using a

”simpler” system. Our main result is an integral bound on the approximation error that depends

on the trajectories of the simpler system. We demonstrated several applications of this result using

models from systems biology. These models were approximated using LTI systems accompanied

with an explicit bound on the approximation error.

An important property of contractive systems is that they entrain to a periodic excitation, that

is, if the excitation has period T then all their trajectories converge to a unique periodic trajectory

with period T . However, the proof of this property (see, e.g. [3]) provides no explicit information

on this periodic trajectory. An interesting direction for further research may be to approximate this

periodic trajectory using the periodic trajectory of a simpler system (e.g., a stable linear system

with a periodic excitation). Another direction for further research is applying the ideas described

above to compute guaranteed overapproximations of reachable sets for nonlinear continuous-

time systems. These are important in many applications, e.g., safety verification (see [7] and the

references therein).
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