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Abstract: This paper is concerned with the open-loop time-consistent solution of time-inconsistent

mean-field stochastic linear-quadratic optimal control. Different from standard stochastic linear-

quadratic problems, both the system matrices and the weighting matrices are dependent on the initial

times, and the conditional expectations of the control and state enter quadratically into the cost func-

tional. Such features will ruin Bellman’s principle of optimality and result in the time-inconsistency

of the optimal control. Based on the dynamical nature of the systems involved, a kind of open-loop

time-consistent equilibrium control is investigated in this paper. It is shown that the existence of

open-loop time-consistent equilibrium control for a fixed initial pair is equivalent to the solvability of a

set of forward-backward stochastic difference equations with stationary conditions and convexity con-

ditions. By decoupling the forward-backward stochastic difference equations, necessary and sufficient

conditions in terms of linear difference equations and generalized difference Riccati equations are given

for the existence of open-loop time-consistent equilibrium control with a fixed initial pair. Moreover,

the existence of open-loop time-consistent equilibrium control for all the initial pairs is shown to be

equivalent to the solvability of a set of coupled constrained generalized difference Riccati equations

and two sets of constrained linear difference equations.

Key words: Time-inconsistency, time-consistent solution, mean-field stochastic linear-quadratic

optimal control, indefinite stochastic linear-quadratic optimal control

1 Introduction

Though not mentioned frequently, time-consistency is indeed an essential notion in optimal control

theory, which relates to Bellman’s principle of optimality. To see this, let us begin with a standard

discrete-time stochastic optimal control problem, whose system dynamics and cost functional are given,

respectively, by

{
Xk+1 = fk(Xk, uk, wk),

Xt = x ∈ R
n, k ∈ Tt, t ∈ T,

(1.1)
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and

J(t, x;u) =
N−1∑

k=t

E
[
Lk(Xk, uk)

]
+ E

[
h(XN)

]
. (1.2)

Here, Tt = {t, · · · , N − 1},T = {0, 1, · · · , N − 1}, and N is a positive integer; {Xk, k ∈ T̃t} and

{uk, k ∈ Tt} with T̃t = {t, t + 1, · · · , N} are the state process and the control process, respectively;

{wk, k ∈ Tt} is a stochastic disturbance; E is the operator of mathematical expectation. Without loss

of generality, fk, Lk, k ∈ Tt, and h are assumed to be bounded. Let U [t, N − 1] be a set of admissible

controls. We then have the following optimal control problem.

Problem (C). Concerned with (1.1), (1.2) and the initial pair (t, x) ∈ T×R
n, find a ū ∈ U [t, N−1]

such that

J(t, x; ū) = inf
u∈U [t,N−1]

J(t, x;u).

Any ū ∈ U [t, N − 1] satisfying the above is called an optimal control for the initial pair (t, x); X̄ =

{X̄k = X̄(k; t, x, ū), k ∈ T̃t} is called the optimal trajectory corresponding to ū, and (X̄, ū) is referred

to as an optimal pair for the initial pair (t, x).

By Bellman’s principle of optimality, if ū is an optimal control of Problem (C) for the initial pair

(t, x), then for any τ ∈ Tt+1 = {t + 1, ..., N − 1}, ū|Tτ
(the restriction of ū on Tτ = {τ, ..., N − 1})

is an optimal control of Problem (C) for the initial pair (τ, X̄(τ ; t, x, ū)). This property is essential to

handle optimal control problems like Problem (C) and its continuous-time counterpart, which provides

the theoretical foundation of dynamic programming approach. Such a phenomenon is referred to as

the time-consistency of the optimal control, which ensures that one needs only to solve an optimal

control problem for a given initial pair, and the obtained optimal control is also optimal along the

whole optimal trajectory.

However, in reality, the time-consistency fails quite often. For instance, when the initial time or

initial state enters into the system dynamics or cost functional explicitly, or even more, the conditional

expectations of the state or control enters nonlinearly into the cost functional, the corresponding

problems are time-inconsistent. See examples in [13] and [5] about the hyperbolic discounting and

quasi-geometric discounting. The problem with nonlinear terms of conditional expectation in the cost

functional is called as mean-field stochastic optimal control. In this case, the smoothing property of

conditional expectation will not be sufficient to ensure the time-consistency of the optimal control. A

well-known example of this case is the mean-variance utility [3] [5].

To handle the time-inconsistency, we have two different ways. The first one is static formulation or

pre-commitment formulation. If one is able to commit to his/her initial policy and does not revisit the

problem in the future, then this policy can be implemented as planned. This approach neglects the

time-inconsistency and the optimal control is optimal only when viewed at the initial time. Though

the static formulation is of some practical and theoretical values, it has not really addressed the

time-inconsistency nor provided solution in a dynamic sense. Relative to this, another approach

addresses the time-inconsistency in a dynamic manner. Instead of seeking an “optimal control”, some

kinds of equilibrium solutions are concerned with. This is mainly motivated by practical applications

such as in mathematical finance and economics, and has recently attracted considerable interest and

efforts. The mathematical formulation of the time-inconsistency was first reported by [22], and its

qualitative analysis might be traced back to [21]. Following [22], the works [10], [13], [14] and [19]

are for systems described by difference equations or ordinary differential equations (ODEs). Recently,

[6] and [7] studied the non-exponential discounting problems both for simple ODEs and stochastic

differential equations (SDEs), and introduced the notion of time-consistent control. [5] discussed the

problems of general Markovian time-inconsistent stochastic optimal control. [24] and [25] addressed

the deterministic continuous-time linear-quadratic (LQ) optimal control using a cooperative game
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approach. Different from [24] and [25], [12] studied another kind of time-consistent equilibrium solution

of a continuous-time time-inconsistent stochastic LQ problem. In [27], the author investigated both

the open-loop and the closed-loop time-consistent solutions for the general mean-field stochastic LQ

problems, and showed that the existence of open-loop equilibrium control and closed-loop equilibrium

strategy is ensured via the solvability of certain sets of Riccati-type equations. It is worth noting that

all these existing results about LQ problems are focusing on the definite case. Here, by the definiteness,

we mean that in the cost functionals the state weight matrices are nonnegative definite and the control

weight matrices are positive definite. Furthermore, no necessary and sufficient condition is reported

on the existence of time-consistent solutions for time-inconsistent LQ problems.

In this paper, we shall investigate a time-inconsistent mean-field stochastic LQ optimal control

problem, whose system dynamics and cost functional are also dependent on the initial time. No

definiteness constraint is required for either the state or the control weighting matrices, and a class of

open-loop equilibrium control is studied for the considered LQ problem. The main idea and results of

this paper are as follows.

• After giving the definition of open-loop equilibrium pair, we show in Theorem 2.3 that the

existence of open-loop equilibrium pair for a fixed initial pair is equivalent to the solvability of

a set of forward-backward stochastic difference equations (FBS∆Es) with stationary conditions

and convexity conditions. Different from [16], the equivalent conditions are proved based on a

formula of cost functional difference (Lemma 2.2).

• If for a fixed initial pair, Problem (LQ) admits an open-loop equilibrium pair, then a set of

constrained linear difference equations (LDEs) is solvable, and the open-loop equilibrium control

admits a closed-loop representation (Theorem 2.8). Here, the closed-loop representation is a

linear feedback of current value of the equilibrium state, whose gains are computed via the

solutions of a set of constrained LDEs (2.27), a set of LDEs (2.33) and a set of generalized

difference Riccati equations (GDREs) (2.32).

• If for a fixed initial pair (t, x) Problem (LQ) admits an open-loop equilibrium pair, then for any

(k, ζ) with k ∈ Tt and ζ ∈ L2
F(k;R

n), Problem (LQ) is point-wisely convex at (k, ζ). In this

case, we equivalently have the solvability of the constraint LDEs (2.27).

Conversely, if a version of (2.27) (with Tt replaced by T, i.e., (2.47)) is solvable, then we can

take a perturbation of the cost functional by adding εE
[
uT
k uk

]
to J(k, ζ; (uk, ..., uN−1)), k ∈ T;

and the obtained problem is denoted as Problem (LQ)ε, which admits an open-loop equilibrium

pair (Xε,t,x,∗, uε,t,x,∗) for any initial pair (t, x). Furthermore, if {uε,t,x,∗, ε > 0} is bounded, then

Problem (LQ) for the initial pair (t, x) will admit an open-loop equilibrium pair.

• For any initial pair, Problem (LQ) admitting an open-loop equilibrium pair is shown to be

equivalent to that two sets of constrained LDEs (2.47) (2.56) and a set of constrained GDREs

(2.55) are solvable. It is worth pointing out that if solvable, the set of GDREs (2.55) does not

have symmetric structure, i.e., its solution is not symmetric.

In [16], a simplified version of Problem (LQ) is considered, where there are no mean-field terms in

the system dynamics and cost functional. Hence, this paper is a continuation of [16]. Concerned with

the necessary and sufficient condition on the existence of open-loop equilibrium pair, [16] just gives a

counterpart of Corollary 3.2 of this paper with (3.6) replaced by (3.11). This is because in [16] we do

not have a result similar to Lemma 2.6, which gives the representation of the backward state via the

forward state. If the system dynamics and cost functional are both independent of the initial time, the

corresponding LQ problem will be a dynamic version of that considered in [17], where the conditional

expectation operators are replaced by the expectation operators. For details on mean-field stochastic
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optimal control and related mean-field games, we refer to [4] [8] [11] [15] [17] [26] and the references

therein.

Though the equilibrium control (2.35) is of feedback form, it is indeed an open-loop control. To

clarify, the closed-loop expression (2.35) is not a closed-loop/feedback equilibrium solution of Problem

(LQ) at all. Instead, a closed-loop or feedback equilibrium solution of Problem (LQ) is concerned with

the time-consistency of the strategy. Here, by a strategy we mean a decision rule that a player/controller

adopts to select her actions, based on available information. Therefore, mathematically, a strategy is

a measurable function of the information set. When the information set is available and substituted

into the strategy, a control is obtained, which is then viewed as the open-loop realization of that

strategy. Due to their intrinsical difference between an open-loop control and a strategy, the open-loop

equilibrium control of this paper differs clearly from the closed-loop/feedback equilibrium strategy,

which is studied in [18] by the authors.

The rest of this paper is organized as follows. Section 2 introduces the notion of open-loop equi-

librium control of Problem (LQ), and presents necessary and sufficient conditions on its existence for

both the case with a fixed initial pair and the case with all the initial pairs. Section 3 studies two

special cases of Problem (LQ). Section 4 gives an example, and some concluding remarks are given in

Section 5.

2 Open-loop Time-Consistent Solution

Consider the following controlled stochastic difference equation (S∆E)





Xt
k+1 =

(
At,kX

t
k + Āt,kEtX

t
k +Bt,kuk + B̄t,kEtuk + ft,k

)

+
(
Ct,kX

t
k + C̄t,kEtX

t
k +Dt,kuk + D̄t,kEtuk + dt,k

)
wk,

Xt
t = x, k ∈ Tt, t ∈ T,

(2.1)

where At,k, Āt,k, Ct,k, C̄t,k ∈ R
n×n, Bt,k, B̄t,k, Dt,k, D̄t,k ∈ R

n×m are deterministic matrices, and

ft,k, dt,k ∈ R
n are deterministic vectors; {Xt

k, k ∈ T̃t} , Xt and {uk, k ∈ Tt} , u are the state

process and the control process, respectively. The noise {wk, k ∈ T} is assumed to be a martingale

difference sequence defined on a probability space (Ω,F , P ) with

Ek+1[wk+1] = 0, Ek+1[(wk+1)
2] = 1, k ≥ 0. (2.2)

Et in (2.1) is the conditional mathematical expectation E[ · |Ft] with respect to Ft = σ{wl, l =

0, 1, · · · , t − 1}, and F0 is understood as {∅,Ω}. The cost functional associated with the system

(2.1) is

J(t, x;u) =

N−1∑

k=t

Et

{
(Xt

k)
TQt,kX

t
k + (EtX

t
k)

T Q̄t,kEtX
t
k + uT

kRt,kuk + (Etuk)
T R̄t,kEtuk

+ 2qTt,kX
t
k + 2ρTt,kuk

}
+ Et

[
(Xt

N )TGtX
t
N

]
+ (EtX

t
N )T ḠtEtX

t
N + 2Etg

T
t X

t
N , (2.3)

where Qt,k, Q̄t,k, Rt,k, R̄t,k, k ∈ Tt, Gt, Ḡt are deterministic symmetric matrices of appropriate dimen-

sions, and qt,k, ρt,k, k ∈ Tt, gt are deterministic vectors. In (2.1), x is in L2
F(t;R

n), which is a set of

random variables such that any ξ ∈ L2
F(t;R

n) is Ft-measurable and E|ξ|2 < ∞. Let further L2
F(Tt;H)

be a set of H-valued processes such that for any its element ν = {νk, k ∈ Tt}, νk is Fk-measurable and∑N−1
k=t E|νk|2 < ∞. Then, we pose the following optimal control problem.

Problem (LQ). Concerned with (2.1), (2.3) and the initial pair (t, x), find a u∗ ∈ L2
F(Tt;R

m),

such that

J(t, x;u∗) = inf
u∈L2

F
(Tt;Rm)

J(t, x;u). (2.4)
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Due to the feature of time-inconsistency of Problem (LQ), the notion “optimality” should be defined

in an appropriate way. Therefore, instead of solving Problem (LQ) for a static pre-committed optimal

control, we adopt the concept of dynamic equilibrium control, which is optimal in an infinitesimal

sense and is consistent with the dynamical nature of Problem (LQ).

Definition 2.1. Given t ∈ T and x ∈ L2
F(t;R

n), a state-control pair (Xt,x,∗, ut,x,∗) with ut,x,∗ ∈

L2
F(Tt;R

m) is called an open-loop equilibrium pair of Problem (LQ) for the initial pair (t, x) if Xt,x,∗
t =

x, and

J(k,Xt,x,∗
k ;ut,x,∗|Tk

) ≤ J(k,Xt,x,∗
k ; (uk, u

t,x,∗|Tk+1
)) (2.5)

holds for any k ∈ Tt and any uk ∈ L2
F(k;R

m). Here, ut,x,∗|Tk
and ut,x,∗|Tk+1

(with Tk = {k, ..., N −

1},Tk+1 = {k+1, ..., N − 1}) are the restrictions of ut,x,∗ on Tk and Tk+1, respectively. Furthermore,

such a ut,x,∗ is called an open-loop equilibrium control for the initial pair (t, x), and Xt,x,∗ is the

corresponding equilibrium state.

For any u ∈ L2
F(Tt;R

m), the requirement that uk is Fk-measurable is parallel to the standard

statement on the admissible controls of continuous-time stochastic optimal control; see [9], [23] for

details. Furthermore, u ∈ L2
F(Tt;R

m) can be viewed as an open-loop control [2]. Noting that

ut,x,∗|Tk
= (ut,x,∗

k , ut,x,∗|Tk+1
), the control (uk, u

t,x,∗|Tk+1
) on the right-hand side of (2.5) differs from

ut,x,∗|Tk
only at time instant k. Intuitively, the cost functional will increase if one deviates from ut,x,∗.

Similar to [16], {ut,x,∗
t , ..., u

t,x,∗
N−1} can be viewed as an equilibrium of a multi-person game with hier-

archical structure. Hence, we call ut,x,∗ an open-loop equilibrium control. By its definition, ut,x,∗ is

time-consistent in the sense that for any k ∈ Tt, u
t,x,∗|Tk

is an open-loop equilibrium control for the

initial pair (k,Xt,x,∗
k ).

The following result is concerned with the difference of cost functionals, which is characterized via

the solutions of an S∆E and a backward stochastic difference equation (BS∆E).

Lemma 2.2. Let ζ ∈ L2
F(k;R

n), u = {uℓ, k ∈ Tk} ∈ L2
F(Tk;R

m), ūk ∈ L2
F(k;R

m) and λ ∈ R.

Then, we have

J(k, ζ; (uk + λūk, u|Tk+1
))− J(k, ζ;u) = 2λ

[
(Rk,k + R̄k,k)uk + (Bk,k + B̄k,k)

T
EkZ

k,uk

k+1 + ρk,k

+ (Dk,k + D̄k,k)
T
Ek(Z

k,uk

k+1 wk)
]T

ūk + λ2Ĵ(k, 0; ūk) (2.6)

with (noting Y
k,ūk

k = 0)

Ĵ(k, 0; ūk) =

N−1∑

ℓ=k

Ek

[
(Y k,ūk

ℓ )TQk,ℓY
k,ūk

ℓ + (EkY
k,ūk

ℓ )T Q̄k,ℓEkY
k,ūk

ℓ

]

+ Ek

[
uT
k (Rk,k + R̄k,k)uk

]
+ Ek

[
(Y k,ūk

N )TGkY
k,ūk

N

]
+ (EkY

k,ūk

N )T ḠkEkY
k,ūk

N . (2.7)

Here, u|Tk+1
is the restriction of u on Tk+1, and Zk,uk , Y k,ūk are given, respectively, by the BS∆E





Z
k,uk

ℓ = AT
k,ℓEℓZ

k,uk

ℓ+1 + ĀT
k,ℓEkZ

k,uk

ℓ+1 + CT
k,ℓEℓ(Z

k,uk

ℓ+1 wℓ)

+ C̄T
k,ℓEk(Z

k,uk

ℓ+1 wℓ) +Qk,ℓX
k,uk

ℓ + Q̄k,ℓEkX
k,uk

ℓ + qk,ℓ,

Z
k,uk

N = GkX
k,uk

N + ḠkEkX
k,uk

N + gk, ℓ ∈ Tk,

(2.8)

and the S∆E




Y
k,ūk

ℓ+1 = Ak,ℓY
k,ūk

ℓ + Āk,ℓEkY
k,ūk

ℓ +
(
Ck,ℓY

k,ūk

ℓ + C̄k,ℓEkY
k,ūk

ℓ

)
wℓ,

Y
k,ūk

ℓ+1 = (Bk,k + B̄k,k)ūk + (Dk,k + D̄k,k)ūkwk,

Y
k,ūk

k = 0, ℓ ∈ Tk+1,

(2.9)
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where




X
k,uk

ℓ+1 =
(
Ak,ℓX

k,uk

ℓ + Āk,ℓEkX
k,uk

ℓ +Bk,ℓuℓ + B̄k,ℓEkuℓ + fk,ℓ
)

+
(
Ck,ℓX

k,uk

ℓ + C̄k,ℓEkX
k,uk

ℓ +Dk,ℓuℓ + D̄k,ℓEkuℓ + dk,ℓ
)
wℓ,

X
k,uk

k = ζ, ℓ ∈ Tk.

Proof. See Appendix A.

From Lemma 2.2, we have the following result, which gives the necessary and sufficient condition

to the existence of open-loop equilibrium pair for a given initial pair.

Theorem 2.3. Given t ∈ T and x ∈ L2
F(t;R

n), the following statements are equivalent.

(i) There exists an open-loop equilibrium pair of Problem (LQ) for the initial pair (t, x).

(ii) There exists a ut,x,∗ ∈ L2
F(Tt;R

m) such that for any k ∈ Tt, the following FBS∆E admits a

solution (Xk,t,x, Zk,t,x)





X
k,t,x
ℓ+1 =

(
Ak,ℓX

k,t,x
ℓ + Āk,ℓEkX

k,t,x
ℓ +Bk,ℓu

t,x,∗
ℓ + B̄k,ℓEku

t,x,∗
ℓ + fk,ℓ

)

+
(
Ck,ℓX

k,t,x
ℓ + C̄k,ℓEkX

k,t,x
ℓ +Dk,ℓu

t,x,∗
ℓ + D̄k,ℓEku

t,x,∗
ℓ + dk,ℓ

)
wℓ,

Z
k,t,x
ℓ = AT

k,ℓEℓZ
k,t,x
ℓ+1 + ĀT

k,ℓEkZ
k,t,x
ℓ+1 + CT

k,ℓEℓ(Z
k,t,x
ℓ+1 wℓ) + C̄T

k,ℓEk(Z
k,t,x
ℓ+1 wℓ)

+Qk,ℓX
k,t,x
ℓ + Q̄k,ℓEkX

k,t,x
ℓ + qk,ℓ,

X
k,t,x
k = X

t,x,∗
k ,

Z
k,t,x
N = GkX

k,t,x
N + ḠkEkX

k,t,x
N + gk, ℓ ∈ Tk

(2.10)

with the stationary condition

0 = (Rk,k + R̄k,k)u
t,x,∗
k + (Bk,k + B̄k,k)

T
EkZ

k,t,x
k+1 + (Dk,k + D̄k,k)

T
Ek(Z

k,t,x
k+1 wk) + ρk,k, (2.11)

and the convexity condition

inf
ūk∈L2

F
(k;Rm)

Ĵ(k, 0; ūk) ≥ 0. (2.12)

Here, Ĵ(k, 0; ūk) is given in (2.7), and Xt,x,∗ in (2.10) is given by





X
t,x,∗
k+1 =

[
(Ak,k + Āk,k)X

t,x,∗
k + (Bk,k + B̄k,k)u

t,x,∗
k + fk,k

]

+
[
(Ck,k + C̄k,k)X

t,x,∗
k + (Dk,k + D̄k,k)u

t,x,∗
k + dk,k

]
wk,

X
t,x,∗
t = x, k ∈ Tt.

(2.13)

Under any of above conditions, (Xt,x,∗, ut,x,∗) given in (ii) is an open-loop equilibrium pair for the

initial pair (t, x).

Proof. See Appendix B.

To simplify the notations, let





Ak,ℓ = Ak,ℓ + Āk,ℓ, Bk,ℓ = Bk,ℓ + B̄k,ℓ,

Ck,ℓ = Ck,ℓ + C̄k,ℓ, Dk,ℓ = Dk,ℓ + D̄k,ℓ,

Qk,ℓ = Qk,ℓ + Q̄k,ℓ, Rk,ℓ = Rk,ℓ + R̄k,ℓ,

Gk = Gk + Ḡk, k ∈ Tt, ℓ ∈ Tk.

(2.14)

Then, (2.13) can be rewritten as

{
X

t,x,∗
k+1 =

[
Ak,kX

t,x,∗
k + Bk,ku

t,x,∗
k + fk,k

]
+
[
Ck,kX

t,x,∗
k +Dk,ku

t,x,∗
k + dk,k

]
wk,

X
t,x,∗
t = x, k ∈ Tt.

(2.15)
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For any k ∈ Tt, from (2.10) it follows that

{
X

k,t,x
k+1 =

[
Ak,kX

k,t,x
k + Bk,ku

t,x,∗
k + fk,k

]
+
[
Ck,kX

k,t,x
k +Dk,ku

t,x,∗
k + dk,k

]
wk,

X
k,t,x
k = X

t,x,∗
k .

Therefore, we have

X
k,t,x
k+1 = X

t,x,∗
k+1 , k ∈ Tt. (2.16)

We now study the condition (2.12). The following result gives an expression of Ĵ(k, 0; ūk).

Lemma 2.4. Ĵ(k, 0; ūk) can be expressed as

Ĵ(k, 0; ūk) = ūT
k

(
Rk,k + BT

k,kPk,k+1Bk,k +DT
k,kPk,k+1Dk,k

)
ūk (2.17)

with Pk,k+1 and Pk,k+1 computed via





Pk,ℓ = Qk,ℓ +AT
k,ℓPk,ℓ+1Ak,ℓ + CT

k,ℓPk,ℓ+1Ck,ℓ,

Pk,ℓ = Qk,ℓ +AT
k,ℓPk,ℓ+1Ak,ℓ + CT

k,ℓPk,ℓ+1Ck,ℓ,

Pk,N = Gk, Pk,N = Gk, ℓ ∈ Tk.

(2.18)

Proof. From (2.9), it follows that





EkY
k,ūk

ℓ+1 = Ak,ℓEkY
k,ūk

ℓ , ℓ ∈ Tk+1,

EkY
k,ūk

k+1 = Bk,kEkūk,

EkY
k,ūk

k = 0.

By adding to and subtracting

N−1∑

ℓ=k

Ek

[
(Y k,ūk

ℓ+1 )TPℓ+1Y
k,ūk

ℓ+1 − (Y k,ūk

ℓ )TPℓY
k,ūk

ℓ

+(EkY
k,ūk

ℓ+1 )T P̄ℓ+1EkY
k,ūk

ℓ+1 − (EkY
k,ūk

ℓ )T P̄ℓEkY
k,ūk

ℓ

]

from (2.7), we have

Ĵ(k, 0; ūk) =
N−1∑

ℓ=k

Ek

{
(Y k,ūk

ℓ )TQk,ℓY
k,ūk

ℓ + (EkY
k,ūk

ℓ )T Q̄k,ℓEkY
k,ūk

ℓ + (Y k,ūk

ℓ+1 )TPℓ+1Y
k,ūk

ℓ+1

− (Y k,ūk

ℓ )TPℓY
k,ūk

ℓ + (EkY
k,ūk

ℓ+1 )T P̄ℓ+1EkY
k,ūk

ℓ+1 − (EkY
k,ūk

ℓ )T P̄ℓEkY
k,ūk

ℓ

}
+ ūT

kRk,kūk

=

N−1∑

ℓ=k+1

Ek

{
(EkY

k,ūk

ℓ )T
(
Qk,ℓ +AT

k,ℓPk,ℓ+1Ak,ℓ + CT
k,ℓPk,ℓ+1Ck,ℓ − Pk,ℓ

)
EkY

k,ūk

ℓ

+ (Y k,ūk

ℓ − EkY
k,ūk

ℓ )T
(
Qk,ℓ +AT

k,ℓPk,ℓ+1Ak,ℓ + CT
k,ℓPk,ℓ+1Ck,ℓ − Pk,ℓ

)
(Y k,ūk

ℓ − EkY
k,ūk

ℓ )
}

+ ūT
k

(
Rk,k + BT

k,kPk,k+1Bk,k + DT
k,kPk,k+1Dk,k

)
ūk

= ūT
k

(
Rk,k + BT

k,kPk,k+1Bk,k +DT
k,kPk,k+1Dk,k

)
ūk. (2.19)

This completes the proof.

Letting uk = 0, λ = 1 in (2.6), from Lemma 2.4 we have

J(k, ζ; (ūk, u|Tk+1
)) = ūT

k

(
Rk,k + BT

k,kPk,k+1Bk,k +DT
k,kPk,k+1Dk,k

)
ūk
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+ 2
[
ρk,k + BT

k,kEkZ
k,0
k+1 +DT

k,kEk(Z
k,0
k+1wk)

]T
ūk + J(k, ζ; (0, u|Tk+1

))

, 〈Mk,2ūk, ūk〉+ 2〈Mk,1, ūk〉+ J(k, ζ; (0, u|Tk+1
)), (2.20)

where 〈·, ·〉 is the inner product on R
m, and Mk,2, Mk,1 are defined as

{
Mk,2 = Rk,k + BT

k,kPk,k+1Bk,k +DT
k,kPk,k+1Dk,k,

Mk,1 = BT
k,kEkZ

k,0
k+1 + ρk,k +DT

k,kEk(Z
k,0
k+1wk).

(2.21)

In (2.21), Zk,0
k+1 is computed via a version of (2.8) with uk replaced by 0. It can be seen that Zk,0

k+1 is

a functional of ζ and u|Tk+1
.

Fixing ζ and u|Tk+1
, J(k, ζ; (ūk, u|Tk+1

)) is a quadratic functional of ūk, and is convex with respect

to ūk if Mk,2 ≥ 0. Throughout this paper, Problem (LQ) will be called point-wisely convex at (k, ζ)

(with ζ ∈ L2
F (k;R

n)) if for fixed u|Tk+1
, J(k, ζ; (ūk, u|Tk+1

)) is convex with respect to ūk. By this,

Lemma 2.4 and Theorem 2.3, we have the following result, whose proof is omitted here.

Proposition 2.5. The following statements are equivalent.

(i) The convexity condition (2.12) is satisfied.

(ii) The following inequality holds

Mk,2 = Rk,k + BT
k,kPk,k+1Bk,k +DT

k,kPk,k+1Dk,k ≥ 0, (2.22)

where Pk,k+1 and Pk,k+1 are computed via (2.18).

(iii) Problem (LQ) is point-wisely convex at (k, ζ) with some ζ ∈ L2
F(k;R

n).

(iv) Problem (LQ) is point-wisely convex at (k, ζ) with any ζ ∈ L2
F(k;R

n).

Furthermore, if Problem (LQ) admits an open-loop equilibrium pair for the initial pair (t, x), then

for any k ∈ Tt and any ζ ∈ L2
F(k;R

n), Problem (LQ) is point-wisely convex at (k, ζ).

Now let us switch to the stationary condition (2.11). The following lemma gives an expression of

the backward state Zk,t,x.

Lemma 2.6. Let ut,x,∗
ℓ = ΨℓX

t,x,∗
ℓ + αℓ, ℓ ∈ Tk, in (2.10) with Ψℓ, αℓ, ℓ ∈ Tk, being deterministic

matrices. Then, the backward state Zk,t,x of (2.10) has the following expression

Z
k,t,x
ℓ = Pk,ℓX

k,t,x
ℓ + P̄k,ℓEkX

k,t,x
ℓ + Tk,ℓX

t,x,∗
ℓ + T̄k,ℓEkX

t,x,∗
ℓ + πk,ℓ, ℓ ∈ Tk. (2.23)

Here, P̄k,ℓ = Pk,ℓ − Pk,ℓ with Pk,ℓ,Pk,ℓ being computed via (2.18), and Tk,ℓ, T̄k,ℓ, πk,ℓ are given by




Tk,ℓ = AT
k,ℓTk,ℓ+1Aℓ,ℓ + CT

k,ℓTk,ℓ+1Cℓ,ℓ

+
(
AT

k,ℓPk,ℓ+1Bk,ℓ +AT
k,ℓTk,ℓ+1Bℓ,ℓ + CT

k,ℓPk,ℓ+1Dk,ℓ + CT
k,ℓTk,ℓ+1Dℓ,ℓ

)
Ψℓ,

T̄k,ℓ = AT
k,ℓT̄k,ℓ+1Aℓ,ℓ + ĀT

k,ℓTk,ℓ+1Aℓ,ℓ + C̄T
k,ℓTk,ℓ+1Cℓ,ℓ

+
(
AT

k,ℓPk,ℓ+1B̄k,ℓ +AT
k,ℓP̄k,ℓ+1Bk,ℓ +AT

k,ℓT̄k,ℓ+1Bℓ,ℓ + CT
k,ℓPk,ℓ+1D̄k,ℓ

+ ĀT
k,ℓPk,ℓ+1Bk,ℓ + ĀT

k,ℓTk,ℓ+1Bℓ,ℓ + C̄T
k,ℓPk,ℓ+1Dk,ℓ + C̄T

k,ℓTk,ℓ+1Dℓ,ℓ

)
Ψℓ,

Tk,N = 0, T̄k,N = 0,

ℓ ∈ Tk,

(2.24)

and




πk,ℓ = AT
k,ℓPk,ℓ+1

(
Bk,ℓαℓ + fk,ℓ

)
+AT

k,ℓTk,ℓ+1

(
Bℓ,ℓαℓ + fℓ,ℓ

)
+AT

k,ℓπk,ℓ+1

+ CT
k,ℓPk,ℓ+1

(
Dk,ℓαℓ + dk,ℓ

)
+ CT

k,ℓTk,ℓ+1

(
Dℓ,ℓαℓ + dℓ,ℓ

)
+ qk,ℓ,

πk,N = gk,

ℓ ∈ Tk

(2.25)

with Tk,ℓ = Tk,ℓ + T̄k,ℓ, ℓ ∈ Tk.
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Proof. See Appendix C.

Noting that Pk,ℓ and Pk,ℓ are symmetric, Tk,ℓ and T̄k,ℓ are generally nonsymmetric as Aℓ,ℓ,Bℓ,ℓ, Cℓ,ℓ
and Dℓ,ℓ appear in the expressions of Tk,ℓ and T̄k,ℓ. Recall the pseudo-inverse of a matrix. By [20], for

a given matrix M ∈ R
n×m, there exists a unique matrix in R

m×n denoted by M † such that
{

MM †M = M, M †MM † = M †,

(MM †)T = MM †, (M †M)T = M †M.
(2.26)

This M † is called the Moore-Penrose inverse of M . The following lemma is from [1].

Lemma 2.7. Let matrices L, M and N be given with appropriate size. Then, LXM = N has a

solution X if and only if LL†NMM † = N . Moreover, the solution of LXM = N can be expressed as

X = L†NM † + Y − L†LYMM †, where Y is a matrix with appropriate size.

Based on above results, we have the following theorem.

Theorem 2.8. Given t ∈ T and x ∈ L2
F(t;R

n), the following statements are equivalent.

(i) There exists an open-loop equilibrium pair of Problem (LQ) for the initial pair (t, x).

(ii) The set of LDEs








Pk,ℓ = Qk,ℓ +AT
k,ℓPk,ℓ+1Ak,ℓ + CT

k,ℓPk,ℓ+1Ck,ℓ,

Pk,ℓ = Qk,ℓ +AT
k,ℓPk,ℓ+1Ak,ℓ + CT

k,ℓPk,ℓ+1Ck,ℓ,

Pk,N = Gk, Pk,N = Gk, ℓ ∈ Tk,

Rk,k + BT
k,kPk,k+1Bk,k +DT

k,kPk,k+1Dk,k ≥ 0,

k ∈ Tt

(2.27)

is solvable in the sense

Rk,k + BT
k,kPk,k+1Bk,k +DT

k,kPk,k+1Dk,k ≥ 0, k ∈ Tt, (2.28)

and the following condition
(
I −WkW

†
k

)(
HkX

t,x,∗
k + βk

)
= 0, k ∈ Tt (2.29)

is satisfied. Here,




X
t,x,∗
k+1 =

(
Ak,k − Bk,kW

†
kHk

)
X

t,x,∗
k − Bk,kW

†
kβk + fk,k

+
[(
Ck,k −Dk,kW

†
kHk

)
X

t,x,∗
k −Dk,kW

†
kβk + dk,k

]
wk,

X
t,x,∗
t = x, k ∈ Tt,

(2.30)

and




Wk = Rk,k + BT
k,k

(
Pk,k+1 + Tk,k+1

)
Bk,k +DT

k,k

(
Pk,k+1 + Tk,k+1

)
Dk,k,

Hk = BT
k,k

(
Pk,k+1 + Tk,k+1

)
Ak,k +DT

k,k

(
Pk,k+1 + Tk,k+1

)
Ck,k,

βk = BT
k,k

[(
Pk,k+1 + Tk,k+1

)
fk,k + πk,k+1

]
+DT

k,k

(
Pk,k+1 + Tk,k+1

)
dk,k + ρk,k,

k ∈ Tt

(2.31)

with








Tk,ℓ = AT
k,ℓTk,ℓ+1Aℓ,ℓ + CT

k,ℓTk,ℓ+1Cℓ,ℓ

−
(
AT

k,ℓPk,ℓ+1Bk,ℓ +AT
k,ℓTk,ℓ+1Bℓ,ℓ + CT

k,ℓPk,ℓ+1Dk,ℓ + CT
k,ℓTk,ℓ+1Dℓ,ℓ

)
W†

ℓHℓ,

Tk,ℓ = AT
k,ℓTk,ℓ+1Aℓ,ℓ + CT

k,ℓTk,ℓ+1Cℓ,ℓ

−
(
AT

k,ℓPk,ℓ+1Bk,ℓ +AT
k,ℓTk,ℓ+1Bℓ,ℓ + CT

k,ℓPk,ℓ+1Dk,ℓ + CT
k,ℓTk,ℓ+1Dℓ,ℓ

)
W†

ℓHℓ,

Tk,N = 0, Tk,N = 0,

ℓ ∈ Tk,

k ∈ Tt,

(2.32)
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and








πk,ℓ = AT
k,ℓPk,ℓ+1

(
fk,ℓ − Bk,ℓW

†
ℓ βℓ

)
+AT

k,ℓTk,ℓ+1

(
fℓ,ℓ − Bℓ,ℓW

†
ℓβℓ

)

+ CT
k,ℓPk,ℓ+1

(
dk,ℓ −Dk,ℓW

†
ℓβℓ

)
+ CT

k,ℓTk,ℓ+1

(
dℓ,ℓ −Dℓ,ℓW

†
ℓ βℓ

)

+AT
k,ℓπk,ℓ+1 + qk,ℓ,

πk,N = gk,

k ∈ Tt.

(2.33)

Furthermore, we have

Z
k,t,x
ℓ = Pk,ℓ

(
X

k,t,x
ℓ − EkX

k,t,x
ℓ

)
+ Pk,ℓEkX

k,t,x
ℓ + Tk,ℓ

(
X

t,x,∗
ℓ − EkX

t,x,∗
ℓ

)

+ Tk,ℓEkX
t,x,∗
ℓ + πk,ℓ, ℓ ∈ Tk. (2.34)

Under any of above conditions, an open-loop equilibrium control is given by

u
t,x,∗
k = −W†

kHkX
t,x,∗
k −W†

kβk, k ∈ Tt (2.35)

with Xt,x,∗ given by (2.30).

Proof. (i)⇒(ii). Let ut,x,∗ be an open-loop equilibrium control. From Theorem 2.3 and Proposition

2.5, we have the solvability of (2.27). Furthermore, for any k ∈ Tt, the FBS∆E (2.10) admits a

solution, and (2.11) holds. As

Z
N−1,t,x
N = GN−1X

N−1,t,x
N + ḠN−1EN−1X

N−1,t,x
N + gN−1,

from (2.11) and (2.16) we have

0 = RN−1,N−1u
t,x,∗
N−1 + BT

N−1,N−1GN−1EN−1X
t,x,∗
N

+DT
N−1,N−1GN−1EN−1(X

t,x,∗
N wN−1) + BT

N−1,N−1gN−1 + ρN−1,N−1.

Note that Xt,x,∗ is given in (2.13). Then, substituting X
t,x,∗
N−1 into the above equation, from Lemma

2.7 we have

u
t,x,∗
N−1 = −W†

N−1HN−1X
t,x,∗
N−1 −W†

N−1βN−1

, ΨN−1X
t,x,∗
N−1 + αN−1, (2.36)

and

(
I −WN−1W

†
N−1

)(
HN−1X

t,x,∗
N−1 + βN−1

)
= 0,

where




WN−1 = RN−1,N−1 + BT
N−1,N−1GN−1BN−1,N−1 +DT

N−1,N−1GN−1DN−1,N−1,

HN−1 = BT
N−1,N−1GN−1AN−1,N−1 +DT

N−1,N−1GN−1CN−1,N−1,

βN−1 = BT
N−1,N−1

[
GN−1fN−1,N−1 + gN−1

]
+DT

N−1,N−1GN−1dN−1,N−1 + ρN−1,N−1.

Noting (2.16) and Lemma 2.6, we have

Z
N−2,t,x
N−1 =

(
PN−2,N−1 + TN−2,N−1

)
X

t,x,∗
N−1 +

(
P̄N−2,N−1 + T̄N−2,N−1

)
EN−2X

t,x,∗
N−1 + πN−2,N−1,

where TN−2,N−1, T̄N−2,N−1 are computed via (2.24) with ΨN−1 and αN−1 being given in (2.36). From

(2.11), we have for k = N − 2

0 = RN−2,N−2u
t,x,∗
N−2 + BT

N−2,N−2

[(
PN−2,N−1 + TN−2,N−1

)
EN−2X

t,x,∗
N−1 + πN−2,N−1

]
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+DT
N−2,N−2

(
PN−2,N−1 + TN−2,N−1

)
EN−2

(
X

t,x,∗
N−1wN−2

)
+ ρN−2,N−2.

Substituting X
t,x,∗
N−2 into above equation, by Lemma 2.7 we have

u
t,x,∗
N−2 = −W†

N−2HN−2X
t,x,∗
N−2 −W†

N−2βN−2

, ΨN−2X
t,x,∗
N−2 + αN−2,

and

(
I −WN−2W

†
N−2

)(
HN−2X

t,x,∗
N−2 + βN−2

)
= 0,

where




WN−2 = RN−2,N−2 + BT
N−2,N−2

(
PN−2,N−1 + TN−2,N−1

)
BN−2,N−2

+DT
N−2,N−2

(
PN−2,N−1 + TN−2,N−1

)
DN−2,N−2,

HN−2 = BT
N−2,N−2

(
PN−2,N−1 + TN−2,N−1

)
AN−2,N−2

+DT
N−2,N−2

(
PN−2,N−1 + TN−2,N−1

)
CN−2,N−2,

βN−2 = BT
N−2,N−2

[(
PN−2,N−1 + TN−2,N−1

)
fN−2,N−2

+DT
N−2,N−2

(
PN−2,N−1 + TN−2,N−1

)
dN−2,N−2

+ πN−2,N−1

]
+ ρN−2,N−2.

Backwardly repeating above procedure, by Lemma 2.6 we can get (2.32), (2.33) and (2.35).

(ii)⇒(i). By Proposition 2.5, Lemma 2.7 and reversing the proof of (i)⇒(ii), we can complete the

proof.

Now let Problem (LQ) for the initial pair (t, x) admit an open-loop equilibrium pair. For a ξ 6= x

with ξ ∈ L2
F(t;R

n), we can construct a control of the form (2.35) as

u
t,ξ,∗
k = −W†

kHkX
t,ξ,∗
k −W†

kβk, k ∈ Tt, (2.37)

where





X
t,ξ,∗
k+1 =

[(
Ak,k − Bk,kW

†
kHk

)
X

t,ξ,∗
k − Bk,kW

†
kβk + fk,k

]

+
[(
Ak,k − Bk,kW

†
kHk

)
X

t,ξ,∗
k −Dk,kW

†
kβk + dk,k

]
wk,

X
t,ξ,∗
t = ξ, k ∈ Tt,

or equivalently,





X
t,ξ,∗
k+1 =

[
Ak,kX

t,ξ,∗
k + Bk,ku

t,ξ,∗
k + fk,k

]

+
[
Ck,kX

t,ξ,∗
k +Dk,ku

t,ξ,∗
k + dk,k

]
wk,

X
t,ξ,∗
t = ξ, k ∈ Tt.

(2.38)

Though similarly defined as (Xt,x,∗, ut,x,∗), we cannot assert that (Xt,ξ,∗, ut,ξ,∗) is an open-loop equi-

librium pair of Problem (LQ) for the initial pair (t, ξ). In fact, (2.29) reads as

WkW
†
k

(
HkX

t,x,∗
k + βk

)
= HkX

t,x,∗
k + βk, k ∈ Tt. (2.39)

If (Xt,ξ,∗, ut,ξ,∗) was an open-loop equilibrium pair for the initial pair (t, ξ), then there would be

WkW
†
k

(
HkX

t,ξ,∗
k + βk

)
= HkX

t,ξ,∗
k + βk, k ∈ Tt. (2.40)

However, generally speaking, (2.40) cannot be deduced from (2.39). In fact, we have

WkW
†
k

(
HkX

t,ξ,∗
k + βk

)
= WkW

†
k

(
HkX

t,x,∗
k + βk

)
+WkW

†
kHk

(
X

t,ξ,∗
k −X

t,x,∗
k

)
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= HkX
t,ξ,∗
k + βk +

(
WkW

†
kHk −Hk

)(
X

t,ξ,∗
k −X

t,x,∗
k

)
,

which is different from HkX
t,ξ,∗
k +βk in general. Therefore, under the condition that Problem (LQ) has

an open-loop equilibrium control for an initial pair (t, x), we cannot assert the existence of open-loop

equilibrium control for other initial pairs.

If (2.27) is solvable, we have from Proposition 2.5 that for any (k, ζ) (k ∈ Tt, ζ ∈ L2
F(k;R

n)),

J(k, ζ; (ūk, u|Tk+1
)) is convex with respect to ūk. By (2.20), J(k, ζ; (ūk, u|Tk+1

)) can be rewritten as

J(k, ζ; (ūk, u|Tk+1
)) = 〈Mk,2ūk, ūk〉+ J(k, ζ; (0, u|Tk+1

)) + 2〈Mk,1(ζ, u|Tk+1
), ūk〉. (2.41)

Here, we have used Mk,1(ζ, u|Tk+1
) instead of Mk,1 to emphasize the dependence on (ζ, u|Tk+1

). Only

with the convexity condition, we cannot get the existence of the minima of a quadratic functional

like (2.41). To see more about this, let us consider a perturbation of the control weighting matrices.

Precisely, for ε > 0 and k ∈ Tt, introduce the following cost functional

Jε(k, ζ; (ūk, u|Tk+1
)) = J(k, ζ; (ūk, u|Tk+1

)) + εE
[
ūT
k ūk

]

= 〈
(
Mk,2 + εI

)
ūk, ūk〉+ 2〈Mk,1(ζ, u|Tk+1

), ūk〉

+ J(k, ζ; (0, u|Tk+1
)). (2.42)

Then, it holds that

M ε
k,2 , Mk,2 + εI = Rk,k + εI + BT

k,kPk,k+1Bk,k +DT
k,kPk,k+1Dk,k ≥ εI.

By simple calculations, we have

ū∗
k = arg min

ūk∈L2
F
(k;Rm)

Jε(k, ζ; (ūk, u|Tk+1
))

= −(M ε
k,2)

−1Mk,1(ζ, u|Tk+1
), k ∈ Tt. (2.43)

In what follows, the version of Problem (LQ) corresponding to {Jε(k, · , · ), k ∈ Tt} will be denoted

as Problem (LQ)ε, for which we can adopt a backward procedure to derive the open-loop equilibrium

control. Specifically, letting k = N − 1 in (2.42) and by (2.5) (2.43), we have

u
ε,t,x,∗
N−1 = −(M ε

N−1,2)
−1MN−1,1(X

ε,t,x,∗
N−1 ) (2.44)

with the process Xε,t,x,∗ being determined below. Substituting (2.44) into (2.5), from (2.43) we have

u
ε,t,x,∗
N−2 = −(M ε

N−2,2)
−1MN−2,1(X

ε,t,x,∗
N−2 , u

ε,t,x,∗
N−1 ).

Repeating above procedure backwardly, we get the following open-loop equilibrium pair

(Xε,t,x,∗, uε,t,x,∗):

u
ε,t,x,∗
k = −(M ε

k,2)
−1Mk,1(X

ε,t,x,∗
k , uε,t,x,∗|Tk+1

), k ∈ Tt,

and




X
ε,t,x,∗
k+1 =

[
Ak,kX

ε,t,x,∗
k + Bk,ku

ε,t,x,∗
k + fk,k

]

+
[
Ck,kX

ε,t,x,∗
k +Dk,ku

ε,t,x,∗
k + dk,k

]
wk,

X
ε,t,x,∗
t = x, k ∈ Tt.

(2.45)

By (2.35), uε,t,x,∗ can be expressed as

u
ε,t,x,∗
k = −(Wε

k)
†Hε

kX
ε,t,x,∗
k − (Wε

k)
†βε

k, k ∈ Tt. (2.46)

Here, Wε
k,H

ε
k and βε

k are obtained by replacing Rk,k with Rk,k + εI in (2.31).
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Theorem 2.9. Let








Pk,ℓ = Qk,ℓ +AT
k,ℓPk,ℓ+1Ak,ℓ + CT

k,ℓPk,ℓ+1Ck,ℓ,

Pk,ℓ = Qk,ℓ +AT
k,ℓPk,ℓ+1Ak,ℓ + CT

k,ℓPk,ℓ+1Ck,ℓ,

Pk,N = Gk, Pk,N = Gk, ℓ ∈ Tk,

Rk,k + BT
k,kPk,k+1Bk,k +DT

k,kPk,k+1Dk,k ≥ 0,

k ∈ T

(2.47)

be solvable. Then the following statements hold.

(i) For any t ∈ T and any x ∈ L2
F(t;R

n), Problem (LQ)ε for the initial pair (t, x) admits an

open-loop equilibrium pair (Xε,t,x,∗, uε,t,x,∗), which is given in (2.45) and (2.46).

(ii) If the sequence {uε,t,x,∗, ε > 0} is bounded in L2
F(Tt;R

m), then Problem (LQ) for the initial

pair (t, x) admits an open-loop equilibrium pair.

Proof. (i) follows directly from the comments above.

(ii). As {uε,t,x,∗, ε > 0} is bounded in L2
F(Tt;R

m), there exists a weakly convergent subsequence

{uεj,t,x,∗, j ∈ {0, 1, 2, ...}} of {uε,t,x,∗, ε > 0} with its weak limit vt,x,∗. We can further select a subse-

quence of {uεj ,t,x,∗, j ∈ {0, 1, 2, ...}} such that the subsequence converges strongly to vt,x,∗. Without

loss of generality, we assume that {uεj ,t,x,∗, j ∈ {0, 1, 2, ...}} converges to vt,x,∗ strongly. Denote X
t,x,∗

as the solution to the following equation

{
X

t,x,∗

k+1 =
[
Ak,kX

t,x,∗

k + Bk,kv
t,x,∗
k + fk,k

]
+
[
Ck,kX

t,x,∗

k +Dk,kv
t,x,∗
k + dk,k

]
wk,

X
t,x,∗

t = x, k ∈ Tt.
(2.48)

Clearly,

X
t,x,∗

k = X̂
t,x,∗
k + X̃

t,0,∗
k , k ∈ Tt, (2.49)

where X̂
t,x,∗
k and X̃

t,0,∗
k are computed via

{
X̂

t,x,∗
k+1 =

[
Ak,kX̂

t,x,∗
k + fk,k

]
+
[
Ck,kX̂

t,x,∗
k + dk,k

]
wk,

X̂
t,x,∗
t = x, k ∈ Tt,

and
{

X̃
t,0,∗
k+1 =

[
Ak,kX̃

t,0,∗
k + Bk,kv

t,x,∗
k

]
+
[
Ck,kX̃

t,0,∗
k +Dk,kv

t,x,∗
k

]
wk,

X̃
t,0,∗
t = 0, k ∈ Tt.

From (2.49), (2.48) actually introduces an affine operator, which is defined from L2
F(Tt;R

m) to

L2
F(T̃t;R

n), i.e., X
t,x,∗

= X̂t,x,∗ + Θ(vt,x,∗) with X̃t,0,∗ = Θ(vt,x,∗). It can be shown that the op-

erator Θ is linear and bounded. As uεj ,t,x,∗ converges strongly to vt,x,∗, Xε,t,x,∗ = X̂t,x,∗ +Θ(uε,t,x,∗)

will converge strongly to X
t,x,∗

= X̂t,x,∗ + Θ(vt,x,∗). Furthermore, from the definition of open-loop

equilibrium control, it follows that for any k ∈ Tt and any uk ∈ L2
F(k;R

m)

J(k,X
εj ,t,x,∗

k ;uεj,t,x,∗|Tk
) + εjE|u

εj ,t,x,∗

k |2

≤ J(k,X
εj ,t,x,∗

k ; (uk, u
εj ,t,x,∗|Tk+1

)) + εjE|uk|
2. (2.50)

Letting j → ∞ in (2.50), we have for any ∀k ∈ Tt and any uk ∈ L2
F(k;R

m)

J(k,X
t,x,∗

k ; vt,x,∗|Tk
) ≤ J(k,X

t,x,∗

k ; (uk, v
t,x,∗|Tk+1

)). (2.51)

By (2.48), we can assert that (X
t,x,∗

, vt,x,∗) is an open-loop equilibrium pair of Problem (LQ) for the

initial pair (t, x).
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Under the point-wise convexity condition (2.47), above theorem tells us that Problem (LQ) is

“almostly” solvable: for any arbitrarily small ε, the perturbation version Problem (LQ)ε of Problem

(LQ) is solvable for any initial pair. Naturally, we may ask: when will Problem (LQ) be solvable for all

the initial pairs? The following lemma presents a sufficient condition to the existence of the open-loop

equilibrium control of Problem (LQ).

Lemma 2.10. For Wk,Hk, βk, k ∈ Tt (defined in (2.31)), if

WkW
†
kHk −Hk = 0, WkW

†
kβk − βk = 0, k ∈ Tt (2.52)

are satisfied and (2.27) is solvable, then Problem (LQ) for the initial pair (t, x) admits an open-loop

equilibrium pair.

Proof. Introduce a dynamics





X̃
t,x,∗
k+1 =

[(
Ak,k − Bk,kW

†
kHk

)
X̃

t,x,∗
k + fk,k − Bk,kW

†
kβk

]

+
[(
Ak,k − Bk,kW

†
kHk

)
X̃

t,x,∗
k + dk,k −Dk,kW

†
kβk

]
wk,

X̃
t,x,∗
t = x, k ∈ Tt,

(2.53)

and a control

ũ
t,x,∗
k = −W†

kHkX̃
t,x,∗
k −W†

kβk, k ∈ Tt. (2.54)

Then, by reversing the first part of the proof of Theorem 2.8, we can show that for any k ∈ Tt, the

following FBS∆E admits a solution





X̃
k,t,x
ℓ+1 =

(
Ak,ℓX̃

k,t,x
ℓ + Āk,ℓEkX̃

k,t,x
ℓ +Bk,ℓũ

t,x,∗
ℓ + B̄k,ℓEkũ

t,x,∗
ℓ + fk,ℓ

)

+
(
Ck,ℓX̃

k,t,x
ℓ + C̄k,ℓEkX̃

k,t,x
ℓ +Dk,ℓũ

t,x,∗
ℓ + D̄k,ℓEkũ

t,x,∗
ℓ + dk,ℓ

)
wℓ,

Z̃
k,t,x
ℓ = AT

k,ℓEℓZ̃
k,t,x
ℓ+1 + ĀT

k,ℓEkZ̃
k,t,x
ℓ+1 + CT

k,ℓEℓ(Z̃
k,t,x
ℓ+1 wℓ) + C̄T

k,ℓEk(Z̃
k,t,x
ℓ+1 wℓ)

+Qk,ℓX̃
k,t,x
ℓ + Q̄k,ℓEkX̃

k,t,x
ℓ + qk,ℓ,

X̃
k,t,x
k = X̃

t,x,∗
k ,

Z̃
k,t,x
N = GkX̃

k,t,x
N + ḠkEkX̃

k,t,x
N + gk, ℓ ∈ Tk

with properties

Z̃
k,t,x
ℓ = Pk,ℓX̃

k,t,x
ℓ + P̄k,ℓEkX̃

k,t,x
ℓ + Tk,ℓX̃

t,x,∗
ℓ + T̄k,ℓEkX̃

t,x,∗
ℓ + πk,ℓ, ℓ ∈ Tk,

and

0 = Rk,kũ
t,x,∗
k + BT

k,kEkZ̃
k,t,x
k+1 +DT

k,kEk(Z̃
k,t,x
k+1 wk) + ρk,k.

Furthermore, by (2.28) and (2.19) we have (2.12). From Theorem 2.3, (X̃t,x,∗, ũt,x,∗) is an open-loop

equilibrium pair of Problem (LQ) for the initial pair (t, x). This completes the proof.

In fact, we have the following necessary and sufficient condition to the existence of open-loop

equilibrium pair for any initial pair.

Theorem 2.11. The following statements are equivalent.

(i) For any t ∈ T and any x ∈ L2
F(t;R

n), Problem (LQ) admits an open-loop equilibrium pair for

the initial pair (t, x).
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(ii) (2.47), the set of GDREs









Tk,ℓ = AT
k,ℓTk,ℓ+1Aℓ,ℓ + CT

k,ℓTk,ℓ+1Cℓ,ℓ

−
(
AT

k,ℓPk,ℓ+1Bk,ℓ +AT
k,ℓTk,ℓ+1Bℓ,ℓ + CT

k,ℓPk,ℓ+1Dk,ℓ + CT
k,ℓTk,ℓ+1Dℓ,ℓ

)
W†

ℓHℓ,

Tk,ℓ = AT
k,ℓTk,ℓ+1Aℓ,ℓ + CT

k,ℓTk,ℓ+1Cℓ,ℓ

−
(
AT

k,ℓPk,ℓ+1Bk,ℓ +AT
k,ℓTk,ℓ+1Bℓ,ℓ + CT

k,ℓPk,ℓ+1Dk,ℓ + CT
k,ℓTk,ℓ+1Dℓ,ℓ

)
W†

ℓHℓ,

Tk,N = 0, Tk,N = 0,

ℓ ∈ Tk,

WkW
†
kHk −Hk = 0,

k ∈ T,

(2.55)

and the set of LDEs









πk,ℓ = AT
k,ℓPk,ℓ+1

(
fk,ℓ − Bk,ℓW

†
ℓ βℓ

)
+AT

k,ℓTk,ℓ+1

(
fℓ,ℓ − Bℓ,ℓW

†
ℓβℓ

)

+ CT
k,ℓPk,ℓ+1

(
dk,ℓ −Dk,ℓW

†
ℓβℓ

)
+ CT

k,ℓTk,ℓ+1

(
dℓ,ℓ −Dℓ,ℓW

†
ℓ βℓ

)

+AT
k,ℓπk,ℓ+1 + qk,ℓ,

πk,N = gk,

WkW
†
kβk − βk = 0,

k ∈ Tt

(2.56)

are solvable in the sense




Rk,k + BT
k,kPk,k+1Bk,k +DT

k,kPk,k+1Dk,k ≥ 0,

WkW
†
kHk −Hk = 0,

WkW
†
kβk − βk = 0,

k ∈ T.

Here,





Wk = Rk,k + BT
k,k

(
Pk,k+1 + Tk,k+1

)
Bk,k +DT

k,k

(
Pk,k+1 + Tk,k+1

)
Dk,k,

Hk = BT
k,k

(
Pk,k+1 + Tk,k+1

)
Ak,k + DT

k,k

(
Pk,k+1 + Tk,k+1

)
Ck,k,

βk = BT
k,k

[(
Pk,k+1 + Tk,k+1

)
fk,k + πk,k+1

]
+DT

k,k

(
Pk,k+1 + Tk,k+1

)
dk,k + ρk,k,

k ∈ T.

Under any of above conditions, an open-loop equilibrium control for the initial pair (t, x) is given

in (2.35).

Proof. The sufficiency follows from Lemma 2.10. As for the necessity, by Theorem 2.8 we need

only to prove

WkW
†
kHk −Hk = 0, WkW

†
kβk − βk = 0, k ∈ T. (2.57)

Consider Problem (LQ) for the initial pair (N−1, x) with x ∈ L2
F(N−1;Rn). By the proof of Theorem

2.8, we have

0 = WN−1u
N−1,x,∗
N−1 +HN−1X

N−1,x,∗
N−1 + βN−1. (2.58)

Noting X
N−1,x,∗
N−1 = x and taking x = 0 in (2.58), we have

0 = WN−1u
N−1,0,∗
N−1 + βN−1, (2.59)
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which together with Lemma 2.7 leads to WN−1W
†
N−1βN−1 − βN−1 = 0. Furthermore, by subtracting

(2.59) from (2.58) we have

0 = WN−1

(
u
N−1,x,∗
N−1 − u

N−1,0,∗
N−1

)
+HN−1x.

Let ei be a R
n-valued vector with its i-th entry being 1 and other entries 0. Then, we have

0 = WN−1

(
u
N−1,e1,∗
N−1 − u

N−1,0,∗
N−1 , ..., u

N−1,en,∗
N−1 − u

N−1,0,∗
N−1

)
+HN−1

(
e1, ..., en

)
.

Noting that
(
e1, ..., en

)
is the identity matrix and by Lemma 2.7, we haveWN−1W

†
N−1HN−1−HN−1 =

0.

Considering Problem (LQ) for the initial pair (N − 2, x) with x ∈ L2
F(N − 2;Rn), we can similarly

prove

WN−2W
†
N−2HN−2 −HN−2 = 0, WN−2W

†
N−2βN−2 − βN−2 = 0.

Continuing above procedure backwardly, we then achieve the conclusion.

Note that Pk,ℓ,Pk,ℓ, k ∈ T, ℓ ∈ Tk+1, are symmetric. If Qk,ℓ, Q̄k,ℓ, Rk,ℓ, R̄k,ℓ are selected such that

Qk,ℓ, Qk,ℓ + Q̄k,ℓ, Rk,ℓ, Rk,ℓ + R̄k,ℓ ≥ 0, k ∈ T, ℓ ∈ Tk, then (2.47) is solvable. Furthermore, as

indicated in (2.23), Θk,ℓ = {Pk,ℓ,Pk,ℓ, Tk,ℓ, Tk,ℓ, πk,ℓ} is used to express Z
k,t,x
ℓ . {Pk,ℓ,Pk,ℓ} is then

called the symmetric part of Θk,ℓ, and {Tk,ℓ, Tk,ℓ}, πk,ℓ are viewed as the nonsymmetric part and

nonhomogeneous part, respectively.

To end this section, we give some comments on the open-loop equilibrium control ut,x,∗ and its

closed-loop expression (2.35). Generally speaking, for deterministic problems, an open-loop control is a

functional of initial state and the time variable, and a closed-loop control is a functional of the observed

state information. As all the states are essentially functionals of initial state and the time variable,

a closed-loop control is an open-loop control indeed. Concerned with the stochastic case, a control

problem is formulated within a random background, which is characterized via a filtration. It is better

to select the open-loop control to be adapted to the background filtration. For example, an open-loop

control in this paper is selected to be adapted to {Fk}. The closed-loop control is similarly defined

as that for the deterministic case, and also a closed-loop control is an open-loop control. Therefore,

though (2.35) is of closed-loop form, it is indeed an open-loop control.

3 Some Special Cases

3.1 The state matrices and weighting matrices are independent of the ini-

tial time

In this case, the system dynamics and the cost functional are, respectively, given by





Xt
k+1 =

(
AkX

t
k + ĀkEtX

t
k +Bkuk + B̄kEtuk + fk

)

+
(
CkX

t
k + C̄kEtX

t
k +Dkuk + D̄kEtuk + dk

)
wk,

Xt
t = x, k ∈ Tt, t ∈ T,

(3.1)

and

J(t, x;u) =

N−1∑

k=t

Et

[
(Xt

k)
TQkX

t
k + (EtX

t
k)

T Q̄kEtX
t
k + uT

kRkuk + (Etuk)
T R̄kEtuk + 2qTk X

t
k + 2ρTk uk

]

+ Et

[
(Xt

N )TGXt
N

]
+ (EtX

t
N)T ḠEtX

t
N + 2Etg

TXt
N . (3.2)
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Problem (LQ) corresponding to (3.1) and (3.2) will be denoted as Problem (LQ)s1. Now, (2.47), (2.55)

and (2.56) become





Pk = Qk +AT
k Pk+1Ak + CT

k Pk+1Ck,

Pk = Qk +AT
k Pk+1Ak + CT

k Pk+1Ck,

PN = G, PN = G,

Rk + BT
k Pk+1Bk +DT

k Pk+1Dk ≥ 0,

k ∈ T,

(3.3)





Tk = AT
k Tk+1Ak + CT

k Tk+1Ck

−
(
AT

k Pk+1Bk +AT
k Tk+1Bk + CT

k Pk+1Dk + CT
k Tk+1Dk

)
W†

kHk,

Tk = AT
k Tk+1Ak + CT

k Tk+1Ck

−
(
AT

k (Pk+1 + Tk+1)Bk + CT
k (Pk+1 + Tk+1)Dk

)
W†

kHk,

TN = 0, TN = 0,

WkW
†
kHk −Hk = 0,

k ∈ T,

(3.4)

and




πk = AT
k Pk+1

(
fk − BkW

†
kβk

)
+AT

k Tk+1

(
fk − BkW

†
kβk

)
+AT

k πk+1

+ CT
k Pk+1

(
dk −DkW

†
kβk

)
+ CT

k Tk+1

(
dk −DkW

†
kβk

)
+ qk,

πN = g,

WkW
†
kβk − βk = 0,

k ∈ T,

(3.5)

where




Wk = Rk + BT
k

(
Pk+1 + Tk+1

)
Bk +DT

k

(
Pk+1 + Tk+1

)
Dk,

Hk = BT
k

(
Pk+1 + Tk+1

)
Ak +DT

k

(
Pk+1 + Tk+1

)
Ck,

βk = BT
k

[(
Pk+1 + Tk+1

)
fk + πk+1

]
+DT

k

(
Pk+1 + Tk+1

)
dk + ρk.

k ∈ T.

By Theorem 2.11, we have the following result.

Corollary 3.1. For any t ∈ T and any x ∈ L2
F(t;R

n), Problem (LQ)s1 for the initial pair (t, x)

admits an open-loop equilibrium pair if and only if (3.3), (3.4) and (3.5) are solvable.

3.2 The case without mean-field terms

Consider the following system dynamics and cost functional

{
Xt

k+1 =
(
At,kX

t
k +Bt,kuk + ft,k

)
+
(
Ct,kX

t
k +Dt,kuk + dt,k

)
wk,

Xt
t = x, k ∈ Tt, t ∈ T,

(3.6)

and

J(t, x;u) =
N−1∑

k=t

Et

[
(Xt

k)
TQt,kX

t
k + uT

kRt,kuk + 2qTt,kX
t
k + 2ρTt,kuk

]

+ Et

[
(Xt

N )TGtX
t
N

]
+ 2Etg

T
t X

t
N . (3.7)
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Problem (LQ) corresponding to (3.6) and (3.7) will be denoted as Problem (LQ)s2. In this case, we

have




{
Pk,ℓ = Qk,ℓ +AT

k,ℓPk,ℓ+1Ak,ℓ + CT
k,ℓPk,ℓ+1Ck,ℓ,

Pk,N = Gk, ℓ ∈ Tk,

Rk,k +BT
k,kPk,k+1Bk,k +DT

k,kPk,k+1Dk,k ≥ 0,

k ∈ T,

(3.8)









Tk,ℓ = AT
k,ℓTk,ℓ+1Aℓ,ℓ + CT

k,ℓTk,ℓ+1Cℓ,ℓ

−
(
AT

k,ℓ(Pk,ℓ+1 + Tk,ℓ+1)Bℓ,ℓ + CT
k,ℓ(Pk,ℓ+1 + Tk,ℓ+1)Dℓ,ℓ

)
W

†
ℓ Hℓ,

Tk,N = 0,

ℓ ∈ Tk,

WkW
†
kHk −Hk = 0,

k ∈ T,

(3.9)

and








πk,ℓ = AT
k,ℓPk,ℓ+1

(
fk,ℓ −Bk,ℓW

†
ℓ βℓ

)
+AT

k,ℓTk,ℓ+1

(
fℓ,ℓ −Bℓ,ℓW

†
ℓ βℓ

)

+ CT
k,ℓPk,ℓ+1

(
dk,ℓ −Dk,ℓW

†
ℓ βℓ

)
+ CT

k,ℓTk,ℓ+1

(
dℓ,ℓ −Dℓ,ℓW

†
ℓ βℓ

)

+AT
k,ℓπk,ℓ+1 + qk,ℓ,

πk,N = gk,

WkW
†
kβk − βk = 0,

k ∈ T,

(3.10)

where




Wk = Rk,k +BT
k,k

(
Pk,k+1 + Tk,k+1

)
Bk,k +DT

k,k

(
Pk,k+1 + Tk,k+1

)
Dk,k,

Hk = BT
k,k

(
Pk,k+1 + Tk,k+1

)
Ak,k +DT

k,k

(
Pk,k+1 + Tk,k+1

)
Ck,k,

βk = BT
k,k

[(
Pk,k+1 + Tk,k+1

)
fk,k + πk,k+1

]
+DT

k,k

(
Pk,k+1 + Tk,k+1

)
dk,k + ρk,k,

k ∈ T.

Corollary 3.2. For any t ∈ T and any x ∈ L2
F(t;R

n), Problem (LQ)s2 for the initial pair (t, x)

admits an open-loop equilibrium pair if and only if (3.8), (3.9) and (3.10) are solvable.

In Theorem 2.2 of [16], a necessary and sufficient condition to the existence of open-loop equilibrium

pair is presented for the following system
{

Xk+1 =
(
AkXk +Bkuk + fk

)
+
(
CkXk +Dkuk + dk

)
wk,

Xt = x, k ∈ Tt, t ∈ T.
(3.11)

The matrices in (3.11) are independent of the initial time. Hence, Corollary 3.2 is an extension of

Theorem 2.2 in [16].

4 Example

In this section, we will use an example to illustrate the theory on solving Problem (LQ).

Example 4.1 Consider a version of Problem (LQ) with N = 2, whose system matrices and

weighting matrices are given blow

A0,0 =

[
3.3 0.41

−1.3 1.9

]
, A0,1 =

[
5.12 −0.35

1.31 2.03

]
, Ā0,0 =

[
3.34 −1.01

1.43 2.03

]
,
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Ā0,1 =

[
3.45 −0.3

1.2 4

]
, B0,0 =

[
3.5 1.6

−0.2 3

]
, B0,1 =

[
4.45 2.36

−1.2 5

]
,

B̄0,0 =

[
3.2 0.32

1.5 3

]
, B̄0,1 =

[
3.65 −0.3

−0.42 5.6

]
, C0,0 =

[
5.6 1

0.73 7.8

]
,

C0,1 =

[
5 0.73

−0.47 5.2

]
, C̄0,0 =

[
5.6 1

0.73 7.8

]
, C̄0,1 =

[
5 0.73

−0.47 5.2

]
,

D0,0 =

[
6 1.63

−1.37 7

]
, D0,1 =

[
4 0.93

1.07 3

]
, D̄0,0 =

[
4.6 0.63

−1.57 6.4

]
,

D̄0,1 =

[
4.4 1.93

2.34 5.63

]
, A1,1 =

[
8.5 3.03

−2.23 7.2

]
, Ā1,1 =

[
5.67 1.93

−1.16 6.54

]
,

B1,1 =

[
7.35 −2.35

−3.38 6.32

]
, B̄1,1 =

[
5.67 1.93

−1.16 6.54

]
, C1,1 =

[
2.5 3.03

−4.23 6.2

]
,

C̄1,1 =

[
10.17 5.93

−6.16 7.54

]
, D1,1 =

[
8.56 −4.75

−2.8 7

]
, D̄1,1 =

[
−8.72 2.43

1.16 −6.54

]
,

Q0,0 =

[
−1 0.8

0.8 −1.6

]
, Q0,1 =

[
4 0

0 0

]
, Q̄0,0 =

[
−0.5 −0.1

−0.1 1

]
, Q̄0,1 =

[
−2 0

0 −3

]
,

R0,0 =

[
−0.5 0

0 1

]
, R0,1 =

[
1 0

0 −2

]
, R̄0,0 =

[
0 0

0 0

]
, R̄0,1 =

[
−2 0

0 2

]
,

Q1,1 =

[
2 0.1

0.1 5

]
, Q̄1,1 =

[
−1 0.1

0.1 −3

]
, R1,1 =

[
4 −0.3

−0.3 −2

]
, R̄1,1 =

[
−7 −1.3

−1.3 −4

]
,

G0 =

[
1 0

0 2

]
, G1 =

[
2 −0.3

−0.3 3

]
, Ḡ0 =

[
2 0

0 3

]
, Ḡ1 =

[
−0.5 −0.2

−0.2 1

]
,

f0,0 =

[
−0.5

−1

]
, f0,1 =

[
−1.34

2.5

]
, d0,0 =

[
1.32

2.79

]
, d0,1 =

[
−0.35

8.9

]
,

f1,1 =

[
1

2

]
, d1,1 =

[
0

1

]
, q0,0 =

[
−0.85

−1.8

]
, q0,1 =

[
2

7

]
, ρ0,0 =

[
3.2

2.1

]
,

ρ0,1 =

[
1.42

2.71

]
, q1,1 =

[
6

8

]
, ρ1,1 =

[
6.2

−5.7

]
, g0 =

[
5.6

7.8

]
, g1 =

[
−9

8.7

]
.

Note that Qk,ℓ,Qk,ℓ, Rk,ℓ,Rk,ℓ, k = 0, 1, ℓ = k, 1, are not fully nonnegative definite, since for example

Q0,0 is negative definite and R0,0 is indefinite.

By the iterations of (2.47), (2.55) and (2.56), we can get the values of the solutions with

R1,1 + BT
1,1P1,2B1,1 +DT

1,1P1,2D1,1 =

[
400.8004 − 330.6524

−330.6524 673.2241

]
> 0,

R0,0 + BT
0,0P0,1B0,0 +DT

0,0P0,1D0,0 =

[
24209 11560

11560 28652

]
> 0,

W1 =

[
400.8004 − 330.6524

−330.6524 673.2241

]
, W0 =

[
12637 932

−6334 3464

]
.

The sets of eigenvalues of W1 an W0 are {179.4026, 894.6219} and {11940, 4160}, respectively. Hence,

W1 and W0 are both invertible. Therefore, the corresponding (2.47), (2.55) and (2.56) are solvable, and

for any initial pair (t, x) with t = 0, 1, x ∈ L2
F(t;R

2) the considered LQ problem admits an open-loop
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equilibrium pair. Furthermore, an open-loop equilibrium control for the initial pair (0, x) is given by

u
0,x,∗
k = −W†

kHkX
0,x,∗
k −W†

kβk, k = 0, 1,

where

W†
1H1 =

[
1.1320 0.1179

0.0254 1.0388

]
, W†

0H0 =

[
0.8661 − 0.4704

0.0520 0.9824

]
,

W†
1β1 =

[
−0.3381

0.1433

]
, W†

0β0 =

[
−0.2003

−0.1582

]
,

and





X
0,x,∗
k+1 =

[
Ak,kX

0,x,∗
k + Bk,ku

0,x,∗
k + fk,k

]

+
[
Ck,kX

0,x,∗
k +Dk,ku

0,x,∗
k + dk,k

]
wk,

X
0,x,∗
0 = x, k ∈ {0, 1}.

5 Conclusion

In this paper, the open-loop time-consistent equilibrium control is investigated for a kind of mean-field

stochastic LQ problem, where both the system matrices and the weighting matrices are depending

on the initial time, and the conditional expectations of the control and state enter quadratically into

the cost functional. Necessary and sufficient conditions are presented for both the case with a fixed

initial pair and the case with all the initial pairs. Furthermore, a set of constrained GDREs and two

sets of constrained LDEs are introduced to characterize the closed-loop form of open-loop equilibrium

control. Note that this paper is concerned with the time-consistency of open-loop control. For future

research, the time-consistency of the strategy should be studied.
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Appendix

A. Proof of Lemma 2.2

Proof. Let us replace uk with uk + λūk in the forward S∆E of (2.8), and denote its solution by Xk,λ.

Then, we have





X
k,λ

ℓ+1
−X

k,uk
ℓ+1

λ
=

(
Ak,ℓ

X
k,λ

ℓ
−X

k,uk
ℓ

λ
+ Āk,ℓ

EkX
k,λ

ℓ
−EkX

k,uk
ℓ

λ

)

+
(
Ck,ℓ

X
k,λ

ℓ
−X

k,uk
ℓ

λ
+ C̄k,ℓ

EkX
k,λ

ℓ
−EkX

k,uk
ℓ

λ

)
wℓ,

X
k,λ

k+1
−X

k,uk
k+1

λ
=

(
Ak,k

X
k,λ

k
−X

k,uk
k

λ
+ Āk,k

EkX
k,λ

k
−EkX

k,uk
k

λ
+Bk,kūk + B̄k,kūk

)

+
(
Ck,k

X
k,λ

k
−X

k,uk
k

λ
+ C̄k,k

EkX
k,λ

k
−EkX

k,uk
k

λ
+Dk,kūk + D̄k,kEkūk

)
wk,

X
k,λ

k
−X

k,uk
k

λ
= 0, ℓ ∈ Tk+1.

Denoting
X

k,λ

ℓ
−X

k,uk
ℓ

λ
by Y

k,ūk

ℓ , we get





Y
k,ūk

ℓ+1 = Ak,ℓY
k,ūk

ℓ + Āk,ℓEkY
k,ūk

ℓ +
(
Ck,ℓY

k,ūk

ℓ + C̄k,ℓEkY
k,ūk

ℓ

)
wℓ,

Y
k,ūk

k+1 = (Bk,k + B̄k,k)ūk + (Dk,k + D̄k,k)ūkwk,

Y
k,ūk

k = 0, ℓ ∈ Tk+1.

(5.1)

Here, we have used the fact Ekuk = uk. Note that Xk,λ
ℓ = X

k,u
ℓ + λY

k,ūk

ℓ , ∀ℓ ∈ Tk. Then, we have

J(k, ζ; (uk + λūk, u|Tk+1
))− J(k, ζ;u)

=
N−1∑

ℓ=k

Ek

{
(Xk,uk

ℓ + λY
k,ūk

ℓ )TQk,ℓ(X
k,uk

ℓ + λY
k,ūk

ℓ ) + [Ek(X
k,uk

ℓ + λY
k,ūk

ℓ )]T Q̄k,ℓEk(X
k,uk

ℓ + λY
k,ūk

ℓ )

+ 2qTk,ℓ(X
k,uk

ℓ + λY
k,ūk

ℓ )− (Xk,uk

ℓ )TQk,ℓX
k,uk

ℓ − [EkX
k,uk

ℓ ]T Q̄k,ℓEℓX
k,uk

ℓ − 2qTk,ℓX
k,uk

ℓ

}

+ (uk + λūk)
T (Rk,k + R̄k,k)(uk + λūk) + 2ρTk,ℓ(uk + λūk)− uT

k (Rk,k + R̄k,k)uk − 2ρTk,ℓuk

+ [Ek(X
k,uk

N + λY
k,ūk

N )]T ḠkEk(X
k,uk

N + λY
k,ūk

N ) + Ek

[
(Xk,uk

N + λY
k,ūk

N )TGk(X
k,uk

N + λY
k,ūk

N )
]

+ 2Ek[g
T
k (X

k,uk

N + λY
k,ūk

N )]− Ek

[
(Xk,uk

N )TGkX
k,uk

N

]
− (EkX

k,uk

N )T ḠkEkX
k,uk

N − 2Ekg
T
k X

k,uk

N

= 2λ
{N−1∑

ℓ=k

Ek

[
(Xk,uk

ℓ )TQk,ℓY
k,ūk

ℓ + qTk,ℓY
k
ℓ + [EkX

k,uk

ℓ ]T Q̄k,ℓEkY
k,ūk

ℓ

]
+ uT

k (Rk,k + R̄k,k)ūk

+ ρTk,ℓūk + Ek

[
(Xk,uk

N )TGkY
k,ūk

N

]
+ Ek[g

T
k Y

k,ūk

N ] + [EkX
k,uk

N ]T ḠkEkY
k,ūk

N

}

+ λ2
{N−1∑

ℓ=k

Ek

[
(Y k,ūk

ℓ )TQk,ℓY
k,ūk

ℓ + (EkY
k,ūk

ℓ )T Q̄k,ℓEkY
k,ūk

ℓ

]
+ Ek

[
ūT
k (Rk,k + R̄k,k)ūk

]

+ Ek

[
(Y k,ūk

N )TGkY
k,ūk

N

]
+ (EkY

k,ūk

N )T ḠkEkY
k,ūk

N

}
. (5.2)

On the other hand, we have

N−1∑

ℓ=k

Ek

[
(Xk,uk

ℓ )TQk,ℓY
k,ūk

ℓ + qTk,ℓY
k,ūk

ℓ + [EkX
k,uk

ℓ ]T Q̄k,ℓEkY
k,ūk

ℓ

]
+ uT

k (Rk,k + R̄k,k)ūk

+ρTk,ℓūk + Ek

[
(Xk,uk

N )TGkY
k,ūk

N

]
+ [EkX

k,uk

N ]T ḠkEkY
k,ūk

N + Ek[g
T
k Y

k,ūk

N ]

=
N−1∑

ℓ=k

Ek

[(
Qk,ℓ(X

k,uk

ℓ − EkX
k,uk

ℓ ) +AT
k,ℓ(EℓZ

k,uk

ℓ+1 − EkZ
k,uk

ℓ+1 )
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+ CT
k,ℓ

(
Eℓ(Z

k,uk

ℓ+1 wℓ)− Ek(Z
k,uk

ℓ+1 wℓ)
)
− (Zk,uk

ℓ − EkZ
k,uk

ℓ )
)T

(Y k,ūk

ℓ − EkY
k,ūk

ℓ )

+
(
(Qk,ℓ + Q̄k,ℓ)EkX

k,uk

ℓ + qk,ℓ + (Ak,ℓ + Āk,ℓ)
T
EkZ

k,uk

ℓ+1

+ (Ck,ℓ + C̄k,ℓ)
T
Ek(Z

k,uk

ℓ+1 wℓ)− EkZ
k,uk

ℓ

)T

EkY
k,ūk

ℓ

]

+
[
(Rk,k + R̄k,k)uk + (Bk,k + B̄k,k)

T
EkZ

k,uk

k+1 + (Dk,k + D̄k,k)
T
Ek(Z

k,uk

k+1 wk) + ρk,k

]T
ūk

=
[
(Rk,k + R̄k,k)uk + (Bk,k + B̄k,k)

T
EkZ

k,uk

k+1 + (Dk,k + D̄k,k)
T
Ek(Z

k,uk

k+1 wk) + ρk,k

]T
ūk.

This together with (5.2) implies the conclusion.

B. Proof of Theorem 2.3

Proof. (i)⇒(ii). Let (Xt,x,∗, ut,x,∗) be an equilibrium pair. As (2.10) is a decoupled FBS∆E, (2.10) is

solvable. From (2.6) we have

J(k,Xt,x,∗
k ; (ut,x,∗

k + λūk, u
t,x,∗|Tk+1

))− J(k,Xt,x,∗
k ;ut,x,∗)

= 2λ
[
(Rk,k + R̄k,k)u

t,x,∗
k + (Bk,k + B̄k,k)

T
EkZ

k,t,x
k+1 + (Dk,k + D̄k,k)

T
Ek(Z

k,t,x
k+1 wk) + ρk,k

]T
ūk.

+ λ2
{N−1∑

ℓ=k

Ek

[
(Y k,ūk

ℓ )TQk,ℓY
k,ūk

ℓ + (EkY
k,ūk

ℓ )T Q̄k,ℓEkY
k,ūk

ℓ

]
+ Ek

[
ūT
k (Rk,k + R̄k,k)ūk

]

+ Ek

[
(Y k,ūk

N )TGkY
k,ūk

N

]
+ (EkY

k,ūk

N )T ḠkEkY
k,ūk

N

}

≥ 0. (5.3)

Noting that (5.3) holds for any λ ∈ R and ūk ∈ L2
F(k;R

m), we have (2.11) and (2.12). In fact, if (2.12)

was not satisfied, then there would be a ūk such that lim
λ7→∞

J̄(k,Xt,x,∗
k ;ut,x,∗

k +λūk)−J̄(k,Xt,x,∗
k ;ut,x,∗

k ) =

−∞. This is impossible. Furthermore, for any given ūk ∈ L2
F(k;R

m), denote

δ1 ,

[
(Rk,k + R̄k,k)u

t,x,∗
k + (Bk,k + B̄k,k)

T
EkZ

k,t,x
k+1

+ (Dk,k + D̄k,k)
T
Ek(Z

k,t,x
k+1 wk) + ρk,k

]T
ūk 6= 0,

and

δ2 =
N−1∑

ℓ=k

Ek

[
(Y k,ūk

ℓ )TQk,ℓY
k,ūk

ℓ + (EkY
k,ūk

ℓ )T Q̄k,ℓEkY
k,ūk

ℓ

]

+ Ek

[
ūT
k (Rk,k + R̄k,k)ūk

]
+ Ek

[
(Y k,ūk

N )TGkY
k,ūk

N

]
+ (EkY

k,ūk

N )T ḠkEkY
k,ūk

N .

When δ2 = 0, we select λ = −δ1, which together with (5.3) implies

J(k,Xt,x,∗
k ; (ut,x,∗

k + λūk, u
t,x,∗|Tk+1

))− J(k,Xt,x,∗
k ;ut,x,∗) = −δ21 < 0.

This is impossible. When δ2 6= 0 (which is positive), we select λ = θδ1 < 0 with θ = − 1
δ2
. In this case,

we have

J(k,Xt,x,∗
k ; (ut,x,∗

k + λūk, u
t,x,∗|Tk+1

))− J(k,Xt,x,∗
k ;ut,x,∗) = 2θδ21 + θ2δ21δ2 = δ21θ < 0,

which contradicts (5.3).

(ii)⇒(i). In this case, for any λ ∈ R and ūk ∈ L2
F(k;R

m) we have

J(k,Xt,x,∗
k ; (ut,x,∗

k + λūk, u
t,x,∗|Tk+1

))− J(k,Xt,x,∗
k ;ut,x,∗)
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= λ2
{N−1∑

ℓ=k

Ek

[
(Y k,ūk

ℓ )TQk,ℓY
k,ūk

ℓ + (EkY
k,ūk

ℓ )T Q̄k,ℓEkY
k,ūk

ℓ

]

+ Ek

[
ūT
k (Rk,k + R̄k,k)ūk

]
+ Ek

[
(Y k,ūk

N )TGkY
k,ūk

N

]
+ (EkY

k,ūk

N )T ḠkEkY
k,ūk

N

}

≥ 0. (5.4)

For k = t, from (2.1) we have





Xt
t+1 =

[
(At,t + Āt,t)X

t
t + (Bt,t + B̄t,t)u

t,x,∗
t + ft,t

]

+
[
(Ct,t + C̄t,t)X

t
t + (Dt,t + D̄t,t)u

t,x,∗
t + dt,t

)
wt,

X
t,x,∗
t = x,

(5.5)

and for any ut ∈ L2
F(t;R

m),

J(t, x;ut,x,∗) ≤ J(t, x; (ut, u
t,x,∗|Tt+1

)). (5.6)

We now move to the case of k = t+1. In this case, the starting point of the state is Xt,x,∗
t+1 . Hence, we

have




Xt+1
t+2 =

[
(At+1,t+1 + Āt+1,t+1)X

t+1
t+1 + (Bt+1,t+1 + B̄t+1,t+1)u

t,x,∗
t+1 + ft+1,t+1

]

+
[
(Ct+1,t+1 + C̄t+1,t+1)X

t+1
t+1 + (Dt+1,t+1 + D̄t+1,t+1)u

t,x,∗
t+1 + dt+1,t+1

)
wt+1,

Xt+1
t+1 = Xt

t+1,

(5.7)

and for any ut+1 ∈ L2
F(t+ 1;Rm)

J(t+ 1, Xt+1
t+1 ;u

t,x,∗|Tt+1
) ≤ J(t+ 1, Xt+1

t+1 ; (ut+1, u
t,x,∗|Tt+2

)). (5.8)

Continuing the above procedure of obtaining (5.5)-(5.8), we have for any k ∈ T





Xk
k+1 =

[
(Ak,k + Āk,k)X

k
k + (Bk,k + B̄k,k)u

t,x,∗
k + fk,k

]

+
[
(Ck,k + C̄k,k)X

k
k + (Dk,k + D̄k,k)u

t,x,∗
k + dk,k

)
wk,

Xk
k = Xk−1

k ,

and for any uk ∈ L2
F(k;R

m)

J(k,Xk
k ;u

t,x,∗|Tk
) ≤ J(k,Xk

k ; (uk, u
t,x,∗|Tk+1

)).

Denote {x,Xt+1
t+1 , X

t+2
t+2 , · · · , X

N−1
N−1 , X

N
N } by {x,Xt,x,∗

t+1 , X
t,x,∗
t+2 , · · · , Xt,x,∗

N−1, X
t,x,∗
N } , Xt,x,∗. Then,

(Xt,x,∗, ut,x,∗) is an open-loop equilibrium pair. This proves the theorem.

C. Proof of Lemma 2.6

Proof. Let ut,x,∗
ℓ = ΨℓX

t,x,∗
ℓ + αℓ, ℓ ∈ Tk. Then, we have

X
k,t,x
N = Ak,N−1X

k,t,x
N−1 + Āk,N−1EkX

k,t,x
N−1 +Bk,N−1ΨN−1X

t,x,∗
N−1 + B̄k,N−1ΨkEkX

t,x,∗
N−1

+ BN−2,N−1αN−1 + fN−2,N−1 +
{
Ck,N−1X

k,t,x
N−1 + C̄k,N−1EkX

k,t,x
N−1

+Dk,N−1ΨN−1X
t,x,∗
N−1 + D̄k,N−1ΨN−1EkX

t,x,∗
N−1 +Dk,N−1αN−1 + dk,N−1

}
wN−1.

To calculate Z
k,t,x
N−1, we need some preparations. Noting that

Z
k,t,x
N = GkX

k,t,x
N + ḠkEkX

k,t,x
N + gk,

we get

AT
k,N−1EN−1Z

k,t,x
N = AT

k,N−1EN−1

[
GkX

k,t,x
N + ḠkEkX

k,t,x
N + gk

]
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= AT
k,N−1GkAk,N−1X

k,t,x
N−1 +

[
AT

k,N−1GkĀk,N−1 +AT
k,N−1ḠkAk,N−1

]
EkX

k,t,x
N−1

−AT
k,N−1GkBk,N−1ΨN−1X

t,x,∗
N−1

−AT
k,N−1

[
GkB̄k,N−1 + ḠkBk,N−1

]
ΨN−1EkX

t,x,∗
N−1

−AT
k,N−1Gk

[
Bk,N−1αN−1 − fk,N−1

]
+AT

k,N−1gk.

Similarly, we have the expressions of ĀT
k,N−1EkZ

k,t,x
N , CT

k,N−1EN−1

(
Z

k,t,x
N wN−1

)
and

C̄T
k,N−1Ek

(
Z

k,t,x
N wN−1

)
. Furthermore,

Z
k,t,x
N−1 =

[
Qk,N−1 +AT

k,N−1GkAk,N−1 + CT
k,N−1GkCk,N−1

]
X

k,t,x
N−1

+
[
Q̄k,N−1 +AT

k,N−1GkĀk,N−1 +AT
k,N−1ḠkAk,N−1

+ CT
k,N−1GkC̄k,N−1 + ĀT

k,N−1GkAk,N−1 + C̄T
k,N−1GkCk,N−1

]
EkX

k,t,x
N−1

+
[
AT

k,N−1GkBk,N−1 + CT
k,N−1GkDk,N−1

]
ΨN−1X

t,x,∗
N−1

+
{
AT

k,N−1

[
GkB̄k,N−1 + ḠkBk,N−1

]
+ ĀT

k,N−1GkBk,N−1

+ CT
k,N−1GkD̄k,N−1 + C̄T

k,N−1GkDk,N−1

}
ΨN−1EkX

t,x,∗
N−1

+AT
k,N−1Gk

[
Bk,N−1αN−1 + fk,N−1

]
+ CT

k,N−1Gk

[
Dk,N−1αN−1 + dk,N−1

]

+AT
k,N−1gk + qk,N−1

= Pk,N−1X
k,t,x
N−1 + P̄k,N−1EkX

k,t,x
N−1 + Tk,N−1X

t,x,∗
N−1 + T̄k,N−1EkX

t,x,∗
N−1 + πk,N−1.

We now calculate Z
k,t,x
N−2. Note that

AT
k,N−2EN−2Z

k,t,x
N−1 = AT

k,N−2

[
Pk,N−1EN−2X

k,t,x
N−1 + P̄k,N−1EkX

k,t,x
N−1

+ Tk,N−1EN−2X
t,x,∗
N−1 + T̄k,N−1EkX

t,x,∗
N−1 + πk,N−1

]

= AT
k,N−2Pk,N−1Ak,N−2X

k,t,x
N−2

+
(
AT

k,N−2Pk,N−1Āk,N−2 +AT
k,N−2P̄k,N−1Ak,N−2

)
EkX

k,t,x
N−2

+
[
AT

k,N−2Pk,N−1Bk,N−2ΨN−2

+AT
k,N−2Tk,N−1

(
AN−2,N−2 + BN−2,N−2ΨN−2

)]
X

t,x,∗
N−2

+
[
AT

k,N−2Pk,N−1B̄k,N−2ΨN−2 +AT
k,N−2P̄k,N−1Bk,N−2ΨN−2

+AT
k,N−2T̄k,N−1

(
AN−2,N−2 + BN−2,N−2ΨN−2

)]

× EkX
t,x,∗
N−2 +AT

k,N−2Pk,N−1

(
Bk,N−2αN−2 + fk,N−2

)

+AT
k,N−2Tk,N−1

(
BN−2,N−2αN−2 + fN−2,N−2

)
+AT

k,N−2πk,N−1,

and similar expressions for CT
k,N−2EN−2

(
Z

k,t,x
N−1wN−2

)
, ĀT

k,N−2EkZ
k,t,x
N−1 and C̄T

k,N−2Ek

(
Z

k,t,x
N−1wN−2

)
.

Then, from (2.10) we have

Z
k,t,x
N−2 =

(
Qk,N−2 +AT

k,N−2Pk,N−1Ak,N−2 + CT
k,N−2Pk,N−1Ck,N−2

)
X

k,t,x
N−2

+
(
Q̄k,N−2 +AT

k,N−2Pk,N−1Āk,N−2 +AT
k,N−2P̄k,N−1Ak,N−2 + ĀT

k,N−2Pk,N−1Ak,N−2

+ CT
k,N−2Pk,N−1C̄k,N−2 + C̄T

k,N−2Pk,N−1Ck,N−2

)
× EkX

k,t,x
N−2 +

[
AT

k,N−2Pk,N−1Bk,N−2ΨN−2

+AT
k,N−2Tk,N−1

(
AN−2,N−2 + BN−2,N−2ΨN−2

)
+ CT

k,N−2Pk,N−1Dk,N−2ΨN−1

+ CT
k,N−2Tk,N−1

(
CN−2,N−2 +DN−2,N−2ΨN−2

)]
X

t,x,∗
N−2 +

[
AT

k,N−2Pk,N−1B̄k,N−2ΨN−2

+AT
k,N−2P̄k,N−1Bk,N−2ΨN−2 +AT

k,N−2T̄k,N−1

(
AN−2,N−2 + BN−2,N−2ΨN−2

)
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+ CT
k,N−2Pk,N−1D̄k,N−2Ψ

N−2 + ĀT
k,N−2Pk,N−1Bk,N−2ΨN−2 + ĀT

k,N−2Tk,N−1

×
(
AN−2,N−2 + BN−2,N−2ΨN−2

)
+ C̄T

k,N−2Pk,N−1Dk,N−2ΨN−1 + C̄T
k,N−2Tk,N−1

×
(
CN−2,N−2 +DN−2,N−2ΨN−2

)]
EkX

t,x,∗
N−2 +AT

k,N−2Pk,N−1

(
Bk,N−2αN−2 + fk,N−2

)

+AT
k,N−2Tk,N−1

(
BN−2,N−2αN−2 + fN−2,N−2

)
+ ĀT

k,N−2Pk,N−1

(
Bk,N−2αN−2 + fk,N−2

)

+ ĀT
k,N−2Tk,N−1

(
BN−2,N−2αN−2 + fN−2,N−2

)
+ CT

k,N−2Pk,N−1

(
Dk,N−2αN−2 + dk,N−2

)

+ CT
k,N−2Tk,N−1

(
DN−2,N−2αN−2 + dN−2,N−2

)
+ C̄T

k,N−2Pk,N−1

(
Dk,N−2αN−2 + dk,N−2

)

+ C̄T
k,N−2Tk,N−1

(
DN−2,N−2αN−2 + dN−2,N−2

)
+AT

k,N−2πk,N−2 + qk,N−2

= Pk,N−2X
k,t,x
N−2 + P̄k,N−2EkX

k,t,x
N−2 + Tk,N−2X

t,x,∗
N−2 + T̄k,N−2EkX

t,x,∗
N−2 + πk,N−2.

By deduction, we achieve the conclusion. This completes the proof.
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