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CONVERGENCE PROPERTIES FOR DISCRETE-TIME

NONLINEAR SYSTEMS

DUC N. TRAN, BJÖRN S. RÜFFER, AND CHRISTOPHER M. KELLETT

Abstract. Three similar convergence notions are considered. Two of
them are the long established notions of convergent dynamics and in-
cremental stability. The other is the more recent notion of contraction
analysis. All three convergence notions require that all solutions of a
system converge to each other. In this paper, we investigate the dif-
ferences between these convergence properties for discrete-time, time-
varying nonlinear systems by comparing the properties in pairs and us-
ing examples. We also demonstrate a time-varying smooth Lyapunov
function characterization for each of these convergence notions, and,
with appropriate assumptions, we provide several sufficient conditions
to establish relationships between these properties in terms of Lyapunov
functions.

1. Introduction

Convergence properties, namely incremental stability [1–3], convergent
dynamics [4–6], and contraction analysis [7], are established methods to
characterize the asymptotic behavior of one solution with respect to any
other solution of a (nonlinear) dynamical system. In particular, all conver-
gence properties impose conditions that all solutions “forget” their initial
conditions and converge to each other. This is a highly desirable property
in solving problems in nonlinear output stabilization and regulation [3, 5],
synchronization [2, 8–10], observer design [2, 7], steady-state and frequency
response analysis of nonlinear systems [11–13], and others. These three no-
tions of convergence are similar and largely related to each other. However,
the three methods were all derived independently, were motivated distinctly,
and employ different tool sets. As a consequence, their mutual relationships
are, in general, not fully understood even for continuous-time nonlinear sys-
tems in the literature. Thus, the purpose of this study is to investigate
explicit differences between these properties.

Incremental stability describes the asymptotic property of differences be-
tween any two solutions. Specifically, an augmented system is formed by
two “copies” of the original system. Then, global asymptotic stability of a
special closed set (called the diagonal) with respect to the augmented system
can be demonstrated to be equivalent to incremental stability of the origi-
nal system. Thus, a Lyapunov characterization for incremental stability of
the original system can be derived from a classical Lyapunov characteriza-
tion of global asymptotic stability. Historically, the origin of incremental
stability goes back to works on forced oscillators by German mathemati-
cians Trefftz [14] and Reissig [15–17], without the property being named.
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It was LaSalle who in [18] attributes the term “extreme stability” to Reis-
sig’s work [15]. Subsequently, the work of Yoshizawa [1, Chapter IV] made
significant contributions to the study of extreme stability. In particular,
for continuous-time, time-varying systems, a continuous Lyapunov function
characterization of extreme stability was demonstrated [1, Theorem 21.1].
Similar results are found in [2, Theorem 1] and [19, Theorem 5] for time-
invariant and time-varying systems, respectively, where in both works the
property is termed incremental stability. Incremental stability for input-
output operators is presented in [20], and in [21] conclusions about (asymp-
totic) stability of equilibria and periodic solutions are drawn from linear
incremental gain properties. Incremental Input-to-State Stability [2] is an
extension of incremental stability to systems with input using the Input-to-
State Stability (ISS) framework [22].

Convergent dynamics, on the other hand, requires the existence of a
unique and asymptotically stable reference solution that is bounded for all
(backward and forward) time. However, a priori knowledge of this refer-
ence solution is not necessarily required. Every other solution, then, con-
verges to this reference solution asymptotically. A convenient, sometimes
easy to check, sufficient condition of convergent dynamics is the Demidovič
condition. Essentially, using a quadratic Lyapunov function, exponential
convergence of all solutions to a reference solution can be demonstrated
(see, for instance, [6]). The existence and boundedness of the reference
solution usually relies on Yakubovich’s Lemma; i.e., that a compact and
positively invariant set contains at least one bounded solution defined for
all times. This result was demonstrated in [23, Lemma 2] based on ideas
of Demidovič in [24,25]. Convergent dynamics (or convergent systems) was
pioneered by Demidovič [4] (only available in Russian), see also a historical
perspective of developments for convergent dynamics in [6]. Results on the
convergent dynamics property for periodic systems are discussed in [26]. A
converse Lyapunov theorem for globally convergent systems was introduced
in [19, Theorem 7]. More details and further extensions of convergent dy-
namics to systems with input (input-to-state convergence) and applications
to output regulation problems can be found in [5].

Lastly, contraction analysis [7] was inspired by fluid mechanics and dif-
ferential geometry. Contraction analysis utilizes local analysis of the lin-
earization along every trajectory to establish globally convergent behavior.
This method, in essence, generalizes linear eigenvalue analysis to nonlinear
systems. As a result, contraction analysis provides a characterization for ex-
ponential convergence of one solution with respect to any other solution. The
contraction analysis approach, thus, independently extends the Demidovič
sufficient condition to a necessary and sufficient condition. (Yet another ap-
proach, dating back at least to the 1950s, that allows linearizing nonlinear
finite-dimensional systems into infinite-dimensional linear systems is via the
Koopman operator [27]—the adjoint of the transfer or Frobenius-Perron op-
erator.) Contraction analysis (or contraction metrics) was first introduced
in [7]. Since then, developments based on differential geometry have been
made in [28], [29] including converse theorems on contraction metrics for an
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equilibrium in [30]. A historical perspective of contraction analysis, includ-
ing earlier closely related concepts, is presented in [31]. Various applications
of contraction analysis can be found in [8, 32].

In the continuous-time setting, several relationships have been established
between these properties. Available comparisons include convergent dy-
namics versus incremental stability [19] and extending contraction analysis
and incremental stability to the same differential geometric framework [28].
In [33] it is shown that exponential incremental stability is equivalent to
exponential (asymptotic) stability of one and of all trajectories of a system,
and how this relates to the linearization of the system, assuming the state
space is closed and convex.

In this paper, we study and compare the three previously discussed con-
vergence properties for time-varying nonlinear systems, albeit, in contrast to
most of the existing literature, in discrete-time. In particular, we show that
convergent dynamics and incremental stability are two distinct properties.
Similarly, convergent dynamics and contraction analysis are two distinct
properties. However, contraction analysis is a special case of incremental
stability, namely, exponential incremental stability. Furthermore, we estab-
lish various sufficient conditions to demonstrate relationships between the
three convergence properties. This is done by either tightening the regular-
ity requirements on the dynamics or by adding an assumption on the state
space. We also provide time-dependent smooth Lyapunov function charac-
terizations for each of the properties. Furthermore, we present discrete-time
analogues of the Demidovič condition for incremental stability (similar to
the continuous-time result [19, Equation 15]), convergent dynamics (similar
to the continuous-time result [6, Theorem 1]), and contraction analysis.

To derive the three Lyapunov function characterizations, we rely heavily
on a converse Lyapunov result for time-varying systems with an asymp-
totically stable set [34, Theorem 1] and a stronger version of this theorem
for time-varying systems with an exponentially stable set [34, Theorem 2].
Specifically, we use a result [2, Lemma 2.3] to convert global asymptotic (or
exponential) incremental stability to global asymptotic (or exponential) sta-
bility of a closed set with respect to an augmented system. For convergent
dynamics, we first apply a nonlinear change of coordinates with respect to
the reference solution, then we use a standard Lyapunov result [34, Theo-
rem 1] (similar to [35, Theorem 23] for the continuous-time case) to obtain
the desired characterization. Lastly, we demonstrate that contraction anal-
ysis, in fact, is equivalent to exponential incremental stability, and hence, is
equivalent to the existence of an exponential incremental Lyapunov function.

To demonstrate the differences between the three considered convergence
notions, we construct examples of systems that individually satisfy one of
the three properties but not the others. Specifically, we exploit the fact
that global incremental stability (any two trajectories tend to each other
asymptotically) is a stronger property than global asymptotic convergence
to a single trajectory. From there, we are able to construct a system (Ex-
ample 1) showing that convergent dynamics does not imply incremental
stability. On the other hand, we exploit another fact of convergent systems:
that there must exist at least one bounded solution. This is not necessarily
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true for asymptotically incrementally stable systems. Thus, we show that
incremental stability does not imply convergent dynamics (Example 2).

In contrast to the other two properties, contraction analysis explicitly
requires continuously differentiable dynamics. Given a system with differ-
entiable right hand side, we are able to show that contraction analysis is
equivalent to exponential incremental stability (Theorem 15). As a con-
sequence, contraction analysis does not imply convergent dynamics. Fi-
nally, we employ the fact that the convergence rate in contraction analysis
is always exponential. This is not necessarily true for convergent systems
(Example 3). Therefore, contraction analysis and convergent dynamics are
distinct convergence notions.

The paper is organized as follows: the necessary technical assumptions,
notational conventions, and definitions of convergence properties are pro-
vided in Section 2. Then, Lyapunov function characterizations for these
notions are presented in Section 3. In Section 4, comparisons in pairs for
the three properties are presented together with various examples and suf-
ficient conditions. Conclusions and future research indications are provided
in Section 5. Several proofs are collected in the appendix.

2. preliminaries

Let Z denote the set of integers and Z≥k0 the set of integers greater
or equal to k0. We consider discrete-time nonlinear time-varying systems
described by the difference equation

x(k + 1) = f(k, x(k)), x(k) ∈ R
n, k ∈ Z, (1)

where f : Z×R
n → R

n is continuous and x(k0) = ξ ∈ R
n for k0 ∈ Z. For any

k0 ∈ Z and ξ ∈ R
n, the solution of system (1) is a function φ : Z≥k0 → R

n,
parameterized by initial state and time, and satisfying φ(k0; k0, ξ) = ξ and
equation (1); i.e., φ(k+1; k0, ξ) = f(k, φ(k; k0, ξ)) for all k, k0 ∈ Z such that
k ≥ k0. We use standard comparison function classes1 K, L, K∞, and KL
(see [36]). For a vector y ∈ R

n, a matrix P ∈ R
n×n, and a positive definite

matrix Q we denote the Euclidean norm by |y|, the induced (matrix) norm

by ‖P‖ = max
x∈Rn, x 6=0

|Px|
|x| , and the induced norm of y with respect to matrix

Q by ‖y‖Q =
√

yTQy. Given two symmetric matrices A and B in R
n×n we

write A � B if for all x ∈ R
n, xTAx ≤ xTBx. We say that a set X ⊆ R

n is
positively invariant under (1) if for all ξ ∈ X and k, k0 ∈ Z such that k ≥ k0,
we have φ(k; k0, ξ) ∈ X.

In the following subsections, we recall the definitions of incremental sta-
bility, convergent dynamics, and contraction analysis.

2.1. Incremental Stability. The following definition of asymptotic incre-
mental stability is a discrete-time analogue to that in [2, Definition 2.1].

1Recall that α : R≥0 → R≥0 is of class-K if it is continuous, zero at zero, and strictly
increasing. If α ∈ K is unbounded, it is of class-K∞. A function σ : R≥0 → R≥0 is of class-
L if it is continuous, strictly decreasing, and limt→∞ σ(t) = 0. A function β : R≥0×R≥0 →

R≥0 is of class-KL if it is class-K in its first argument and class-L in its second argument.
By convention, β ∈ KL satisfies β(0, t) = 0 for all t ∈ R≥0.
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Definition 1. System (1) is uniformly asymptotically incrementally stable
in a positively invariant set X ⊆ R

n if there exists β ∈ KL such that

|φ(k; k0, ξ1)− φ(k; k0, ξ2)| ≤ β(|ξ1 − ξ2|, k − k0), (2)

holds for all ξ1, ξ2 ∈ X and k, k0 ∈ Z such that k ≥ k0. In case X = R
n,

we say that system (1) is uniformly globally asymptotically incrementally
stable.

As is standard, uniform here refers to the fact that the bound in (2)
depends only on the elapsed time k−k0. A strictly stronger property requires
an exponential rate of convergence.

Definition 2. System (1) is uniformly exponentially incrementally stable
in a positively invariant set X ⊆ R

n if there exist κ ≥ 1 and λ > 1 such that

|φ(k; k0, ξ1)− φ(k; k0, ξ2)| ≤ κ|ξ1 − ξ2|λ−(k−k0) (3)

holds for all ξ1, ξ2 ∈ X and k, k0 ∈ Z such that k ≥ k0. In case X = R
n, we

say that system (1) is uniformly globally exponentially incrementally stable.

2.2. Convergent Dynamics. The following definition of convergent dy-
namics for discrete-time systems is recalled from [11, Definition 1]. This
definition is a discrete-time analogue to the continuous-time definition in [6,
Definition 1].

Definition 3. System (1) is uniformly convergent in a positively invariant
set X ⊆ R

n if

(1) there exists a unique bounded solution x̄(k) of system (1) defined in
X for all k ∈ Z;

(2) there exists a function β ∈ KL such that, for all ξ ∈ X, k, k0 ∈ Z

with k ≥ k0, we have

|φ(k; k0, ξ)− x̄(k)| ≤ β(|ξ − x̄(k0)|, k − k0). (4)

In case X = R
n, we say that system (1) is uniformly globally conver-

gent. As in the previous definition, we say system (1) is uniformly (glob-
ally) exponentially convergent if the KL-function β can be chosen to be
β(s, k − k0) = κsλ−(k−k0) for some κ ≥ 1 and λ > 1.

Remark 4. In continuous-time, the definition of convergent dynamics [6,
Definition 1] requires an additional condition that system (1) is forward
complete. In discrete-time, such a condition is not required because, by def-
inition, the range of f is R

n.

Remark 5. In fact, condition 2) and the boundedness of x̄(k) in Definition 3
also imply that x̄(k) is unique. Indeed, let x̂(k) be another solution defined
and bounded for all k ∈ Z, then |x̂(k0) − x̄(k0)| is bounded for all k0 ∈ Z.
Since (4) holds for all solutions, taking the limit for k0 → −∞ in (4), it
follows that |x̂(k)− x̄(k)| ≤ 0 for all k ∈ Z. Hence, x̂ ≡ x̄.

2.3. Contraction Analysis. Unlike the previous two properties, contrac-
tion analysis explicitly requires the dynamics of the considered system to
be continuously differentiable. As a consequence, in this subsection, we
make a standing assumption that the mapping f (or the right hand side) of
system (1) is continuously differentiable in x on R

n.
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We are now ready to state the formal definition (following [7]) of contrac-
tion analysis.

Definition 6. Suppose the right hand side of system (1) is continuously dif-
ferentiable in x on a positively invariant set X ⊆ R

n. Then system (1) is uni-
formly contracting in X if there exist a nonsingular-matrix-valued function
Θ: Z × X → R

n×n and constants µ, η, ρ > 0 such that, for all x ∈ X, k ∈ Z,
we have

ηI � Θ(k, x)TΘ(k, x) � ρI, (5)

F (k, x)TF (k, x) − I � −µI, (6)

where the matrix F (k, x) is given by

F (k, x) = Θ(k + 1, x)
∂f

∂x
(k, x)Θ(k, x)−1. (7)

In case X = R
n, we say that system (1) is uniformly globally contracting.

Remark 7. While the previous definitions for convergence properties are
all trajectory-based, Definition 6 is presented in a manner consistent with
the literature in terms of the existence of the matrix-valued function Θ. As
we will demonstrate in Theorem 15 in the sequel, contraction analysis is
equivalent to uniform exponential incremental stability. Hence, an alternate
definition of contraction analysis involves a simple nomenclature change in
Definition 2.

Remark 8. Note that [7, Definition 3] includes (6) but not explicitly both
bounds in (5). The lower bound in (5) is required to guarantee contraction
as the following example illustrates. The upper bound guarantees uniformity
of the contraction property with respect to initial time, which is generally
desirable. Consider the system

x(k + 1) = (k2 + 1)x(k), x(k) ∈ R
n, k ∈ Z. (8)

Choose Θ(k, x) := 1
k2+1 , then F (k, x) = 1

k2+2k+2 and, thus,

F (k, x)TF (k, x) = 1
(k2+2k+2)2

< 1
4 ; i.e., condition (6) is satisfied. How-

ever, the origin is an equilibrium and is unstable by inspection. Thus, this
system is not uniformly globally contracting. Note that for this particular
choice of Θ(k, x), the lower bound of condition (5) is not satisfied.

Given (1), similar to [28], we define the variational system







x(k + 1) = f(k, x(k)),

xδ(k + 1) =
∂f

∂x
(k, x(k))xδ(k).

(9a)

(9b)

As in [7], we refer to (9b) as the displacement dynamics where xδ is called
a displacement of x and is sometimes denoted by δx in the literature.

3. Lyapunov function characterizations

In this section, we present time-varying Lyapunov function characteriza-
tions for the three considered convergence properties.
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3.1. Incremental Stability. A Lyapunov function characterization of in-
cremental stability for continuous-time systems was first presented in [1,
Theorem 21.1 & Theorem 21.2]. Subsequently, similar results for time-
invariant and time-varying systems were given in [2, Theorem 1] and [19,
Theorem 5], respectively. The following theorem is a discrete-time analogue
to [19, Theorem 5]. By a smooth function we mean one that is infinitely
often differentiable.

Theorem 9. System (1) is uniformly globally asymptotically incrementally
stable if and only if there exist a smooth function V : Z × R

n × R
n → R≥0,

functions α1, α2 ∈ K∞, and α3 : R≥0 → R≥0 positive definite, such that

α1(|x1 − x2|) ≤ V (k, x1, x2) ≤ α2(|x1 − x2|), (10)

V
(

k + 1, f(k, x1), f(k, x2)
)

− V (k, x1, x2) ≤ −α3(|x1 − x2|) (11)

hold for all x1, x2 ∈ R
n and k ∈ Z.

We remark that, in accordance with [34, Lemma 2.8], the function α3

provided by the above result may be assumed to be of class K∞ without loss
of generality.

The proof of Theorem 9 is contained in the appendix. A function V

satisfying (10)–(11) is called an incremental stability Lyapunov function.

3.2. Convergent Dynamics. The following theorem is a time-varying Lya-
punov function characterization of discrete-time globally convergent sys-
tems. This result is analogous to a continuous-time result presented in [19,
Theorem 7].

Theorem 10. Assume that system (1) is uniformly globally convergent.
Then, there exist a smooth function V : Z × R

n → R≥0, a constant c ≥ 0,
and functions α1, α2, α3 ∈ K∞ such that

α1(|x− x̄(k)|) ≤ V (k, x) ≤ α2(|x− x̄(k)|), (12)

V
(

k + 1, f(k, x)
)

− V (k, x) ≤ −α3(|x− x̄(k)|), (13)

V (k, 0) ≤ c < +∞ (14)

hold for all x ∈ R
n and k ∈ Z. Conversely, if a smooth function V : Z×R

n →
R≥0, a constant c ≥ 0, functions α1, α2,∈ K∞, and α3 : R≥0 → R≥0 positive
definite are given such that for some trajectory x̄ : Z → R

n estimates (12)–
(14) hold, then system (1) is uniformly globally convergent and the solution
x̄(k) is the unique bounded solution as in Definition 3. The same statement
holds for uniform global exponential convergence if the K functions α1, α2,
and α3 are replaced by quadratic functions.

The proof of Theorem 10 is contained in the appendix. A function V

satisfying (12)–(14) is called a convergent dynamics Lyapunov function.

3.3. Contraction Analysis. The following theorem is a Lyapunov func-
tion characterization for globally contracting systems. Note that this result
is a special case of the Lyapunov function characterization for uniform global
asymptotic incremental stability.
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Theorem 11. Assume the right hand side f of (1) is continuously differ-
entiable in x. System (1) is globally contracting if and only if there exist a
smooth function V : Z×R

n×R
n → R≥0, and constants c1, c2, c3 ∈ R>0 such

that

c1|x1 − x2|2 ≤ V (k, x1, x2) ≤ c2|x1 − x2|2, (15)

V
(

k + 1, f(k, x1), f(k, x2)
)

− V (k, x1, x2) ≤ −c3|x1 − x2|2 (16)

hold for all x1, x2 ∈ R
n and k ∈ Z.

The proof of Theorem 11 is contained in the appendix. A function V

satisfying (15)–(16) is called a contraction analysis Lyapunov function.

4. Comparisons

In this section, we compare the three previously discussed properties in
pairs. While any asymptotically stable linear system satisfies all three prop-
erties, there are distinct differences when nonlinear systems are considered.
We provide several examples of systems that highlight the essential differ-
ences among the three convergence notions. Several sufficient conditions
are also proposed to establish mutual relationships. Finally, we provide a
discrete-time Demidovič condition that is sufficient for all three properties.

4.1. Incremental Stability vs. Convergent Dynamics. The following
example, which is adapted from [19, Example 3], provides a system that
is uniformly globally convergent but not uniformly globally asymptotically
incrementally stable.

Example 1. Consider the system

x(k + 1) = f(k, x(k)), x(k) ∈ R
2, (17)

with

f(k, x) :=
1

2

[

cos(|z(k)|) − sin(|z(k)|)
sin(|z(k)|) cos(|z(k)|)

]

z(k) +

[

cos(k + 1)
sin(k + 1)

]

,

where x̄(k) :=
(

cos(k), sin(k)
)T

and z(k) := x(k) − x̄(k). Clearly, x̄(k)
is a bounded solution of (17). Now, consider the time-varying, quadratic

Lyapunov function V (k, x) =
∣

∣z(k)
∣

∣

2
. We compute

V
(

k + 1, f(x)
)

− V (k, x) =
∣

∣f(k, x)− x̄(k + 1)
∣

∣

2 −
∣

∣z(k)
∣

∣

2

=
1

4

∣

∣z(k)
∣

∣

2 −
∣

∣z(k)
∣

∣

2
= −3

4

∣

∣z(k)
∣

∣

2 ≤ 0.

Hence, appealing to Theorem 10, system (17) is uniformly globally conver-
gent. Rewriting z(k) in polar coordinates

(

r(k), θ(k)
)

yields

r(k + 1) =
r(k)

2
, θ(k + 1) = θ(k) + r(k),

whose explicit solution for an initial condition (r0, θ0) ∈ R× R is

r(k) =
r0

2k−k0
, θ(k) = θ0 + r0

k−k0−1
∑

κ=0

1

2κ
.
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ξ1 ξ2

φ(1; 0, ξ1)

φ(1; 0, ξ2)

M + π
2

M + 1 π

Figure 1. The two trajectories of the system defined in Ex-
ample 1 start on the positive real half line with an initial
separation of π at time k = 0 and the initial distances to the
origin are M + 1 and M + 1 + π. At time k = 1, the polar
arguments of the trajectories are shifted by 180◦ so that the
separation distance is M + π

2 .

At time k0 = 0 consider two initial conditions in Cartesian coordinates
ξ1 = (M + 1, 0) and ξ2 = (M + π + 1, 0) for some M ∈ R>0 as shown
in Figure 1. The polar coordinates of z(0) corresponding to ξ1 and ξ2 are
(r01, θ

0
1) = (M, 0) and (r02 , θ

0
2) = (M + π, 0). The initial separation is |ξ1 −

ξ2| = π. At the time instance k = 1, the polar coordinates of z(1) are
(

r1(1), θ1(1)
)

=
(

M
2 ,M

)

and (r2(1), θ2(1)) =
(

M+π
2 ,M+π

)

, hence, the angle
difference is π. Consequently, the distance between two states is |φ(1; 0, ξ1)−
φ(1; 0, ξ2)| = r1(1)+r2(1) =

M
2 +M+π

2 = M+ π
2 . Since M ∈ R>0 is arbitrary,

for any function β ∈ KL, we can always choose a sufficiently large M such
that (2) is violated. Thus, system (17) is not incrementally stable. �

The above example exploits the fact that global asymptotic convergence
of any two trajectories to each other (incremental stability) is a stronger
property than global asymptotic convergence of all trajectories to a single
trajectory (convergent dynamics). This is a direct consequence of the trian-
gle inequality.

The following theorem provides a connection from convergent dynamics
to incremental stability by restricting the state space of system (1) to be a
compact and positively invariant set.

Theorem 12. Suppose system (1) is uniformly convergent on a compact
and positively invariant set X ⊂ R

n. Further assume that the right hand
side f of system (1) is locally Lipschitz continuous in x on X. Then, sys-
tem (1) is uniformly asymptotically incrementally stable on X. Moreover, if
the attraction rate in the uniform convergence property is exponential, then
the system is uniformly exponentially incrementally stable.

The proof of Theorem 12 is contained in the appendix. Conversely, in-
cremental stability does not imply convergent dynamics as shown by the
following example adapted from [19, Example 4].
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Example 2. The system

x(k + 1) = −k

2
− 1 +

x(k)

2
, with x(k0) = ξ ∈ R (18)

has the explicit solution

φ(k; k0, ξ) =
k0

2k−k0
− k +

ξ

2k−k0
, ∀k ≥ k0. (19)

For any two initial conditions ξ1, ξ2 ∈ R,

|φ(k; k0, ξ1)− φ(k; k0, ξ2)| =
|ξ1 − ξ2|
2k−k0

= β(|ξ1 − ξ2|, k − k0),

where β ∈ KL is defined by β(s, r) = s
2r for all s, r ∈ R≥0. Hence, sys-

tem (18) is uniformly globally asymptotically incrementally stable. How-
ever, for the specific initial condition (ξ, k0) = (0, 0), it is straightforward
that the solution (19) from this initial condition is unbounded. Therefore,
system (18) is not uniformly globally convergent. �

The above example exploits the fact that convergent dynamics requires
the existence of at least one bounded solution. Whereas solutions of an
incrementally stable system can be unbounded.

The following theorem provides a connection from incremental stability to
convergent dynamics with an assumption that the state space of system (1)
is compact and positively invariant.

Theorem 13. Suppose system (1) is uniformly globally asymptotically in-
crementally stable and there exists a compact set X ⊂ R

n that is positively
invariant under (1). Then system (1) is uniformly globally convergent.
Moreover, if the incremental attraction rate is exponential, then it is also
exponential for the convergence property.

The proof of Theorem 13 is contained in the appendix.
The following theorem provides a sufficient condition for system (1) to

satisfy all three convergence properties. It is the discrete-time analogue of
the Demidovič result [6, Theorem 1].

Theorem 14 (Discrete-time Demidovič condition). Assume the right hand
side f of system (1) is continuously differentiable in x. Suppose there exists
a positive definite matrix P such that the matrix

J(k, x) :=
∂f

∂x
(k, x)TP

∂f

∂x
(k, x)− ρP (20)

is negative semidefinite uniformly in (k, x) ∈ Z × R
n for some ρ ∈ (0, 1).

Then system (1) is uniformly globally exponentially incrementally stable and
globally contracting. Furthermore, if there exists c ≥ 0 such that

sup
k∈Z

|f(k, 0)| = c < ∞, (21)

then system (1) is uniformly globally exponentially convergent.

The proof of Theorem 14 is contained in the appendix.
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4.2. Contraction Analysis vs. Incremental Stability. Assuming the
right hand side of system (1) is continuously differentiable, we demonstrate
that contraction analysis is a strictly stronger property than asymptotic in-
cremental stability. In fact, contraction analysis is equivalent to exponential
incremental stability.

Theorem 15. Suppose the right hand side of system (1) is continuously
differentiable in x on R

n. System (1) is uniformly globally exponentially
incrementally stable if and only if it is uniformly globally contracting.

The proof of Theorem 15 is contained in the appendix.

4.3. Convergent Dynamics vs. Contraction Analysis. System (17)
in Example 1 is globally convergent, however, it is not globally contract-
ing because it is not differentiable at x = 0. Hence, a uniformly globally
convergent system is not necessarily globally contracting.

However, even in the case where the system dynamics are continuously
differentiable, global convergent dynamics is still different from contraction
analysis. This is due to the fact that contraction analysis requires an expo-
nential convergence rate whereas convergent dynamics only requires asymp-
totic convergence. The following example, adapted from [37, Example 1],
provides a (time-invariant) system that is asymptotically convergent but not
exponentially convergent.

Example 3. The system

x(k + 1) = f(x(k)) :=
x(k)

√

x(k)2 + 1
, (22)

with x(k0) = ξ ∈ R has the solution

φ(k; k0, ξ) =
ξ

√

(k − k0)ξ2 + 1
, ∀k ∈ Z, k ≥ k0. (23)

The zero solution x̄(k) = 0 is (uniformly) globally asymptotically stable.
Indeed, for the Lyapunov function V (x) = x2, we have, for all x 6= 0,

V (f(x))− V (x) = − x4

x2 + 1
< 0. (24)

Hence, system (22) is (uniformly) globally convergent. By inspection of (23),
we see that the convergence to the zero solution is not exponential, hence,
by Theorem 15, system (22) is not globally contracting. �

Example 4. Returning to Example 2, system (18) is not convergent since
the solution passing through (k0, ξ) = (0, 0) is unbounded. However, sys-
tem (18) is globally contracting. Indeed, take Θ(k, x) = 1 for all k ∈ Z and

x ∈ R, µ = 3
4 , and note that ∂f

∂x
(k, x) = 1

2 for all k ∈ Z and x ∈ R
n. With

F (k, x) given by (7) we see that

F (k, x)TF (k, x)− 1 = −µ.

Hence, system (18) is globally contracting. �

Using the results of Theorem 13 and Theorem 15, we provide sufficient
conditions under which global contraction implies convergent dynamics.
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IS CD

ECD

EIS CA

not not

not not

Figure 2. Relationships between different convergence
properties assuming continuously differential dynamics f .
Note the abbreviations: IS for (global asymptotic) Incremen-
tal Stability, EIS for (global) Exponential Incremental Stabil-
ity, CD for (uniform global) Convergent Dynamics, ECD for
(uniform global) Exponential Convergent Dynamics, and CA
for (global) Contraction Analysis. The blue, dashed implica-
tions do not hold in general, but for the case of a compact
(and invariant) state space X.

Theorem 16. Suppose the mapping f of system (1) is continuously differen-
tiable in x on a compact and positively invariant set X ⊂ R

n. If system (1)
is uniformly contracting in X, then system (1) is uniformly exponentially
convergent in X.

The proof of Theorem 16 is contained in the appendix.

5. Conclusions

This paper contributes discrete-time, time-varying, smooth Lyapunov
function characterizations for incremental stability, convergent dynamics,
and contraction analysis. The paper also contributes examples of systems
that highlight the essential differences as well as similarities among the three
considered notions of stability. Moreover, with appropriate assumptions,
we present several conditions that provide connections between each of the
three considered convergence properties. Overall, assuming the right hand
side of the considered system is continuously differentiable, the relationships
between the three convergence properties can be summarized as in Figure 2.

References

[1] T. Yoshizawa, Stability Theory by Liapunov’s Second Method. Mathematical Society
of Japan, 1966.

[2] D. Angeli, “A Lyapunov approach to incremental stability properties,” IEEE Trans.
Autom. Control, vol. 47, no. 3, pp. 410–421, March 2002.

[3] M. Zamani and P. Tabuada, “Backstepping design for incremental stability,” IEEE
Trans. Autom. Control, vol. 56, no. 9, pp. 2184–2189, Sept 2011.
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Appendix

As several proofs in this appendix rely on the same modification of a
converse Lyapunov result originally due to Jiang and Wang [34], we state
the modification here explicitly for the convenience of the reader.

Definition 17 (cf. [34]). Let A be a closed, not necessarily compact, pos-
itively invariant set of (1). System (1) is uniformly global asymptotically
stable (UGAS) with respect to A if there exists a class-KL function β such
that

|φ(k; k0, ξ0)|A ≤ β(|ξ0|A, k − k0) (25)

for all k ≥ k0 and all ξ0 ∈ R
n, where

|ξ|A := inf
η∈Rn

|η − ξ|

denotes the distance of ξ to A.

Similarly, the notion of uniform global exponential stability (UGES) is
defined by replacing estimate (25) with the exponential bound

|φ(k; k0, ξ0)|A ≤ κ|ξ0|Aλ−(k−k0), (26)

for some constants κ ≥ 1 and λ > 1.

Theorem 18 (Jiang & Wang 2002). Assume system (1) is UGAS with
respect to the closed set A. Then there exist a smooth function V : Z×R

n →
R≥0 and functions α1, α2, α3 ∈ K∞, such that for all k ∈ Z and all x ∈ R

n,

α1(|x|A) ≤ V (k, x) ≤ α2(|x|A) (27)

and

V
(

k + 1, f(k, x)
)

− V (k, x) ≤ −α3(|x|A). (28)
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Conversely, if there exist a continuous function V : Z×R
n → R≥0, functions

α1, α2 ∈ K∞, and a positive definite function α3 : R≥0 → R≥0, such that
(27)–(28) hold, then system (1) is UGAS with respect to the closed set A.

The original result in [34, Theorem 1] asserts the existence of a function
V defined on Z≥0 satisfying (27) and, for a positive definite function α3,
(28). In contrast, the formulation above yields a function V defined on all
of Z. That the function α3 can indeed be chosen to be of class-K∞ instead
of merely positive definite is already proven in [34, Lemma 2.8].

It is thus no surprise that the proof of the above result follows the original
very closely.

Proof. Start by assuming that system (1) is UGAS with respect to the closed
set A. Applying Sontag’s Lemma on KL-estimates [38, Proposition 7], given
β ∈ KL, there exist ρ1, ρ

−1 ∈ K∞ such that

β(|ξ0|A, k − k0) ≤ ρ−1(ρ1(|ξ0|A)e−(k−k0)) (29)

for all ξ0 ∈ R
n and k, k0 ∈ Z such that k ≥ k0. Hence,

ρ(|φ(k; k0, ξ0)|A) ≤ ρ1(|ξ0|A)e−(k−k0). (30)

Define V : Z× R
n → R≥0 by

V (k0, ξ0) :=
∞
∑

k=k0

ρ(|φ(k; k0, ξ0)|A). (31)

It is true that for all k0 ∈ Z and ξ0 ∈ R
n

ρ(|ξ0|A) = ρ(|φ(k0; k0, ξ0)|A) ≤ V (k0, ξ0)

≤
∞
∑

k=k0

ρ1(|ξ0|A)e−(k−k0) ≤ e

e− 1
ρ1(|ξ0|) (32)

where the second inequality follows from (30) and (31). This means that
the series defined in (31) is convergent. Moreover, for each k0 ∈ Z, ρ is a
continuous function in ξ0, thus, V is continuous in ξ0.

Define α1 := ρ and α2(s) :=
e

e−1ρ1(s) for all s ∈ R≥0. Observe that α1 and

α2 are both of class-K∞. We immediately see that V satisfies condition (27).
It is only left to prove that V satisfies condition (28). Indeed, for arbitrary

k0 ∈ Z and ξ0 ∈ R
n we have

V (k0 + 1, f(k0, ξ0)) =

∞
∑

k=k0+1

ρ(|φ(k; k0 + 1, f(k0, ξ0))|A)

=

∞
∑

k=k0+1

ρ(|φ(k; k0 + 1, f(k0, ξ0))|A)

+ ρ(|φ(k0; k0, ξ0)|A)− ρ(|φ(k0; k0, ξ0)|A)

=

∞
∑

k=k0

ρ(|φ(k; k0, ξ0)|)− ρ(|φ(k0; k0, ξ0)|A)

= V (k0, ξ0)− ρ(|ξ0|A).
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We conclude that the continuous function V satisfies (28) with α3 := ρ.
Lastly, an application of [34, Lemma 2.7] allows us to replace the continuous
function V by a smooth one (which also modifies the αi, i = 1, 2, 3).

The converse direction is standard and the same as in [34, Section 4.3.3]
and thus omitted. �

Corollary 19. If system (1) is UGES with respect to the closed set A, then
there exist a smooth function V : Z×R

n → R≥0 and constants c1, c2, c3 > 0,
such that for all k ∈ Z and all x ∈ R

n,

c1|x|2A ≤ V (k, x) ≤ c2|x|2A (33)

and
V
(

k + 1, f(k, x)
)

− V (k, x) ≤ −c3|x|2A. (34)

Conversely, the existence of a continuous function V : Z × R
n → R≥0 and

positive constants c1, c2, c3 satisfying (33)–(34) is sufficient for system (1)
to be UGES with respect to the closed set A.

Proof. This result follows as in the previous proof by observing that in the
additional step of using Sontag’s Lemma on KL-estimates is not necessary
due to the exponential estimate (26), which is equivalent to

|φ(k; k0, ξ0)|2A ≤ κ2|ξ0|2A
(

λ2
)−(k−k0). �

With these two results at hand, we can now turn to proving the main
results in this paper.

Proof of Theorem 9. Consider the augmented system
{

x1(k + 1) = f(k, x1(k))

x2(k + 1) = f(k, x2(k))
(35)

as in [2]. The diagonal is the set ∆ := {[xT , xT ]T ∈ R2n : x ∈ R
n}. Let

z =
[

x1

x2

]

∈ R
2n, x1, x2 ∈ R

n, then the distance from z to the diagonal is
given by

|z|∆ := inf
w∈∆

|w − z| = 1√
2
|x1 − x2|, (36)

where the equality is shown in [2]. Denote F
(

k,
[

x1

x2

]

)

:=
[

f(k,x1(k))
f(k,x2(k))

]

and

rewrite (35) as

z(k + 1) = F (k, z(k)), (37)

where z =
[

x1

x2

]

∈ R
2n and k ∈ Z.

Appealing to the relationship (36), we see that system (1) is uniformly
globally asymptotically incrementally stable if and only if system (37) is
uniformly globally asymptotically stable with respect to the diagonal set ∆.

By application of Theorem 18, system (37) admits a smooth, time-varying
Lyapunov function V : Z × R

2n → R≥0 for which there exist functions
α1, α2, α3 ∈ K∞ such that

α1(|z|∆) ≤ V (k, z) ≤ α2(|z|∆), (38)

V
(

k, F (k, z)
)

− V (k, z) ≤ −α3(|z|∆) (39)
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hold for all z ∈ R
2n and k ∈ Z. Using (36), it is clear that (38)–(39) are

correspondingly equivalent to (10)–(11).
Again using Theorem 18, we conclude that system (1) is uniformly glob-

ally asymptotically incrementally stable if and only if system (1) admits a
Lyapunov function satisfying (10)–(11). �

Proof of Theorem 10. Assume that system (1) is uniformly globally con-
vergent as in Definition 3, so that there exists a solution x̄(k) bounded for
all k ∈ Z; i.e., supk∈Z |x̄(k)| < ∞.

After a change of coordinates z(k) = x(k) − x̄(k) to the original system,
we obtain a new system

z(k + 1) = f
(

x(k)
)

− f
(

x̄(k)
)

= f
(

z(k) + x̄(k)
)

− f
(

x̄(k)
)

=: g
(

k, z(k)
)

.

Applying Theorem 18 to this new system yields a smooth function W : Z×
R
n → R≥0 and functions α1, α2, α3 ∈ K∞ such that

α1(|z|) ≤ W (k, z) ≤ α2(|z|), and (40)

W
(

k + 1, g(k, z)
)

−W (k, z) ≤ −α3(|z|), (41)

hold for all z ∈ R
n and k ∈ Z. Reverting to the original coordinates and

defining V (k, x) := W
(

k, x − x̄(k)
)

, we obtain (12)–(13) from (40)–(41).
Moreover,

0 ≤ V (k, 0) ≤ α2(|x̄(k)|) ≤ α2

(

sup
k∈Z

|x̄(k)|
)

=: c < ∞

establishes (14). This completes the proof of the first statement of the
theorem.

Conversely, if (12)–(14) hold, then with the same coordinate change and
by applying the forward result in Theorem 18, we see that system (1) is
uniformly globally asymptotically stable with respect to the trajectory x̄(k).
Thus, it is only left to show that x̄(k) is bounded and unique. Indeed,

|x̄(k)| ≤ α−1
1 (V (k, 0)) ≤ α−1

1 (c) < ∞

shows that x̄(k) is bounded. Lastly, uniqueness of x̄(k) follows from Re-
mark 5.

Replacing every invocation of Theorem 18 in this proof by an invoca-
tion of Corollary 19 proves the statement about uniform global exponential
convergence. �

Proof of Theorem 11. The proof proceeds by demonstrating the equiv-
alence of an exponential incremental Lyapunov function and exponential
incremental stability and then appealing to Theorem 15.

Similar to the proof of Theorem 9, consider the augmented system (35)
(also, its shorthand notation (37)). Since (36) holds, system (1) is uniformly
globally exponentially incrementally stable if and only if the diagonal set ∆
is uniformly globally exponentially stable with respect to system (37).

Applying Corollary 19, the closed set ∆ is uniformly globally exponen-
tially stable with respect to system (37) if and only if system (37) admits a



18 D. N. TRAN, B. S. RÜFFER, AND C. M. KELLETT

smooth, time-varying Lyapunov function V : Z×R
2n → R≥0 for which there

exist constants c1, c2, c3 ∈ R>0 such that

c1|z|2∆ ≤ V (k, z) ≤ c2|z|2∆, (42)

V
(

k, F (k, z)
)

− V (k, z) ≤ −c3|z|2∆ (43)

hold for all z ∈ R
2n and k ∈ Z. Using (36), it is clear that (42)–(43)

are correspondingly equivalent to (15)–(16). Therefore, we conclude that
system (1) admits an (exponential incremental) Lyapunov function (15)–(16)
if and only if system (1) is uniformly globally exponentially incrementally
stable.

Applying Theorem 15 yields that system (1) is uniformly globally expo-
nentially incrementally stable if and only if system (1) is globally contract-
ing. Note that the proof of Theorem 15 does not employ any results prior
to Theorem 11 or Theorem 11 itself. This completes the proof. �

Proof of Theorem 12. The proof follows that of [19, Theorem 8]. Denote
the diameter of X as dX := maxx,y∈X |x − y|. Fix any ξ1, ξ2 ∈ X. Applying
the triangle inequality, we see that

|φ(k; k0, ξ1)− φ(k; k0, ξ2)|
≤ |φ(k; k0, ξ1)− x̄(k)| + |φ(k; k0, ξ1)− x̄(k)|
≤ 2β(dX, k − k0) (44)

for all x ∈ X and k, k0 ∈ Z such that k ≥ k0. Let L ∈ R>0 be the maximum
Lipschitz constant for f on X; i.e.,

|f(k0, ξ1)− f(k0, ξ2)| ≤ L|ξ1 − ξ2| (45)

for all ξ1, ξ2 ∈ X. It immediately follows from (45) that

|φ(k; k0, ξ1)− φ(k; k0, ξ2)| ≤ Lk−k0|ξ1 − ξ2|. (46)

Combining (44) and (45), we see that

|φ(k; k0, ξ1)− φ(k; k0, ξ2)| ≤ min
{

Lk−k0|ξ1 − ξ2|, 2β(dX, k − k0)
}

.

From there, we can obtain a function β̂ ∈ KL such that

|φ(k; k0, ξ1)− φ(k; k0, ξ2)| ≤ β̂(|ξ1 − ξ2|, k − k0)

for all ξ1, ξ2 ∈ X and k, k0 ∈ Z such that k ≥ k0. Therefore, system (1) is
uniformly asymptotically incrementally stable on X.

With only minor rewording of the proof we establish the assertion about
exponential incremental stability. �

Proof of Theorem 13. Suppose system (1) is uniformly globally asymp-
totically incrementally stable, then by applying Theorem 9, there exists a
function V satisfying (10)–(11).

To derive the existence of a bounded solution x̄(k), we use a discrete-time
version from [13, Lemma 2] of Yakubovich’s Lemma [23, Lemma 2] which
states if there exists a compact and positively invariant set X of system (1),
then there exists a solution x̄(k) of system (1) defined on Z and satisfying
x̄(k) ∈ X for all k ∈ Z. Thus, we see that

α1(|x− x̄(k)|) ≤ V (k, x, x̄(k)) ≤ α2(|x− x̄(k)|)
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and

V
(

k + 1, f(k, x), f(k, x̄(k))
)

− V (k, x, x̄(k)) ≤ −α3(|x− x̄(k)|)

for all x ∈ R
n and k ∈ Z. Moreover, since x̄(k) is bounded, we have

V (k, 0, x̄(k)) ≤ α2(|0− x̄(k)|) < ∞ (47)

for all k ∈ Z.
Hence, the function W (k, x) := V (k, x, x̄(k)) satisfies conditions (12)–

(14). Thus, by applying Theorem 10, we conclude that system (1) is uni-
formly globally convergent. �

Proof of Theorem 14. Consider any two initial conditions ξ1, ξ2 ∈ R
n.

Define a function Φ: [0, 1] → R by

Φ(s) :=
(

f(k, ξ1)− f(k, ξ2)
)T

Pf (k, sξ1 + (1− s)ξ2) . (48)

Then, Φ satisfies

Φ(1)−Φ(0) = (f(k, ξ1)− f(k, ξ2))
T P (f(k, ξ1)− f(k, ξ2)) . (49)

Applying the mean value theorem, there exists an s̄ ∈ [0, 1] such that

Φ(1)− Φ(0) =
d

ds
Φ(s̄)

=
(

f(k, ξ1)− f(k, ξ2)
)T

P
∂f

∂x
(k, s̄ξ1 + (1− s̄)ξ2) (ξ1 − ξ2). (50)

Denote ξ̌ := s̄ξ1 + (1− s̄)ξ2. From (49), (50), we obtain

(

f(k, ξ1)− f(k, ξ2)
)T

P
(

f(k, ξ1)− f(k, ξ2)
)

=
(

f(k, ξ1)− f(k, ξ2)
)T

P
∂f

∂x
(k, ξ̌)(ξ1 − ξ2) (51)

We make the following claim:

Claim 1. For all ξ1, ξ2 ∈ R
n and k ∈ Z, the following holds

(f(k, ξ1)− f(k, ξ2))
T P (f(k, ξ1)− f(k, ξ2))

≤ (ξ1 − ξ2)
T

(

∂f

∂x
(k, ξ̌)TP

∂f

∂x
(k, ξ̌)

)

(ξ1 − ξ2). (52)

Proof of Claim 1: To simplify the notations, we denote a = (f(k, ξ1) −
f(k, ξ2)) and b =

(

∂f
∂x

(k, ξ̌)
)

(ξ1−ξ2), we want to show aTPa ≤ bTPb. From

(51), we have aTPa = aTPb. Thus,

bTPb− aTPa = bTPb− aTPa+ 2(aTPa− aTPb)

= (bTPb− bTPa) + (aTPa− aTPb)

= (a− b)TP (a− b) ≥ 0 (53)

completes the proof of Claim 1. �

As J(k, x) � 0, we see that

(ξ1 − ξ2)
T

(

∂f

∂x
(k, ξ̌)TP

∂f

∂x
(k, ξ̌)

)

(ξ1 − ξ2) ≤ ρ(ξ1 − ξ2)
TP (ξ1 − ξ2)



20 D. N. TRAN, B. S. RÜFFER, AND C. M. KELLETT

which, with Claim 1, implies that
(

f(k, ξ1)− f(k, ξ2)
)T

P
(

f(k, ξ1)− f(k, ξ2)
)

≤ ρ(ξ1 − ξ2)
TP (ξ1 − ξ2). (54)

Define a Lyapunov function candidate V (k, ξ1, ξ2) := (ξ1 − ξ2)
TP (ξ1 − ξ2).

Since P is positive definite, V satisfies condition (10). Next, using (54),

V (k + 1, f(k, ξ1), f(k, ξ2))− V (k, ξ1, ξ2) ≤ −(1− ρ)V (k, ξ1, ξ2),

for all ξ1, ξ2 ∈ R
n and k ∈ Z. This implies that V satisfies condition (11).

Therefore, by virtue of Theorem 9, system (1) is uniformly globally asymp-
totically incrementally stable.

It is straightforward to see that the function V defined above also satis-
fies (15) and (16) of Theorem 11. Hence, system (1) is globally contracting.

The additional condition (21) together with (54) implies that system (1) is
uniformly globally (exponentially) convergent by applying [11, Theorem 1].
�

Proof of Theorem 15. “=⇒” Assume system (1) is globally uniformly

uniformly exponentially incrementally stable. Let
[

φ(k;k0,ξ)
φδ(k;k0,ξδ,ξ)

]

denote the

solution of system (9a)–(9b) for the initial condition
[

ξ
ξδ

]

∈ R
2n, whereby

we note that the solutions to the dynamics (9b) (denoted by φδ) depend on
the dynamics (9a), so that φδ depends on a third parameter ξ identifying a
particular reference trajectory of (9a). Parametrize the straight line segment
connecting ξ and ξ + ξδ at time k0 by a function γk0 : [0, 1] → R

n given by

γk0(s) := ξ + sξδ, (55)

where s ∈ [0, 1]. At time k ≥ k0, we denote the parametrized curve initiated
from segment (55) by

γk(s) := φ(k; k0, ξ + sξδ) = φ(k; k0, γk0(s)).

We make the following claim:

Claim 2. The trajectory
[

φ(k;k0,ξ)
φδ(k;k0,ξδ,ξ)

]

of system (9a)–(9b) is identical to
[

φ(k;k0,ξ)
d
ds

φ(k;k0,γk0 (s))

]

; i.e., φδ(k; k0, ξδ, ξ) = d
ds
φ(k; k0, γk0(s)) for all k, k0 ∈ Z

such that k ≥ k0.

Proof. By the chain rule,

d

ds
f(k, φ(k; k0, γk0(s)) =

∂f

∂x
(k, x)

d

ds
φ(k; k0, γk0(s)),

which implies that d
ds
φ(k; k0, γk0(s)) satisfies the displacement

dynamics (9b). Thus, it is only left to prove that the initial conditions
of both trajectories are the same; i.e., d

ds
φ(k0; k0, γk0(s)) = ξδ. Note that

d
ds
φ(k0; k0, γk0(s)) =

d
ds
γk0(s). Hence, by taking the derivative on both sides

of (55) with respect to s, we obtain the desired result. �

For any sufficiently small ǫ > 0, Definition 2 yields k ≥ 1, λ > 1 so that

|φ(k; k0, γk0(s+ ǫ))−φ(k; k0, γk0(s))| ≤ κ|γk0(s+ ǫ)− γk0(s)|λ−(k−k0). (56)
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Dividing both sides of (56) by ǫ then sending ǫ → 0, we obtain

|φδ(k; k0, ξδ, ξ)| =
∣

∣

∣

d

ds
φ(k; k0, γk0(s))

∣

∣

∣
≤ κ|ξδ|λ−(k−k0). (57)

Thus, from the global exponential incremental stability of the
subsystem (9a), by considering (9a)–(9b), we have established the global
exponential stability of the subsystem (9b). As this system is linear, its
global exponential stability is the same as global exponential incremental
stability.

In what follows, we will construct a nonsingular matrix Θ(k, x) and, hence
construct F (k, x) such that (6) is satisfied for all x ∈ R

n and k ∈ Z.
To this end observe that the transfer matrix Φ(k, k0; ξ) of the linear dis-

placement dynamics (9b), which satisfies Φ(k, k0; ξ)ξδ = φ(k; k0, ξδ, ξ) for all
ξδ ∈ R

n and all k ≥ k0, satisfies the exponential bound

‖Φ(k, k0; ξ)‖ ≤ κλ−(k−k0) (58)

(with κ ≥ 1, λ > 1) for k ≥ k0 independently of the initial condition ξ of the
reference trajectory generated by (9a). From here we may follow, mutatis
mutandis, the proof of [39, Theorem 23.3] and define an n× n matrix

Q(k, ξ) :=

∞
∑

j=k

(

Φ(j, k; ξ)
)T

Φ(j, k; ξ)

and noting that, due to (58), ‖Q(k, ξ)‖ ≤ κ2λ2

λ2−1
independently of k and

ξ, so Q(k, ξ) is well defined. Following the remainder of said proof, one
establishes, mutatis mutandis, that for all x ∈ R

n and k ∈ Z,

ηI � Q(k, x) � ρI, (59)

∂f

∂x
(k, x)TQ(k + 1, x)

∂f

∂x
(k, x) −Q(k, x) � −νI (60)

where η, ρ, and ν are positive constants.
Applying the Cholesky factorization on the uniformly positive definite ma-

trix Q(k, x), there exists a nonsingular matrix Θ(k, x) such that, Q(k, x) =
Θ(k, x)TΘ(k, x). With this construction of Θ(k, x), condition (5) is auto-
matically satisfied by appealing to (59). Now, multiplying each side of (60)
by Θ(k, x)−T from the left and Θ(k, x)−1 from the right, we obtain

Θ(k, x)−T ∂f

∂x
(k, x)T

×Θ(k + 1, x)TΘ(k + 1, x)
∂f

∂x
(k, x)Θ(k, x)−1

−Θ(k, x)−TQ(k, x)Θ(k, x)−1

� −νΘ(k, x)−TΘ(k, x)−1

which, with (7), implies

F (k, x)TF (k, x)− I � −ν
(

Θ(k, x)Θ(k, x)T
)−1

. (61)

Next, since Q(k, x) � ρI by (59), for any s ∈ R
n we have

(

Θ(k, x)−1s
)T

Q(k, x)
(

Θ(k, x)−1s
)

≤ ρ
(

Θ(k, x)−1s
)T (

Θ(k, x)−1s
)

.
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Straightforward manipulations result in

1

ρ
sT s ≤ sT

(

Θ(k, x)Θ(k, x)T
)−1

s.

Thus, we arrive at

−ν
(

Θ(k, x)Θ(k, x)T
)−1 � −ν

ρ
I. (62)

Combining (61) with (62), we see that

F (k, x)TF (k, x) − I � −ν

ρ
I.

Therefore, condition (6) is satisfied for this construction of F (k, x) with
µ := ν

ρ
, in other words, system (1) is uniformly globally contracting.

“⇐=” Now, assume that (1) is uniformly globally contracting. Define ma-
trix Q(k, x) := Θ(k, x)TΘ(k, x). By the definition of Θ(k, x), condition (5)
implies Q(k, x) is uniformly positive definite; i.e., there exists η > 0, ρ > 0
so that

ηI � Q(k, x) � ρI. (63)

Multiplying each side of (6) with Θ(k, x)T from the right and Θ(k, x) from
the left, then expanding by using (7), we have

Θ(k, x)T
(

Θ(k, x)−T ∂f

∂x
(k, x)TΘ(k + 1, x)T

×Θ(k + 1, x)
∂f

∂x
(k, x)Θ(k, x)−1

)

Θ(k, x)

−Θ(k, x)TΘ(k, x) � −µΘ(k, x)TΘ(k, x).

After straightforward simplifications, we see that

∂f

∂x
(k, x)TQ(k + 1, x)

∂f

∂x
(k, x)−Q(k, x) � −µQ(k, x) � −η

µ
I (64)

where the second matrix inequality follows directly from the lower bound
of (63). Thus, from (63) and (64), applying [39, Theorem 23.3], we conclude
that the linear time-varying subsystem (9b) is uniformly exponentially sta-
ble. Furthermore, from the first inequality of (64), we have

∂f

∂x
(k, x)TQ(k + 1, x)

∂f

∂x
(k, x) � βQ(k, x) (65)

for some β ∈ (0, 1).
Pick any ξ1, ξ2 ∈ R

n. Consider a straight line segment connecting ξ1, ξ2
and parametrized by a function γk0 : [0, 1] → R

n, at k0, given by

γk0(s) := sξ1 + (1− s)ξ2, (66)

where s ∈ [0, 1]. The length of this segment at k = k0 is l0 = |ξ1−ξ2|. Then,
for any k > k0,

γk(s) := φ(k; k0, γk0(s)) (67)
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is a curve connecting φ(k; k0, ξ1) to φ(k; k0, ξ2) parametrized by s ∈ [0, 1].
The length of the curve defined in (67) at time k is given by

l(k) =

∫ 1

0

√

d

ds
γk(s)TQ(k, γk(s))

d

ds
γk(s)ds.

Applying the chain rule to γk+1(s) for s ∈ [0, 1] yields

d

ds
γk+1(s) =

d

ds
φ(k + 1; k0, γk0(s))

=
d

ds
f(k, φ(k; k0, γk0(s)))

=
∂f

∂x
(k, x)

d

ds
φ(k; k0, γk0(s)) =

∂f

∂x
(k, x)

d

ds
γk(s).

We see that

d

ds
γk+1(s)

TQ(k + 1, γk+1(s))
d

ds
γk+1(s)

=

(

∂f

∂x
(k, x)

d

ds
γk(s)

)T

Q(k + 1, γk+1(s))

×
(

∂f

∂x
(k, x)

d

ds
γk(s)

)

=
d

ds
γk(s)

T×
[

∂f

∂x
(k, x)TQ(k + 1, γk+1(s))

∂f

∂x
(k, x)

]

d

ds
γk(s)

≤ d

ds
γk(s)

TβQ(k, γk(s))
d

ds
γk(s),

where the final inequality follows from (65). Therefore,

l(k + 1)− l(k)

=

∫ 1

0

√

d

ds
γk+1(s)TQ(k + 1, γk+1(s))

d

ds
γk+1(s)ds

−
∫ 1

0

√

d

ds
γk(s)TQ(k, γk(s))

d

ds
γk(s)ds

≤ (
√

β − 1)l(k)

which, in turn, implies l(k + 1) ≤ l(k)
λ
, where λ = 1√

β
> 1 since β ∈ (0, 1).

Consequently, it is straightforward to see that l(k) ≤ l0λ
−(k−k0) and, hence,

|φ(k; k0, ξ1)− φ(k; k0, ξ2)| ≤ l(k) ≤ l0λ
−(k−k0) = |ξ1 − ξ2|λ−(k−k0)

for all ξ1, ξ2 ∈ R
n and k, k0 ∈ Z such that k ≥ k0. We conclude that (1) is

globally exponentially incrementally stable. �

Proof of Theorem 16. The proof of Theorem 16 is a consequence of
Theorem 13 and Theorem 15. In particular, by Theorem 15, we see that
a globally contracting system is globally exponentially incrementally stable.
Then, by Theorem 13, we conclude that a globally contracting system whose
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state evolves in a compact and positively invariant set, is uniformly globally
convergent. �
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