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#### Abstract

In this paper, we describe sufficient conditions when block-diagonal solutions to Lyapunov and $\mathcal{H}_{\infty}$ Riccati inequalities exist. In order to derive our results, we define a new type of comparison systems, which are positive and are computed using the state-space matrices of the original (possibly nonpositive) systems. Computing the comparison system involves only the calculation of $\mathcal{H}_{\infty}$ norms of its subsystems. We show that the stability of this comparison system implies the existence of block-diagonal solutions to Lyapunov and Riccati inequalities. Furthermore, our proof is constructive and the overall framework allows the computation of block-diagonal solutions to these matrix inequalities with linear algebra and linear programming. Numerical examples illustrate our theoretical results.


## 1 Introduction

Block-diagonal solutions to Lyapunov and Riccati inequalities are preferable in many control theoretic applications, e.g., structured model reduction (cf. [1]), decentralised control and analysis (cf. [2]). A class of systems that is known to admit block-diagonal solutions to these matrix inequalities is the class of positive systems (cf. [3, 4]), which is one of the reasons why generalisations of this class of systems is an active area of research $[5,6]$.

In this paper, we focus on a generalisation of positive systems based on diagonally dominant matrices since it is known that for this class of systems separable Lyapunov functions exist [7] and can be computed using linear programming [8]. Recently, the diagonal dominant approach was applied to block-partitioned matrices, which lead to conditions for the existence of block-diagonal solutions to Lyapunov inequalities [9]. In this paper, we generalise the existence results from [9] and derive conditions on the existence of blockdiagonal solutions to $\mathcal{H}_{\infty}$ Riccati inequalities. The main idea of the approach is to partition the state-space and compute a comparison system, which is positive and its dimension is equal to the number of clusters in the state partition. Hence its dimension can be substantially smaller than the dimension of the original system. The computation of the comparison system reduces to the computation of $\mathcal{H}_{\infty}$ norms of the systems, whose size is determined by the size of the individual clusters. We show that the stability of the comparison system implies stability of the original system (the converse is generally false), and guarantees the existence of block-diagonal solutions to Lyapunov and Riccati inequalities. The proof of this result is constructive and computing these solutions can be performed using linear algebra and linear programming methods.

Even though we took inspiration from the linear algebra literature, in our previous work [9] we reconstructed and generalised some existing control theory results, in particular, the stability criteria in [10]. Therefore, our comparison system approach is tightly related to previous work on comparison systems reported in [11, 12] and more recently in [13]. However, the computation of comparison systems in [11, 13] requires constructing Lyapunov/storage functions for individual systems in the network, and the overall procedure is typically non-convex. Our approach, on the other hand, is constructive and provides an algorithm

[^0]to compute comparison systems without Lyapunov function computation. Furthermore, in the context of linear systems, the existence and construction of block-diagonal solutions to Riccati and Lyapunov inequalities are not discussed before.

The rest of this paper is organised as follows. In Section 2, we cover some preliminaries of control theoretic tools, positive systems theory and define a new type of comparison systems. In Section 3, we derive sufficient conditions for the existence of block-diagonal solutions to $\mathcal{H}_{\infty}$ Riccati inequalities. We illustrate our theoretical results in Section 4. Additional minor technical results and numerical simulations are available in Appendix.

Notation. The minimal and maximal singular values of a matrix $A \in \mathbb{R}^{m \times n}$ are denoted by $\underline{\sigma}(A)$ and $\bar{\sigma}(A)$, respectively. For a matrix $A \in \mathbb{R}^{m \times n}, A^{\top}$ denotes its transpose. The $\mathcal{H}_{\infty}$ norm of an asymptotically stable transfer function $G(s)$ is computed as $\|G\|_{\mathcal{H}_{\infty}}=\max _{w \in \mathbb{R}}\|G(\imath \omega)\|_{2}$, where $\imath$ is the imaginary unit and $\|A\|_{2}=\bar{\sigma}(A)$. A positive semidefinite (resp., positive definite) matrix $X$ is denoted by $X \succeq 0$ (resp., $X \succ 0$ ). We denote the matrices with nonnegative (resp., positive) entries as $A \geq 0$ (resp., $A>0$ ). The nonnegative (resp., positive) orthant, i.e., the set of all vectors $x \geq 0$ (resp., $x>0$ ) in $\mathbb{R}^{n}$, is denoted by $\mathbb{R}_{\geq 0}^{n}$ (resp., $\mathbb{R}_{>0}^{n}$ ). For matrices $X_{i j}, j=1, \ldots, n$ with compatible dimension, we use $X_{i,-i}$ to denote

$$
X_{i,-i}=\left[\begin{array}{llllll}
X_{i, 1} & \cdots & X_{i, i-1} & X_{i, i+1} & \cdots & X_{i, n} \tag{1}
\end{array}\right] .
$$

Finally, a block-diagonal matrix with matrices $A_{i}, i=1, \ldots, n$, on its diagonal is denoted by $\operatorname{diag}\left\{A_{1}, \ldots, A_{n}\right\}$, i.e.,

$$
\operatorname{diag}\left\{A_{1}, \ldots, A_{n}\right\}=\left[\begin{array}{lll}
A_{1} & & \\
& \ddots & \\
& & A_{n}
\end{array}\right]
$$

## 2 Preliminaries

In this section, we present some preliminaries on positive systems and introduce a new comparison system that is positive by definition.

### 2.1 Control Theoretic and Positive Systems Tools

In this paper, we study linear time-invariant systems

$$
\begin{align*}
\dot{x}(t) & =A x(t)+B u(t), \\
y(t) & =C x(t)+D u(t), \tag{2}
\end{align*}
$$

where $A \in \mathbb{R}^{N \times N}, B \in \mathbb{R}^{N \times N_{i}}, C \in \mathbb{R}^{N_{o} \times N}$, and $D \in \mathbb{R}^{N_{o} \times N_{i}}$. System (2) is asymptotically stable if and only if $A$ is a Hurwitz matrix, i.e., all its eigenvalues have negative real parts [14] or equivalently there exists a positive definite matrix $P \succ 0$ such that

$$
\begin{equation*}
P A+A^{\top} P \prec 0 \tag{3}
\end{equation*}
$$

Using the linear matrix inequality (LMI) (3) (usually called Lyapunov inequality), one can define a Lyapunov function of the form $V(x)=x(t)^{\top} P x(t)$ for system (2) with $u(t)=0$. In the context of input-output behaviour, dissipativity is considered as a typical analysis tool and in particular $\mathcal{H}_{\infty}$ analysis is enabled by the Bounded Real Lemma [14].

Proposition 1. Consider a system (2) where $A$ is Hurwitz. We have
(a) $\left\|C(s I-A)^{-1} B+D\right\|_{\mathcal{H}_{\infty}}<\delta$ if and only if $\bar{\sigma}(D)<\delta$ and there exists $P \succ 0$ such that the following Riccati inequality holds

$$
\begin{equation*}
P A+A^{\top} P+C^{\top} C-\left(P B+C^{\top} D\right)\left(D^{\top} D-\delta^{2} I\right)^{-1}\left(D^{\top} C+B^{\top} P\right) \prec 0 . \tag{4}
\end{equation*}
$$

(b) if $(C, A)$ is observable, then $\left\|C(s I-A)^{-1} B+D\right\|_{\mathcal{H}_{\infty}}<\delta$ implies that there exists $P \succ 0$ such that (4) holds with equality instead of inequality.

We refer the interested reader to Corollary 13.24 in [14] for a detailed proof. Note that the converse to the point b) holds only with additional spectral constraints on the solution $P$ and the system matrices $A, B$, $C, D$. As the reader may notice both analysis methods rely on LMIs with a generally dense positive definite matrix $P \succ 0$. In some cases, analysis can be significantly simplified using vector inequalities, which happens in the case of positive systems. A system is called (internally) positive, if for any nonnegative control signal $u(t)$, and any nonnegative initial condition $x(0)=x_{0}$, the state $x(t)$ and the output $y(t)$ remain nonnegative. In order to avoid confusion, we will use a different notation for positive systems, namely:

$$
\begin{align*}
\dot{\xi} & =F \xi+G v  \tag{5}\\
\nu & =H \xi+J v
\end{align*}
$$

where $F \in \mathbb{R}^{n \times n}, G \in \mathbb{R}^{n \times n_{i}}, H \in \mathbb{R}^{n_{o} \times n}$, and $J \in \mathbb{R}^{n_{o} \times n_{i}}$. Internally positive systems are fully characterised by conditions on the matrices $F, G, H$ and $J$ : System (5) is internally positive if and only if the matrices $G, H, J$ are nonnegative (all their entries $G_{i l}, H_{k j}, J_{k l}$ are nonnegative) and the matrix $F$ is Metzler (all its off-diagonal elements $F_{i j}$ for $i \neq j$ are nonnegative) [15]. In terms of stability and $\mathcal{H}_{\infty}$ analyses, two well-known results, which can be found in $[4,16,17,18]$, showcase the simplification.

Proposition 2. Consider a Metzler matrix F. Then the following statements are equivalent:
(a) $F$ is Hurwitz;
(b) There exists $d \in \mathbb{R}_{>0}^{n}$ such that $-F d \in \mathbb{R}_{>0}^{n}$;
(c) There exists $e \in \mathbb{R}_{>0}^{n}$ such that $-F^{\top} e \in \mathbb{R}_{>0}^{n}$;
(d) There exists a diagonal $P \succ 0$ such that $P F+F^{\top} P \prec 0$.

Proposition 3. Consider system (5) where $G, H, J$ are nonnegative matrices, while $F$ is a Hurwitz and Metzler matrix. Then the following statements are equivalent for a scalar $\delta$ :
(a) $\left\|H(s I-F)^{-1} G+J\right\|_{\mathcal{H}_{\infty}}<\delta$;
(b) $\delta>\bar{\sigma}(J)$ and there exists a diagonal matrix $P \succ 0$ such that

$$
\begin{equation*}
P F+F^{\top} P+H^{\top} H-\left(P G+H^{\top} J\right)\left(J^{\top} J-\delta^{2} I\right)^{-1}\left(J^{\top} H+G^{\top} P\right) \prec 0 \tag{6}
\end{equation*}
$$

(c) $\bar{\sigma}\left(-H F^{-1} G+J\right)<\delta$;
(d) There exist vectors $d, e \in \mathbb{R}_{>0}^{n}, g \in \mathbb{R}_{\geq 0}^{n_{o}}, f \in \mathbb{R}_{>0}^{n_{i}}$ such that

$$
\begin{array}{ll}
F d+G f<0, & H d+J f \leq g \\
F^{\top} e+H^{\top} g<0, & G^{\top} e+J^{\top} g<\delta^{2} f \tag{8}
\end{array}
$$

Note that condition (d) can be obtained from condition (1.4) in Theorem 1 in [16] in the case of strict inequalities. If a certain $g_{k}=0$, then the whole row of the matrices $H$ and $J$ is equal to zero. Therefore, without loss of generality, we can assume that $g$ is a positive vector.

### 2.2 Definition of a Comparison System

We say that a matrix $A \in \mathbb{R}^{N \times N}$ has $\alpha=\left\{k_{1}, \ldots, k_{n}\right\}$-partitioning with $N=\sum_{i=1}^{n} k_{i}$, if the matrix $A$ is written with $A_{i j} \in \mathbb{R}^{k_{i} \times k_{j}}$ as follows

$$
A=\left[\begin{array}{ccc}
A_{11} & \ldots & A_{1 n} \\
\vdots & \ddots & \vdots \\
A_{n 1} & \cdots & A_{n n}
\end{array}\right]
$$

The matrix $A \in \mathbb{R}^{N \times N}$ is $\alpha$-diagonal if it is $\alpha$-partitioned and $A_{i j}=0$ for $i \neq j$. The matrix $A$ is $\alpha$-diagonally stable, if there exists an $\alpha$-diagonal positive definite $P \in \mathbb{R}^{N \times N}$ satisfying (3).

Our goal is to perform analysis of partitioned systems (2) using only meta-information about the system, such as, the norms of the blocks $A_{i j}, B_{i j}, C_{i j}$, where the indices of $B_{i j}$ take the values $i=1, \ldots, n$, $j=1, \ldots, n_{i}$, while the indices of $C_{i j}$ take the values $i=1, \ldots, n_{o}, j=1, \ldots, n$. Using this meta-information, we define an internally positive system (5) with $n \leq N, n_{i} \leq N_{i}, n_{o} \leq N_{o}$ that we will call a comparison system. If we take $n_{i}<N_{i}$ and $n_{o}<N_{o}$ it means we lump some of the inputs and outputs into one signal. The main question is how to choose $F, G, H, J$ so that analysis of the comparison system yields meaningful properties of system (2). We first present a new comparison matrix inspired by [9, 19].

Definition 1. Given an $\alpha$-partitioned matrix $A$ with Hurwitz $A_{i i}$, we define a comparison matrix $\mathcal{M}^{\alpha}$ as follows:

$$
\mathcal{M}_{i j}^{\alpha}= \begin{cases}-1 & \text { if } i=j  \tag{9}\\ \left\|\left(s I-A_{i i}\right)^{-1} A_{i j}\right\|_{\mathcal{H}_{\infty}} & \text { otherwise }\end{cases}
$$

Definition 1 is in the spirit of the generalisations of scaled diagonally dominant matrices discussed in [20, $21,19]$ and is a direct generalisation of the definition in [9]. In order to streamline the presentation we discuss the connection to [9] in the Appendix.

Based on the comparison matrix $\mathcal{M}^{\alpha}(A)$, we define the comparison system as follows:

$$
\begin{align*}
F=\mathcal{M}^{\alpha}(A), G_{i l} & =\left\|\left(s I-A_{i i}\right)^{-1} B_{i l}\right\|_{\mathcal{H}_{\infty}}  \tag{10}\\
H_{k j}=\left\|C_{k j}\right\|_{2}, J_{k l} & =\left\|D_{k l}\right\|_{2}
\end{align*}
$$

for $i, j=1, \ldots, n, k=1, \ldots, n_{o}, l=1, \ldots, n_{i}$.

## 3 Block-diagonal Solutions to the $\mathcal{H}_{\infty}$ Riccati Inequalities

Our main theoretical result states that the $\mathcal{H}_{\infty}$ norm of a system is bounded above by the $\mathcal{H}_{\infty}$ norm of its comparison system.

Theorem 1. Consider system (2) with the comparison system (5) defined in (10). If $F$ is Hurwitz and $\left\|H(s I-F)^{-1} G+J\right\|_{\mathcal{H}_{\infty}}<\delta$, then $\left\|C(s I-A)^{-1} B+D\right\|_{\mathcal{H}_{\infty}}<\delta$ and there exist $P_{i} \succ 0$ such that (4) holds with $P=\operatorname{diag}\left\{P_{1}, \ldots, P_{n}\right\}$.

Besides the norm estimation, Theorem 1 provides a sufficient condition for the existence of block-diagonal solutions to $\mathcal{H}_{\infty}$ Riccati inequality (4). The proof of Theorem 1 is constructive and will illustrate how the block-diagonal $P$ can be constructed using linear programming and linear algebra. It is also straightforward to show that stability of $\mathcal{M}^{\alpha}(A)$ implies the existence of a block-diagonal solution to the Lyapunov inequality (3). Again these solutions can be explicitly constructed. To prove Theorem 1, we first present the following lemma.

Lemma 1. Consider system (2) with the comparison system (5) defined in (10). Let

$$
\begin{aligned}
\mathcal{K}_{i} & =\left\{k \in\left[1, \ldots, n_{o}\right] \mid\left\|C_{k i}\right\|_{2} \neq 0\right\} \\
\mathcal{L}_{i} & =\left\{l \in\left[1, \ldots, n_{i}\right] \mid\left\|B_{i l}\right\|_{2} \neq 0\right\} \\
\mathcal{I}_{i} & =\left\{j \in[1, \ldots, n] \mid\left\|A_{i j}\right\|_{2} \neq 0, j \neq i\right\} .
\end{aligned}
$$

If $F$ is Hurwitz and

$$
\left\|H(s I-F)^{-1} G+J\right\|_{\mathcal{H}_{\infty}}<\delta
$$

then there exist $P_{i} \succ 0, \Xi_{k i}, \Gamma_{i l}, \Phi_{i j}, \Upsilon_{k l}, \Lambda_{k l} \succeq 0$ such that:

$$
\begin{align*}
& \forall i: P_{i} A_{i i}+A_{i i}^{\top} P_{i}+\sum_{j=1, j \neq i}^{n} \Phi_{j i}+\sum_{k \in \mathcal{K}_{i}} C_{k i}^{\top} \Xi_{k i}^{-1} C_{k i}+P_{i}\left(\sum_{j \in \mathcal{I}_{i}} A_{i j} \Phi_{i j}^{-1} A_{i j}^{\top}+\sum_{l \in \mathcal{L}_{i}} B_{i l} \Gamma_{i l}^{-1} B_{i l}^{\top}\right) P_{i} \prec 0  \tag{11a}\\
& \forall k, l:\left[\begin{array}{cc}
\Upsilon_{k l} & -D_{k l}^{\top} \\
-D_{k l} & \Lambda_{k l}
\end{array}\right] \succeq 0  \tag{11b}\\
& \forall k: \sum_{i=1}^{n} \Xi_{k i}+\sum_{l=1}^{n_{i}} \Lambda_{k l} \preceq I  \tag{11c}\\
& \forall l: \sum_{i=1}^{n} \Gamma_{i l}+\sum_{k=1}^{n_{o}} \Upsilon_{k l} \prec \delta^{2} I . \tag{11d}
\end{align*}
$$

Proof. According to Proposition 3 there exist positive scalars $e_{i}, d_{i}, g_{i}, f_{i}$ such that (7, 8) hold. Let $\eta_{k j}=H_{k j} d_{j} / g_{k}, \gamma_{i l}=G_{i l} e_{i} / f_{l}, \phi_{i j}=\left|F_{i j}\right| e_{i} / d_{j}, \lambda_{k l}=J_{k l} f_{l} / g_{k} I$, and $\mu_{k l}=J_{k l} g_{k} / f_{l} I$. Since we need to show the existence of a feasible solution to (11), assume that $\Phi_{i j}=\phi_{i j} I, \Xi_{k i}=\eta_{k i} I, \Gamma_{i l}=\gamma_{i l} I, \Upsilon_{k l}=\mu_{k l} I$, and $\Lambda_{k l}=\lambda_{k l} I$, where lower case variables denote scalars. Note that by construction the matrices $\Phi_{i j}, \Xi_{k i}$, $\Gamma_{i l}, \Upsilon_{k l}, \Lambda_{k l}$ are either zero or positive definite. Let

$$
\begin{aligned}
B_{i} & =\left[\begin{array}{lll}
B_{i 1} & \cdots & B_{i n_{i}}
\end{array}\right], & C_{i}^{\top} & =\left[\begin{array}{lll}
C_{1 i}^{\top} & \cdots & C_{n_{o} i}^{\top}
\end{array}\right] \\
\Upsilon_{k} & =\operatorname{diag}\left\{\Upsilon_{k 1}, \ldots, \Upsilon_{k n_{i}}\right\}, & \Lambda_{l} & =\operatorname{diag}\left\{\Lambda_{1 l}, \ldots, \Lambda_{n_{o} l}\right\} \\
\Gamma_{i} & =\operatorname{diag}\left\{\Gamma_{i 1}, \ldots, \Gamma_{i n_{i}}\right\}, & \Xi_{i} & =\operatorname{diag}\left\{\Xi_{1 i}, \ldots, \Xi_{n_{o} i}\right\},
\end{aligned}
$$

and let $A_{i,-i}, \Phi_{i,-i}$ be defined as in (1). We define the matrices $\tilde{\Phi}_{i,-i}$ and $\tilde{A}_{i,-i}$ by removing all blocks from $\Phi_{i,-i}$ and $A_{i,-i}$ with $j \notin \mathcal{I}_{i}$. Similarly we define the matrices $\tilde{B}_{i}, \tilde{\Gamma}_{i}$.

First, we prove the following $\mathcal{H}_{\infty}$ norm bound for all $i$ :

$$
\|\left(s I-A_{i i}\right)^{-1}\left[\begin{array}{ll}
\tilde{A}_{i,-i} \tilde{\Phi}_{i,-i}^{-1 / 2} & \left.\tilde{B}_{i} \tilde{\Gamma}_{i}^{-1 / 2}\right] \|_{\mathcal{H}_{\infty}}^{2}<\phi_{i i}^{-1} . . . ~ \tag{12}
\end{array}\right.
$$

This can be shown by recalling (7):

$$
\begin{aligned}
& \|\left(s I-A_{i i}\right)^{-1}\left[\begin{array}{cc}
\tilde{A}_{i,-i} \tilde{\Phi}_{i,-i}^{-1 / 2} & \left.\tilde{B}_{i} \tilde{\Gamma}_{i}^{-1 / 2}\right] \|_{\mathcal{H}_{\infty}}^{2} \\
= & \max _{s \in \mathbb{R}} \bar{\sigma}\left(\sum_{j \in \mathcal{I}_{i}}\left(s I-A_{i i}\right)^{-1} A_{i j} A_{i j}^{\top}\left(s I-A_{i i}\right)^{-\mathrm{T}} / \phi_{i j}+\sum_{l \in \mathcal{L}_{i}}\left(s I-A_{i i}\right)^{-1} B_{i l} B_{i l}^{\top}\left(s I-A_{i i}\right)^{-\mathrm{T}} / \gamma_{i l}\right) \\
\leq & \sum_{j \in \mathcal{I}_{i}} \max _{s \in \imath \mathbb{R}} \bar{\sigma}\left(\left(s I-A_{i i}\right)^{-1} A_{i j} A_{i j}^{\top}\left(s I-A_{i i}\right)^{-\mathrm{T}}\right) / \phi_{i j}+\sum_{l \in \mathcal{L}_{i}} \max _{s \in \imath \mathbb{R}} \bar{\sigma}\left(\left(s I-A_{i i}\right)^{-1} B_{i l} B_{i l}^{\top}\left(s I-A_{i i}\right)^{-\mathrm{T}}\right) / \gamma_{i l} \\
= & \sum_{j \in \mathcal{I}_{i}} \max _{s \in \imath \mathbb{R}}\left(\bar{\sigma}\left(\left(s I-A_{i i}\right)^{-1} A_{i j}\right)\right)^{2} / \phi_{i j}+\sum_{l \in \mathcal{L}_{i}} \max _{s \in l \mathbb{R}}\left(\bar{\sigma}\left(\left(s I-A_{i i}\right)^{-1} B_{i l}\right)\right)^{2} / \gamma_{i l} \\
= & \sum_{j \in \mathcal{I}_{i}} F_{i j} d_{j} / e_{i}+\sum_{l \in \mathcal{L}_{i}} G_{i l} f_{l} / e_{i} \\
< & d_{i} / e_{i}=\phi_{i i}^{-1} .
\end{array} .\right.
\end{aligned}
$$

Since $(I, A)$ is always observable, the bounded real lemma (Proposition 1) and (12) imply that for all $i$ there exist $P_{i} \succ 0$ such that

$$
\begin{equation*}
P_{i} A_{i i}+A_{i i}^{\top} P_{i}+\phi_{i i} I P_{i}\left(\sum_{j \in \mathcal{I}_{i}} A_{i j} \phi_{i j}^{-1} A_{i j}^{\top}+\sum_{l \in \mathcal{L}_{i}} B_{i l} \gamma_{i l}^{-1} B_{i l}^{\top}\right) P_{i}=0 . \tag{13}
\end{equation*}
$$

Next, considering (8), we have:

$$
\begin{align*}
& \phi_{i i} I=\frac{e_{i}}{d_{i}} I \succ \sum_{j=1, j \neq i}^{n} \frac{F_{j i} e_{j}}{d_{i}} I+\sum_{k=1}^{n_{o}} \frac{H_{k i} g_{k}}{d_{i}} I \succeq \sum_{j=1, j \neq i}^{n} \phi_{j i} I+\sum_{k \in \mathcal{K}_{i}} \frac{C_{k i}^{\top} C_{k i} g_{k}}{H_{k i} d_{i}} \\
&=\sum_{j=1, j \neq i}^{n} \phi_{j i} I+\sum_{k \in \mathcal{K}_{i}} \frac{C_{k i}^{\top} C_{k i}}{\eta_{k i}} . \tag{14}
\end{align*}
$$

Substituting (14) into (13) leads to

$$
P_{i} A_{i i}+A_{i i}^{\top} P_{i}+\sum_{j=1, j \neq i}^{n} \phi_{j i} I+\sum_{k \in \mathcal{K}_{i}} C_{k i}^{\top} \eta_{k i}^{-1} C_{k i}+P_{i}\left(\sum_{j \in \mathcal{I}_{i}} A_{i j} \phi_{i j}^{-1} A_{i j}^{\top}+\sum_{l \in \mathcal{L}_{i}} B_{i l} \gamma_{i l}^{-1} B_{i l}^{\top}\right) P_{i} \prec 0 .
$$

This means (11a) holds with $\Phi_{i j}=\phi_{i j} I, \Xi_{k i}=\eta_{k i} I, \Gamma_{i l}=\gamma_{i l} I$. The coupling constraints (11b)-(11d) are straightforward.

We are now ready to prove the main result of this note.
Proof of Theorem 1: Using Schur's complement we can obtain the following LMI for a sufficiently small $\varepsilon_{1}>0$ :

$$
\left[\begin{array}{cccc}
P_{i} A_{i i}+A_{i i}^{\top} P_{i}+\varepsilon_{1} I+\sum_{j=1, j \neq i}^{n} \Phi_{j i} & P_{i} A_{i,-i} & P_{i} B_{i} & C_{i}^{\top} \\
* & -\Phi_{i,-i} & 0 & 0 \\
* & 0 & -\Gamma_{i} & 0 \\
* & 0 & 0 & -\Xi_{i}
\end{array}\right] \preceq 0 .
$$

The inequality is not strict, since some of the columns and rows can be equal to zero. By rearranging the matrices so that left most corner lies on the $i$-th diagonal entry, summing the resulting matrices for all $i$, we get

$$
\left[\begin{array}{ccc}
P A+A^{\top} P+\varepsilon_{1} I & P B & C^{\top}  \tag{15}\\
B^{\top} P & -\sum_{i=1}^{n} \Gamma_{i} & 0 \\
C & 0 & -\sum_{i=1}^{n} \Xi_{i}
\end{array}\right] \preceq 0 .
$$

Multiplying the resulting LMI from the right with

$$
\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & I & 0 \\
0 & D & I
\end{array}\right]
$$

and from the left with its transpose results in:

$$
\left[\begin{array}{cc}
P A+A^{\top} P+\varepsilon_{1} I & {\left[P B+C^{\boldsymbol{\top}} D\right.} \\
{\left[\begin{array}{c}
B^{\top}
\end{array}\right]} \\
C
\end{array}\right] \preceq 0,
$$

where

$$
Y=\left[\begin{array}{cc}
I & D^{\top} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
-\sum_{i=1}^{n} \Gamma_{i} & 0 \\
0 & -\sum_{i=1}^{n} \Xi_{i}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
D & I
\end{array}\right] .
$$

We can complete the proof if we show that for a small positive $\varepsilon_{2}$ the following inequality holds:

$$
Y \succeq\left[\begin{array}{cc}
D^{\top} D-\left(\delta^{2}-\varepsilon_{2}\right) I & 0  \tag{16}\\
0 & -I
\end{array}\right] .
$$

In this case, we get

$$
\left[\begin{array}{ccc}
P A+A^{\top} P+\varepsilon_{1} I & P B+C^{\top} D & C^{\top} \\
B^{\top} P+D^{\top} C & D^{\top} D-\left(\delta^{2}-\varepsilon_{2}\right) I & 0 \\
C & 0 & -I
\end{array}\right] \preceq 0,
$$

and $\delta>\bar{\sigma}(D)$. Setting $\varepsilon_{2}=0$, application of the Schur complement and Proposition 1 will complete the proof. Multiplying condition (16) from the right with

$$
\left[\begin{array}{cc}
I & 0 \\
-D & I
\end{array}\right]
$$

and from the left with its transpose we obtain an equivalent condition:

$$
\left[\begin{array}{cc}
-\sum_{i=1}^{n} \Gamma_{i} & 0 \\
0 & -\sum_{i=1}^{n} \Xi_{i}
\end{array}\right] \succeq\left[\begin{array}{cc}
-\left(\delta^{2}-\varepsilon_{2}\right) I & D^{\top} \\
D & -I
\end{array}\right]
$$

According to (11c) and (11d), for a small $\varepsilon_{2}>0$ we have

$$
\begin{aligned}
& -\sum_{i=1}^{n} \Gamma_{i}+\left(\delta^{2}-\varepsilon_{2}\right) I \succeq \sum_{k=1}^{n_{o}} \Upsilon_{k} \\
& -\sum_{i=1}^{n} \Xi_{i}+I \succeq \sum_{l=1}^{n_{i}} \Lambda_{l}
\end{aligned}
$$

and we need to show that

$$
\left[\begin{array}{cc}
\sum_{k=1}^{n_{o}} \Upsilon_{k} & -D^{\top} \\
-D & \sum_{l=1}^{n_{i}} \Lambda_{l}
\end{array}\right] \succeq 0
$$

The latter LMI follows from composing and adding the LMIs in (11b) in an appropriate manner.
Remark 1 (Construction of Lyapunov Functions). The proof of Theorem 1 provides a constructive way to find a block-diagonal solution $P=\operatorname{diag}\left\{P_{1}, \ldots, P_{n}\right\}$ to the $\mathcal{H}_{\infty}$ Riccati inequality, provided the comparison system is stable:

Step 1: Compute the comparison system (10) and its $\mathcal{H}_{\infty}$ norm;
Step 2: Solve the linear program (7) and (8);
Step 3: Solve the individual Riccati equation (13) to find $P_{i}$.
This procedure clearly shows that a block-diagonal solution $P=\operatorname{diag}\left\{P_{1}, \ldots, P_{n}\right\}$ can be constructed using linear programs and linear algebra if the comparison system is stable. This requires less memory and computational power than solving an $S D P$ (e.g., (4) or (11)), which will be demonstrated using numerical examples in Section 4.2.

Remark 2 (Small-gain Interpretation). If $B, C, D$ are zero matrices, condition (11a) leads to the following small-gain type condition: The matrix $A$ is $\alpha$-diagonally stable if there exist $\Phi_{j i} \succeq 0$ such that

$$
\left\|\Phi_{i i}^{1 / 2}\left(s I-A_{i i}\right)^{-1} \tilde{A}_{i,-i} \tilde{\Phi}_{i,-i}^{-1 / 2}\right\|_{\mathcal{H}_{\infty}}<1, \forall i
$$

where $A_{i,-i}, \Phi_{i,-i}$ are defined as in (1), $\tilde{A}_{i,-i} \tilde{\Phi}_{i,-i}$ are obtained by removing all blocks from $\Phi_{i,-i}, A_{i,-i}$ with $j \notin \mathcal{I}_{i}$ (i.e., zero blocks), and $\Phi_{i i} \succ \sum_{j=1, j \neq i}^{n} \Phi_{j i}$. This interpretation shows that our conditions can take implicitly into account scaling factors, which are common in small-gain type results.

Remark 3 (SDP Conditions (11)). These conditions are clearly less conservative than the comparison system approach, as in the proof of Lemma 1 we used several relaxations to obtain the SDP conditions from $L P$ conditions (7) and (8). On the other hand, solving (11) is more computationally expensive as it involves SDP constraints. We note that conditions (11) are of lower dimensions than (4), which can be potentially taken advantage of. However, how to exploit the structure in (11) is not trivial and requires further research.

We conclude this section by presenting some additional results for positive systems, which are straightforward to show using the proof of Theorem 1.

Corollary 1. Consider a stable positive system (5), then the following statements hold:
(a) The solution to the Riccati inequality (6) can be computed as $P=\operatorname{diag}\left\{e_{1} / d_{1}, \ldots, e_{n} / d_{n}\right\}$, where $e_{i}$ and $d_{i}$ satisfy (7, 8);
(b) Given positive vectors $d$, e satisfying $F d<0$ and $e>-F^{-\top} H^{\top} H d$, we have $F^{\top} Q+Q F+H^{\top} H \prec 0$ with $Q=\operatorname{diag}\left\{e_{1} / d_{1}, \ldots, e_{n} / d_{n}\right\}$;
(c) Given positive vectors $d$, e satisfying $F^{\top} d<0$ and $e>-F^{-1} G G^{\top} d$, we have $F P+P F^{\top}+G G^{\top} \prec 0$ with $P=\operatorname{diag}\left\{e_{1} / d_{1}, \ldots, e_{n} / d_{n}\right\}$.
Note that in points (b) and (c), the computed solutions are not generally minimum trace solutions to these Lyapunov inequalities.

## 4 Numerical Examples

## 4.1 $\quad \mathcal{H}_{\infty}$ Performance Analysis with $\alpha=\{2,3\}$

Since the comparison system is computed using linear algebraic tools in a completely distributed manner, the scalability of the approach cannot be questioned. However, the conservatism of the obtained solutions is a valid concern. In order to illustrate some issues, consider a simple example with a $\{2,3\}$-partitioned system matrix. We consider systems with state-space matrices $A^{i}, B, C^{j}$ and $D=0$.

$$
\begin{aligned}
A^{i}=\left[\begin{array}{l|l}
A_{11}^{i} & A_{12} \\
\hline A_{21} & A_{22}
\end{array}\right], A_{11}^{1} & =\left[\begin{array}{cc}
-60 & 30 \\
20 & -50
\end{array}\right], A_{11}^{2}=A_{11}^{1} / 4, A_{12}=\left[\begin{array}{lll}
6 & 6 & 5 \\
0 & 3 & 1
\end{array}\right], A_{21}=\left[\begin{array}{cc}
4 & 2 \\
7 & -5 \\
-1 & 1
\end{array}\right], \\
A_{22} & =\left[\begin{array}{ccc}
-90 & 20 & 20 \\
0 & -10 & 5 \\
-1 & 1 & 50
\end{array}\right], B=\left[\begin{array}{lllll}
3 & 2 & 5 & 1 & 0
\end{array}\right]^{\top}, \\
C^{1} & =\left[\begin{array}{cccc}
2 & 1 & 5 & 1
\end{array}\right], C^{2}=\left[\begin{array}{lllll}
-2 & 1 & 5 & 1 & 2
\end{array}\right] .
\end{aligned}
$$

One can easily verify that the corresponding comparison systems are all stable. Therefore, Theorem 1 guarantees the existence of a block-diagonal solution to the Riccati inequality for all these systems. Now, we compute several estimates on the $\mathcal{H}_{\infty}$ norm using block-diagonal solutions to the Riccati inequalities. In particular, we consider the following optimisation programs:

$$
\begin{equation*}
\delta_{\mathrm{bd}}=\min _{P, \delta} \delta \tag{17}
\end{equation*}
$$

subject to: $P \succ 0$ is $\alpha$-diagonal and satisfies (4),

Table 1: Relative Errors of Sparse Estimates with Respect to $\mathcal{H}_{\infty}$ norm

|  | $A^{1}, C^{1}$ | $A^{1}, C^{2}$ | $A^{2}, C^{1}$ | $A^{2}, C^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{\delta_{\mathrm{bd}}}{\left\\|C^{i}\left(s I-A^{j}\right)^{-1} B\right\\|_{\mathcal{H}_{\infty}}}$ | 1 | 1.2914 | 1 | 1.7652 |
| $\frac{\delta_{\mathrm{sdp}}}{\left\\|C^{i}\left(s I-A^{j}\right)^{-1} B\right\\|_{\mathcal{H}_{\infty}}}$ | 1 | 1.9448 | 1 | 4.6133 |
| $\frac{\delta_{\text {scal }}}{\left\\|C^{i}\left(s I-A^{j}\right)^{-1} B\right\\|_{\mathcal{H}_{\infty}}}$ | 1.0747 | 2.0948 | 1.2545 | 5.9495 |
| $\frac{\left\\|H(s I-F)^{-1} G\right\\|_{\mathcal{H}_{\infty}}}{\left\\|C^{i}\left(s I-A^{j}\right)^{-1} B\right\\|_{\mathcal{H}_{\infty}}}$ | 1.2947 | 3.3578 | 1.6210 | 12.4408 |

$$
\begin{equation*}
\delta_{\mathrm{sdp}}=\min _{P_{i}, \Xi_{k i}, \Gamma_{i l}, \Phi_{i j}, \delta} \delta \tag{18}
\end{equation*}
$$

subject to: $P_{i} \succ 0, \Xi_{k i}, \Gamma_{i l}, \Phi_{i j} \succeq 0$ satisfy (11),

$$
\begin{equation*}
\delta_{\text {scal }}=\min _{P_{i}, \xi_{k i}, \gamma_{i l}, \phi_{i j}, \delta} \delta \tag{19}
\end{equation*}
$$

subject to: $P_{i} \succ 0, \Xi_{k i}, \Gamma_{i l}, \Phi_{i j} \succeq 0$ satisfy (11), $\Xi_{k i}=\xi_{k i} I, \Gamma_{i l}=\gamma_{i l} I, \Phi_{i j}=\phi_{i j} I$.

Table 1 lists the values $\delta_{\mathrm{bd}}, \delta_{\text {sdp }}, \delta_{\text {scal }}$, as well as $\left\|H(s I-F)^{-1} G\right\|_{\mathcal{H}_{\infty}}$, normalised by the $\mathcal{H}_{\infty}$ norm of the system. The results in Table 1 indicate that the values provided by the program (17) are significantly less conservative than the comparison system approach. However, by employing the program (11) we can bridge the gap between the values $\delta_{\mathrm{bd}}$ and $\left\|H(s I-F)^{-1} G\right\|_{\mathcal{H}_{\infty}}$. Note that for some systems the values $\delta_{\mathrm{sdp}}$ are equal to $\left\|C^{i}\left(s I-A^{j}\right)^{-1} B\right\|_{\mathcal{H}_{\infty}}$, while for others the gap between $\delta_{\mathrm{bd}}$ and $\delta_{\text {sdp }}$ is not substantial. The SDPs (11) are of lower dimensions than (4), which can be potentially exploited by distributed optimisation methods. However, this work is not trivial and requires further research. We perform additional simulations in Appendix.

### 4.2 Computational Time Comparison

To demonstrate the scalability, we compare the CPU time required for computing a block-diagonal solution to the Riccati equation using 1) the comparison systems and 2) the direct approach using the systems matrices. We assume that $D=0$ and generate the matrices $A, B$ and $C$ randomly where $B$ and $C$ are block-diagonal, the block sizes $k_{i}$ are random integers between 2 and 5 . For the comparison system approach, we first compute the scalars $\phi_{i j}, \gamma_{i l}, \eta_{k i} e_{i}, d_{i}, g_{k}, f_{l}$ as described in the proof of Lemma 1. Then, we compute a positive-definite solution to the following Riccati equation

$$
\begin{equation*}
P_{i} A_{i i}+A_{i i}^{\top} P_{i}+e_{i} / d_{i} I+P_{i}\left(\sum_{j \in \mathcal{I}_{i}} A_{i j} A_{i j}^{\top} / \phi_{i j}+\sum_{l \in \mathcal{L}_{i}} B_{i l} B_{i l}^{\top} / \gamma_{i l}\right) P_{i}=0 \tag{20}
\end{equation*}
$$

According to Theorem 1, the solution to (20) gives us a block-diagonal solution $P=\operatorname{diag}\left\{P_{1}, \ldots, P_{n}\right\}$ to the Riccati inequality for the original system.

Figure 1 shows the computational time required for various number of subsystems $N$. We note that all the computations for the comparison system approach can easily be parallelised, while the direct approach does not generally allow for parallelisation. As shown in Figure 1, even without parallelisation, the comparison system approach scales significantly better with the number of subsystems taking at worse 77.3 seconds to compute versus 92.2 minutes for the direct approach. The computational results are obtained using Sedumi [22] and YALMIP [23] on a 4 -core Intel i7 3 GHz processor with 16 GB of RAM. Due to heavy numerical computations for 200 subsystems we compute every $\mathcal{H}_{\infty}$ norm only once, however, the overall trend in these curves did not significantly change when we repeated the computations.

### 4.3 Distributed Stability Tests

In [9], it was proposed to use the comparison matrices and related Riccati equation in (11) to derive stability tests. In this note, we generalise these tests and let

$$
\Phi_{i,-i}=\operatorname{diag}\left\{\left[\begin{array}{llllll}
\phi_{i, 1} I & \cdots & \phi_{i, i-1} I & \phi_{i, i+1} I & \cdots & \phi_{i, n} I
\end{array}\right]\right\}
$$

where $\phi_{i j}$ with $i, j=1, \ldots, n$ and $i \neq j$ are nonnegative scalars. The diagonal elements $\phi_{i i}$ are defined as follows:

$$
\phi_{i i}=\left\|\left(s I-A_{i i}\right)^{-1} A_{i,-i} \tilde{\Phi}_{i,-i}^{-1 / 2}\right\|_{\mathcal{H} \infty}^{-2}+\varepsilon,
$$

where $\varepsilon>0, \tilde{\Phi}_{i,-i}$ is obtained by removing all blocks from $\Phi_{i,-i}$ with with $j \notin \mathcal{I}_{i}$. Now we compose the matrix $F=\left\{\phi_{i j}\right\}_{i, j=1}^{n}$. If the matrix $F$ is Hurwitz then the matrix $A$ is Hurwitz and $\alpha$-diagonally stable.


Figure 1: Computational time comparison in Subsection 4.2. The black and magenta curves with triangle markers depict the total computational time for the comparison system and direct approaches, respectively. The black curve includes the computational time for the composition of the comparison system itself and the matrices $P_{i}$. The blue curve with square markers depicts the computational time for the Riccati equations and the scalars $e_{i}, d_{i}, g_{k}, f_{l}$, which are obtained using a linear program.

Note that stability of $F$ can also be verified in a distributed manner using the conditions in Proposition 2 (see [4] for details). Our stability tests are obtained by choosing appropriately $\phi_{i j}$; we present a few ad-hoc choices.

Test I. The matrix $\mathcal{M}^{\alpha}(A)$ is Hurwitz, which implies that $\phi_{i j}=\left\|\left(s I-A_{i i}\right)^{-1} A_{i j}\right\|_{\mathcal{H}_{\infty}} e_{i} / d_{j}$ for $j \neq i$, $\phi_{i i}=1$ and the positive scalars $d_{i}, e_{i}$ are such that $\sum_{j=1, j \neq i}^{n}\left\|\left(s I-A_{i i}\right)^{-1} A_{i j}\right\|_{\mathcal{H}_{\infty}} d_{j}<d_{i}$ and $\sum_{j=1, j \neq i}^{n} \|(s I-$ $\left.A_{j j}\right)^{-1} A_{j i} \|_{\mathcal{H}_{\infty}} e_{j}<e_{i}$.

Test II. $\phi_{i j}=\left\|\left(s I-A_{i i}\right)^{-1} A_{i j}\right\|_{\mathcal{H}_{\infty}}$ for $j \neq i$.
Test III. $\phi_{i j}=\bar{\sigma}\left(A_{i j}\right)$ for $j \neq i$.
Test IV. For $j \neq i \phi_{i j}= \begin{cases}1 & \bar{\sigma}\left(A_{i j}\right)>0, \\ 0 & \bar{\sigma}\left(A_{i j}\right)=0 .\end{cases}$
In Tests I and II, we need to compute at most $O\left(n^{2}\right) \mathcal{H}_{\infty}$ norms, while in Tests III and IV we need to compute at most $O\left(n^{2}\right)$ matrix norms and $n \mathcal{H}_{\infty}$ norms. We note that if $\alpha=\left\{k_{1}, k_{2}\right\}$ then all the tests are equivalent. Note that there is no contradiction with [9] since the presented tests are not equivalent to the tests in [9]. However, in general, the set of matrices satisfying Test I, II, III and IV intersect without inclusions, which we show by providing examples. Consider the matrices $A_{I}, A_{I I}, A_{I I I}$ and $A_{I V}$ :

$$
\begin{aligned}
& A_{I}=\left[\begin{array}{cc|cc|cc}
-2 & 6 & 6 & 2 & 0 & 2 \\
0 & -8 & -5 & -4 & 1 & 0 \\
\hline 2 & -1 & -12 & -8 & 0 & 2 \\
1 & -1 & -5 & -6 & 1 & 1 \\
\hline 0 & 1 & -1 & 0 & -11 & -7 \\
0 & 1 & 1 & -2 & -9 & -10
\end{array}\right] \\
& A_{I I I}=\left[\begin{array}{cc|cc|cc}
-5 & 3 & -1 & -1 & -1 & -1 \\
9 & -14 & 8 & 1 & -1 & 0 \\
\hline 2 & -1 & -7 & -7 & 0 & 1 \\
1 & -1 & 4 & -9 & -1 & 2 \\
\hline 1 & -1 & 1 & 0 & 0 & 4 \\
0 & -1 & -1 & 1 & -4 & -5
\end{array}\right]
\end{aligned}
$$

$$
A_{I I}=\left[\begin{array}{cc|cc|cc}
-4 & 2 & -1 & -1 & 0 & -1 \\
9 & -16 & 3 & 8 & -1 & -1 \\
\hline 1 & -1 & -3 & -1 & 1 & -2 \\
-1 & 1 & 4 & -2 & -2 & 1 \\
\hline-1 & 2 & 0 & 1 & -9 & 4 \\
-2 & 2 & -1 & 0 & -3 & -4
\end{array}\right]
$$

$$
A_{I V}=\left[\begin{array}{cc|cc|cc}
-9 & 7 & -3 & 3 & 1 & 2 \\
-6 & -4 & 2 & -3 & -1 & 0 \\
\hline-1 & -1 & -2 & 5 & 1 & 0 \\
2 & 2 & -4 & -4 & -2 & 1 \\
\hline 2 & -1 & 0 & 3 & -9 & -4 \\
0 & 2 & 0 & 0 & 2 & -7
\end{array}\right]
$$

Every matrix satisfies the test with the corresponding letter and fails the other ones. For instance, matrix $A_{I}$ satisfies Test I and fails Test II, III and IV. We note that it was harder to generate matrices failing either of Tests I and II, and satisfying any other test.

Note that all the tests also guarantee that a block-diagonal solution to Lyapunov inequality exists and can be constructed using Riccati equations similar to (13). Similar ideas can be used to derive other algebraic conditions for the existence of block-diagonal solutions to $\mathcal{H}_{\infty}$ Riccati inequalities.

## 5 Conclusion and Discussion

In this paper, we have considered a comparison system approach to the analysis of a class of systems. The comparison system is positive and can have a much lower dimension than the original system. If the comparison system is stable, then we can guarantee several strong properties of the original system: the existence of block-diagonal solutions to Lyapunov, Riccati inequalities; efficient, but conservative estimates of norms. The gap between the set of systems admitting block-diagonal solutions to Lyapunov and Riccati inequalities and the set of systems satisfying our sufficient conditions is not entirely clear. In fact, a similar gap is not characterised in the more studied diagonal case either and still constitutes an interesting theoretical question. Nevertheless, our conditions are relatively easy to verify as they require only linear algebra and linear programming methods. We present several examples illustrating our theoretical work. We provide additional, but minor theoretical results, as well as additional numerical examples in Appendix.

Our definition of the comparison matrix results (under additional assumptions) in a decomposition of the Lyapunov and Riccati inequalities into a set of smaller LMIs. This decomposition is similar to the decomposition obtained by chordal sparsity [24, 25]. However, there are a few crucial differences between these decompositions. The major one being that chordal decomposition cannot be applied to dense matrices, while diagonal dominance can. On the other hand, chordal decomposition provides necessary and sufficient conditions for the LMI to hold, which is not the case with diagonal dominance. Nevertheless, such a connection can potentially be exploited to derive efficient computational algorithms for large-scale system analysis using the techniques in [25, 26] and the recently proposed methods in [27, 28].

Finally, some generalisations of our results were not discussed in the note due to their triviality. Instead of the 2 -norms in the definition of comparison matrix $\mathcal{M}^{\alpha}(A)$, one can also use other $p$-induced norms for off-diagonal terms. However, we would need to compute the $p$-induced norms of the transfer matrices obtained by the matrices on the block-diagonal, which by itself is not an easy task in general unless $\alpha=\mathbf{1}$, or the blocks $A_{i i}$ are Metzler.

## References

[1] H. Sandberg and R. M. Murray, "Model reduction of interconnected linear systems using structured Gramians," in Proc. of the IFAC World Congress, Seoul, Korea, July 2008, pp. 8725-8730.
[2] D. D. Siljak, Decentralized control of complex systems. Courier Corporation, 2011.
[3] A. Berman and R. J. Plemmons, Nonnegative Matrices in the Mathematical Sciences. SIAM, 1994, vol. 9.
[4] A. Rantzer, "Scalable control of positive systems," European Journal of Control, vol. 24, pp. 72-80, 2015.
[5] Y. Ebihara, " $H_{2}$ analysis of LTI systems via conversion to positive systems," in Conf Society of Instrument and Control Engineers of Japan (SICE). IEEE, 2017, pp. 1216-1219.
[6] F. Cacace, A. Germani, and C. Manes, "Stable internally positive representations of continuous time systems," IEEE Transactions on Automatic Control, vol. 59, no. 4, pp. 1048-1053, 2014.
[7] D. Hershkowitz and H. Schneider, "Lyapunov diagonal semistability of real H-matrices," Linear algebra and its applications, vol. 71, pp. 119-149, 1985.
[8] A. Sootla and J. Anderson, "On existence of solutions to structured Lyapunov inequalities," in Proc of Am Control Conf. IEEE, 2016, pp. 7013-7018.
[9] A. Sootla, Y. Zheng, and A. Papachristodoulou, "Block-diagonal solutions to Lyapunov inequalities and generalisations of diagonal dominance," in Proc IEEE Conf Decision Control, Dec 2017, pp. 6512-6517.
[10] P. A. Cook, "On the stability of interconnected systems," International Journal of Control, vol. 20, no. 3, pp. 407-415, 1974.
[11] M. Araki, "Application of M-matrices to the stability problems of composite dynamical systems," Journal of Mathematical Analysis and Applications, vol. 52, no. 2, pp. 309-321, 1975.
[12] M. Vidyasagar, Input-Output Analysis of Large-Scale Interconnected Systems: Decomposition, WellPosedness and Stability (Lecture Notes in Control and Information Sciences). Springer-Verlag Berlin, 1981.
[13] S. N. Dashkovskiy, B. S. Rüffer, and F. R. Wirth, "Small gain theorems for large scale systems and construction of ISS Lyapunov functions," SIAM J Control Optim, vol. 48, no. 6, pp. 4089-4118, 2010.
[14] K. Zhou, J. C. Doyle, and K. Glover, Robust and optimal control. Prentice Hall New Jersey, 1996.
[15] T. Kaczorek, "Externally and internally positive time-varying linear systems," Applied Mathematics and Computer Science, vol. 11, no. 4, pp. 957-964, 2001.
[16] A. Rantzer, "On the Kalman-Yakubovich-Popov lemma for positive systems," IEEE Transactions on Automatic Control, vol. 61, no. 5, pp. 1346-1349, 2016.
[17] K. Fan, "Topological proofs for certain theorems on matrices with non-negative elements," Monatshefte für Mathematik, vol. 62, no. 3, pp. 219-237, 1958.
[18] R. Varga, "On recurring theorems on diagonal dominance," Linear Algebra and its Applications, vol. 13, no. 1, pp. 1-9, 1976.
[19] S.-h. Xiang and Z.-y. You, "Weak block diagonally dominant matrices, weak block H-matrix and their applications," Linear Algebra Appl, vol. 282, no. 1, pp. 263-274, 1998.
[20] B. Polman, "Incomplete blockwise factorizations of (block) H-matrices," Linear Algebra Appl, vol. 90, pp. 119-132, 1987.
[21] D. Feingold and R. Varga, "Block diagonally dominant matrices and generalizations of the Gerschgorin circle theorem," Pacific J. Math, vol. 12, no. 4, pp. 1241-1250, 1962.
[22] J. F. Sturm, "Using SeDuMi 1.02, a MATLAB toolbox for optimization over symmetric cones," Optim. Method. Softw., vol. 11-12, pp. 625-653, 1999.
[23] J. Löfberg, "YALMIP: A toolbox for modeling and optimization in MATLAB," in Proc. IEEE Int. Symposium Comput.-Aided Control Syst. Des., Taipei, Taiwan, 2004, pp. 284-289.
[24] R. P. Mason and A. Papachristodoulou, "Chordal sparsity, decomposing SDPs and the Lyapunov equation," in Proc of Am Control Conf. IEEE, 2014, pp. 531-537.
[25] Y. Zheng, G. Fantuzzi, A. Papachristodoulou, P. Goulart, and A. Wynn, "Fast ADMM for homogeneous self-dual embeddings of sparse SDPs," Proc IFAC-PapersOnLine, vol. 50, no. 1, pp. 8411-8416, 2017.
[26] Y. Zheng, M. Kamgarpour, A. Sootla, and A. Papachristodoulou, "Scalable analysis of linear networked systems via chordal decomposition," in Proc European Control Conf, 2018, pp. 2260-2265.
[27] A. Sootla, Y. Zheng, and A. Papachristodoulou, "Block factor-width-two matrices in semidefinite programming," arXiv preprint arXiv:1903.04938, 2019.
[28] Y. Zheng, A. Sootla, and A. Papachristodoulou, "Block factor-width-two matrices and their applications to semidefinite and sum-of-squares optimization," arXiv preprint arXiv:1909.11076, 2019.
[29] G. Russo, M. Di Bernardo, and E. D. Sontag, "A contraction approach to the hierarchical analysis and design of networked systems," IEEE Trans Autom Control, vol. 58, no. 5, pp. 1328-1331, 2013.
[30] C. Meissen, L. Lessard, M. Arcak, and A. K. Packard, "Compositional performance certification of interconnected systems using ADMM," Automatica, vol. 61, pp. 55-63, 2015.

## A Relating Comparison Systems

In this appendix we present an explicit relationship between our new comparison matrix (10), the optimisationbased comparison matrix obtained from Lemma 1, and the comparison matrix from [9].
Definition 2. Given an $\alpha$-partitioned matrix $A$ with Hurwitz $A_{i i}$, we define the matrix $\widetilde{\mathcal{M}}^{\alpha}(A)$ as follows:

$$
\widetilde{\mathcal{M}}_{i j}^{\alpha}(A)= \begin{cases}-\left\|\left(s I-A_{i i}\right)^{-1}\right\|_{\mathcal{H}}^{\infty} & \text { if } i=j  \tag{21}\\ \left\|A_{i j}\right\|_{2} & \text { otherwise } .\end{cases}
$$

Our second comparison matrix comes from contraction theory for nonlinear systems [29].

Definition 3. Given an $\alpha$-partitioned matrix $A$ with Hurwitz $A_{i i}$, we define the matrix $\mathcal{N}^{\alpha}(A)$ as follows

$$
\mathcal{N}_{i j}^{\alpha}(A)= \begin{cases}\min \left\{\mu_{2}\left(A_{i i}\right), 0\right\} & \text { if } i=j  \tag{22}\\ \left\|A_{i j}\right\|_{2} & \text { otherwise }\end{cases}
$$

where $\mu_{2}(X)=\lim _{h \rightarrow 0+} \frac{1}{h}\left(\left\|I_{k}+h X\right\|_{2}-1\right)=\bar{\lambda}\left(X+X^{\top}\right) / 2$ and $X \in \mathbb{R}^{k \times k}$, where $\bar{\lambda}(Z)$ denotes the maximum eigenvalue of a symmetric matrix $Z$.

We also consider the class of matrices $A$ satisfying Lemma 1 , that is, the matrices for which there exist $P_{i} \succ 0, \Psi_{i j}, \Phi_{i j} \succeq 0$ satisfying the following constraints:

$$
\begin{align*}
& P_{i} A_{i i}+A_{i i}^{\top} P_{i}+\Phi_{i i}+\Psi_{i i} \prec 0 \forall i,  \tag{23a}\\
& {\left[\begin{array}{cc}
\Psi_{i j} & P_{i} A_{i j} \\
A_{i j}^{\top} P_{i} & \Phi_{j i}
\end{array}\right] \succeq 0 \forall i \neq j,}  \tag{23b}\\
& \Phi_{i i} \succ \sum_{j=1, j \neq i}^{n} \Phi_{j i}, \Psi_{i i} \succ \sum_{j=1, j \neq i}^{n} \Psi_{i j} \forall i . \tag{23c}
\end{align*}
$$

In order to formalise how these comparison matrices are related, we define the following classes of matrices

$$
\begin{aligned}
& \mathcal{C}_{0}^{\alpha}=\left\{A \in \mathbb{R}^{N \times N} \mid \mathcal{N}^{\alpha}(A) \text { is Hurwitz }\right\}, \\
& \mathcal{C}_{1}^{\alpha}=\left\{A \in \mathbb{R}^{N \times N} \mid \widetilde{\mathcal{M}}{ }^{\alpha}(A) \text { is Hurwitz }\right\}, \\
& \mathcal{C}_{2}^{\alpha}=\left\{A \in \mathbb{R}^{N \times N} \mid \mathcal{M}^{\alpha}(A) \text { is Hurwitz }\right\}, \\
& \mathcal{C}_{3}^{\alpha}=\left\{A \in \mathbb{R}^{N \times N} \mid \exists P_{i} \succ 0, \Psi_{i j}, \Phi_{i j} \succeq 0: A \text { satisfies }(23)\right\}, \\
& \mathcal{C}_{4}^{\alpha}=\left\{A \in \mathbb{R}^{N \times N} \mid A \text { is } \alpha \text {-diagonally stable }\right\} .
\end{aligned}
$$

Proposition 4. We have the following inclusions:

$$
\mathcal{C}_{0}^{\alpha} \subseteq \mathcal{C}_{1}^{\alpha} \subseteq \mathcal{C}_{2}^{\alpha} \subseteq \mathcal{C}_{3}^{\alpha} \subseteq \mathcal{C}_{4}^{\alpha}
$$

for a given $\alpha$. If $\alpha=1$, then $\mathcal{C}_{0}^{\alpha}=\mathcal{C}_{1}^{\alpha}=\mathcal{C}_{2}^{\alpha}=\mathcal{C}_{3}^{\alpha}$.
Proof. (i) Since $\widetilde{\mathcal{M}}^{\alpha}(A)$ is Hurwitz there exist positive scalars $d_{i}$ such that

$$
\left\|\left(s I-A_{i i}\right)^{-1}\right\|_{\mathcal{H}}^{-1} d_{i}>\sum_{j=1, j \neq i}^{n}\left\|A_{i j}\right\|_{2} d_{j} .
$$

Now it is straightforward to get:

$$
\begin{equation*}
d_{i}>\sum_{j=1, j \neq i}^{n}\left\|\left(s I-A_{i i}\right)^{-1}\right\|_{\mathcal{H}_{\infty}}\left\|A_{i j}\right\|_{2} d_{j} \geq \sum_{j=1, j \neq i}^{n}\left\|\left(s I-A_{i i}\right)^{-1} A_{i j}\right\|_{\mathcal{H}_{\infty}} d_{j} \tag{24}
\end{equation*}
$$

therefore $\mathcal{M}^{\alpha}(A)$ is Hurwitz.
(ii) The inclusions $\mathcal{C}_{2}^{\alpha} \subseteq \mathcal{C}_{3}^{\alpha} \subseteq \mathcal{C}_{4}^{\alpha}$ follow from Theorem 1.
(iii) Since $\mathcal{N}^{\alpha}(A)$ is Metzler and Hurwitz, then $\mu_{2}\left(A_{i i}\right)<0$. We can show that with $P=-\mu_{2}\left(A_{i i}\right) I$, the following inequality holds:

$$
P A_{i i}+A_{i i}^{\top} P+\left(\mu_{2}\left(A_{i i}\right)\right)^{2} I+P^{2} \preceq 0 .
$$

Indeed, using the inequality $A_{i i}+A_{i i}^{\top} \preceq 2 \mu_{2}\left(A_{i i}\right) I$, we get

$$
-\left(A_{i i}+A_{i i}^{\top}\right) \mu_{2}\left(A_{i i}\right)+\left(\mu_{2}\left(A_{i i}\right)\right)^{2} I+\left(\mu_{2}\left(A_{i i}\right)\right)^{2} I \preceq-2\left(\mu_{2}\left(A_{i i}\right)\right)^{2} I+\left(\mu_{2}\left(A_{i i}\right)\right)^{2} I+\left(\mu_{2}\left(A_{i i}\right)\right)^{2} I=0 .
$$

Therefore, $\left\|\left(s I-A_{i i}\right)^{-1}\right\|_{\mathcal{H}_{\infty}} \leq-1 / \mu_{2}\left(A_{i i}\right)$, where the equality is attained, e.g., for scalar $A_{i i}$. This leads to $\mathcal{N}^{\alpha}(A) \geq \widetilde{\mathcal{M}}^{\alpha}(A)$. Since $\mathcal{N}^{\alpha}(A)$ is Hurwitz, there exists $v \gg 0$ such that $\mathcal{N}^{\alpha}(A) v \ll 0$. Due to $\mathcal{N}^{\alpha}(A) \geq \widetilde{\mathcal{M}}^{\alpha}(A)$ the same vector $v$ can be used to show stability of $\widetilde{\mathcal{M}}^{\alpha}(A)$.
(iv) In the trivial partitioning case, $\mathcal{N}^{\mathbf{1}}(A)=\widetilde{\mathcal{M}}^{\mathbf{1}}(A)$. Furthermore, the nonstrict inequality in (24) becomes an equality. Therefore, if the matrix $\mathcal{M}^{\mathbf{1}}(A)$ is Hurwitz, so is the matrix $\widetilde{\mathcal{M}}^{1}(A)$.

Since in the trivial partitioning case the comparison matrices are equivalent, the comparison matrix $\mathcal{N}^{\alpha}(A)$ can also be seen as a block-generalisation of scaled diagonal dominance.

Finally, using Proposition 4 we have the following implication from Theorem 1.
Corollary 2. The results of Lemma 1 and Theorem 1 hold if we set $\widetilde{F}=\widetilde{\mathcal{M}}^{\alpha}(A)$ (or $\widetilde{F}=\mathcal{N}^{\alpha}(A)$ ) and $\widetilde{G}_{i l}=\left\|B_{i l}\right\|_{2}$, while $H$ and $J$ defined in the same way. In particular, if

$$
\left\|H(s I-\widetilde{F})^{-1} \widetilde{G}+J\right\|_{\mathcal{H}_{\infty}}<\delta
$$

then $\left\|C(s I-A)^{-1} B+D\right\|_{\mathcal{H}_{\infty}}<\delta$ and there exist $P_{i} \succ 0$ such that (4) holds with $P=\operatorname{diag}\left\{P_{1}, \ldots, P_{n}\right\}$.

## B Bounds on the Outputs and States

Using the matrix $\mathcal{N}^{\alpha}$, we can define another comparison system

$$
\begin{equation*}
F=\mathcal{N}^{\alpha}(A), G_{i l}=\left\|B_{i l}\right\|_{2}, H_{k j}=\left\|C_{k j}\right\|_{2}, J_{k l}=\left\|D_{k l}\right\|_{2} . \tag{25}
\end{equation*}
$$

As we will show below the comparison matrix $\mathcal{N}^{\alpha}$ provides additional relations between the original system (2) and the comparison system (5).

## B. 1 Main Results

As shown in Corollary 2, the result of Theorem 1 applies to the case of a comparison system with the matrix $\mathcal{N}^{\alpha}$. Moreover, this case opens the door of exploiting additional properties of the comparison systems. For instance, it is possible to bound the state and the output of system (2) using its comparison system.

Theorem 2. Consider system (2) with $x(0)=x^{0}$ and its comparison system (5) defined in (25) with $F=\mathcal{N}^{\alpha}(A), \xi_{i}(0)=\xi_{i}^{0}=\left\|x_{i}^{0}\right\|_{2}$ and $v_{l}(t)=\left\|u_{l}(t)\right\|_{2}$ with $i=1, \ldots, n, l=1, \ldots, n_{i}$. Then for all $i=1, \ldots, n, k=1, \ldots, n_{o}$ :

$$
\left\|x_{i}(t)\right\|_{2} \leq \xi_{i}(t),\left\|y_{k}(t)\right\|_{2} \leq \nu_{k}(t), \forall t \geq 0
$$

Proof. For all $i, x_{i} \in \mathbb{R}^{k_{i}}, x_{j} \in \mathbb{R}^{k_{j}}$ and a small $\varepsilon>0$, we have

$$
\begin{equation*}
\sum_{j=1}^{n} x_{i}^{\top} A_{i j} x_{j}+\sum_{l=1}^{n_{i}} x_{i}^{\top} B_{i l} u_{l}<\left(F_{i i}+\varepsilon\right)\left\|x_{i}\right\|_{2}^{2}+\sum_{j=1, j \neq i}^{n} F_{i j}\left\|x_{i}\right\|_{2}\left\|x_{j}\right\|_{2}+\sum_{l=1}^{n_{i}} G_{i l}\left\|x_{i}\right\|_{2}\left\|u_{l}\right\|_{2} \tag{26}
\end{equation*}
$$

where we use the bounds

$$
z^{\top} X z=z^{\top}\left(X+X^{\top}\right) z / 2 \leq-\mu_{2}(X) z^{\top} z=-\mu_{2}(X)\|z\|_{2}^{2}
$$

and

$$
z^{\top} Y y \leq\|Y\|_{2}\|z\|_{2}\|y\|_{2}
$$

for all vectors $z, y$ and matrices $X, Y$ of appropriate dimensions.

$$
\begin{align*}
\frac{1}{2} \frac{d\left(\xi_{i}^{\varepsilon}(t)\right)^{2}}{d t} & =\left(F_{i i}+\varepsilon\right)\left\|x_{i}(t)\right\|_{2}^{2}+\sum_{j=1, j \neq i}^{n} F_{i j} \xi_{i}^{\varepsilon}(t) \xi_{j}^{\varepsilon}(t)+\sum_{l=1}^{n_{i}} G_{i l} \xi_{i}^{\varepsilon}(t) v_{l} \\
& =\left(F_{i i}+\varepsilon\right)\left\|x_{i}(t)\right\|_{2}^{2}+\sum_{j=1, j \neq i}^{n} F_{i j}\left\|x_{i}(t)\right\|_{2} \xi_{j}^{\varepsilon}(t)+\sum_{l=1}^{n_{i}} G_{i l}\left\|x_{i}(t)\right\|_{2}\left\|u_{l}\right\|_{2}  \tag{27}\\
& \geq\left(F_{i i}+\varepsilon\right)\left\|x_{i}(t)\right\|_{2}^{2}+\sum_{j=1, j \neq i}^{n} F_{i j}\left\|x_{i}(t)\right\|_{2}\left\|x_{j}(t)\right\|_{2}+\sum_{l=1}^{n_{i}} G_{i l}\left\|x_{i}(t)\right\|_{2}\left\|u_{l}\right\|_{2}
\end{align*}
$$

Consider now the system $\dot{\xi}=(F+\varepsilon I) \xi+G v$ and let $\xi^{\varepsilon}(t)$ denote its solution with $\xi_{i}^{\varepsilon}(0)=\left\|x_{i}^{0}\right\|_{2}$. Using (26), we get

$$
\left.\frac{d\left\|x_{i}(t)\right\|_{2}^{2}}{d t}\right|_{t=0}<\left.\frac{d\left(\xi_{i}^{\varepsilon}(t)\right)^{2}}{d t}\right|_{t=0}
$$

which means that there exists $T>0$ such that $\left\|x_{i}(t)\right\|_{2}<\xi_{i}^{\varepsilon}(t)$ for all $t \in[0, T]$ and all $i$.
Let there exist $s$ such that $\left\|x_{j}(\sigma)\right\|_{2}<\xi_{j}^{\varepsilon}(\sigma)$ for all $\sigma \in[0, s)$ and all $j$, however, $\left\|x_{j}(s)\right\|_{2} \leq \xi_{j}^{\varepsilon}(s)$ for all $j$ and there exists an index $i$ such that $\left\|x_{i}(s)\right\|_{2}=\xi_{i}^{\varepsilon}(s)$. This implies that

$$
\begin{equation*}
0 \geq\left.\frac{d\left(\left(\xi_{i}^{\varepsilon}(t)\right)^{2}-\left\|x_{i}(t)\right\|_{2}^{2}\right)}{d t}\right|_{t=s} \tag{28}
\end{equation*}
$$

On the other hand, the inequality shown in (27) leads to

$$
\left.\frac{1}{2} \frac{d\left(\left(\xi_{i}^{\varepsilon}(t)\right)^{2}-\left\|x_{i}(t)\right\|_{2}^{2}\right)}{d t}\right|_{t=s}>0
$$

We arrived to the contradiction with (28). Therefore, $\xi_{i}^{\varepsilon}(t)>\left\|x_{i}(t)\right\|$ for all $t>0$ and all $i$. Letting $\varepsilon \rightarrow 0$ we get $\xi_{i}(t) \geq\left\|x_{i}(t)\right\|_{2}$ for all $t>0$ and all $i$.

Now we will show the second part of the statement. According to triangle and Cauchy-Schwartz inequalities we have

$$
\begin{aligned}
\left\|y_{k}(t)\right\|_{2}=\left\|\sum_{j=1}^{n} C_{k j} x_{j}(t)+\sum_{l=1}^{n_{i}} D_{k l} u_{l}\right\|_{2} & \leq \sum_{j=1}^{n}\left\|C_{k j}\right\|_{2}\left\|x_{k}(t)\right\|_{2}+\sum_{l=1}^{n_{i}}\left\|D_{k l}\right\|_{2}\left\|u_{l}\right\|_{2} \\
& \leq \sum_{j=1}^{n} H_{k j} \xi_{j}+\sum_{l=1}^{n_{i}} J_{k l} v_{l}=\nu_{k}(t)
\end{aligned}
$$

which completes the proof.
Using the flow bounds we can use stability analysis tools for positive systems such as $\dot{\xi}=F \xi$ to study nonpositive systems such as $\dot{x}=A x$.

Corollary 3. Consider the system (2) and its comparison system (5) defined in (25) with $F=\mathcal{N}^{\alpha}(A)$. Let $F$ be Hurwitz and let the vectors $d$, $e \in \mathbb{R}_{>0}^{n}$ be such that $-F d,-e^{\top} F \in \mathbb{R}_{>0}^{n}$, then

$$
V_{m}(x)=\max _{i=1, \ldots, n}\left\{\left\|x_{i}\right\|_{2} / d_{i}\right\}, \quad V_{s}(x)=\sum_{i=1}^{n} e_{i}\left\|x_{i}\right\|_{2}, \quad V_{d}(x)=\sum_{i=1}^{n} e_{i} / d_{i}\left\|x_{i}\right\|_{2}^{2}
$$

are Lyapunov functions for $\dot{x}=A x$.
Proof. According to Theorem 2, with $\xi_{i}(t)=\left\|x_{i}(t)\right\|_{2}, \dot{x}=A x$ and $\dot{\xi}=F \xi$ we have that $\left\|x_{i}(s)\right\|_{2} \leq \xi_{i}(s)$ for all $s>t$. Let $W(\xi)=\max _{i=1, \ldots, n}\left\{\xi_{i} / d_{i}\right\}$, then we have

$$
V_{m}(x(s)) \leq W(\xi(s))<W(\xi(t))=V_{m}(x(t))
$$

for all $s>t$. This implies that

$$
\dot{V}_{m}(x)=\liminf _{h \searrow 0} \frac{V_{m}(x(t+h))-V_{m}(x(t))}{h} \leq \liminf _{h \searrow 0} \frac{W(\xi(t+h))-W(\xi(t))}{h}<0 .
$$

Therefore, $V_{m}(x)$ is a valid Lyapunov function with $\dot{V}_{m}(x)<0$ in the points of differentiability. The cases of $V_{s}$ and $V_{d}$ are treated similarly.

## B. 2 Relation to Network Input-to-State Stability

We will show that the Lyapunov function $V_{d}$ has an input-to-state stability (ISS) interpretation. Consider a fully observable system:

$$
\begin{equation*}
\dot{x}(t)=A x(t)+B u(t), \tag{29}
\end{equation*}
$$

and its comparison system $\dot{\xi}=F \xi+G v$, where $F=\mathcal{N}^{\alpha}\left(R A R^{-1}\right), G_{i l}=\left\|R_{i} B_{i l}\right\|_{2}$ for some invertible $\alpha$ diagonal $R=\operatorname{diag}\left\{R_{1}, \ldots, R_{n}\right\}$. Using the inequality (26) in Theorem 2 and completion of squares technique that given $P_{i}=e_{i} / d_{i} R_{i}^{\top} R_{i}, \gamma_{i l}=G_{i l} e_{i} / g_{l}, \phi_{i j}=\left|F_{i j}\right| e_{i} / e_{j}$ with positive $e_{i}, d_{i}, g_{l}$ satisfying (7) and (8), we can obtain the following inequalities:

$$
\begin{gather*}
\sum_{j=1}^{n} x_{i}^{\top} P_{i} A_{i j} x_{j}+\sum_{l=1}^{n_{i}} x_{i}^{\top} P_{i} B_{i l} u_{l} \leq-\phi_{i i} x_{i}^{\top} P_{i} x_{i}+\sum_{j=1, j \neq i}^{n} \phi_{i j} x_{j}^{\top} P_{j} x_{j}+\sum_{l=1}^{n_{i}} \gamma_{i l} u_{l}^{\top} u_{l}, \forall x_{i}, u_{l} \\
\sum_{j=1, j \neq i}^{n} \phi_{j i}<\phi_{i i} \tag{30}
\end{gather*}
$$

Such systems are said to satisfy ISS small gain conditions, see [13] and the references within. Stability of the interconnected system is shown using a comparison system with $\hat{F}_{i j}=\phi_{i j}$ and $\hat{G}_{i l}=\gamma_{i l}$. Construction of max- and sum-separable functions will also follow from the ISS conditions. However, in general, the relationship between the flows of the full and comparison systems can be more complicated than the ones described in Theorem 2. Furthermore, the linear case is considered in [13] and only a nonlinear comparison system was derived. Therefore, our results preserve linearity of comparison systems, which is beneficial in the linear case. The matrix $\mathcal{M}^{\alpha}(A)$ can also be used to derive ISS-type small gain conditions, however, in this case we cannot derive a linear comparison system as in the case of $\mathcal{N}^{\alpha}$, where the state-space transformation $R$ is the key to build $P$.

Condition (11) from Lemma 1 can be used to derive a similar to (30) set of condition. In particular, Lemma 1 implies that there exist $P_{i} \succ 0, \Xi_{k i}, \Gamma_{i l}, \Phi_{i j}, \Upsilon_{k l}, \Lambda_{k l} \succeq 0$ such that for all $x_{i} \in \mathbb{R}^{k_{i}}, u_{l} \in \mathbb{R}^{m_{l}}$, we have:

$$
\begin{gather*}
\sum_{j=1}^{n} x_{i}^{\top} P_{i} A_{i j} x_{j} \leq-x_{i}^{\top} \Phi_{i i} x_{i}+\sum_{j=1, j \neq i}^{n} x_{j}^{\top} \Phi_{i j} x_{j}+\sum_{l=1}^{n_{i}} u_{j}^{\top} \Gamma_{i l} u_{l}  \tag{31a}\\
\sum_{j=1, j \neq i}^{n} \Phi_{j i} \preceq \Phi_{i i} . \tag{31b}
\end{gather*}
$$

Note that the right hand side in (31a) does not depend on the Lyapunov functions $x_{i}^{\top} P_{i} x_{i}$, which makes conditions (31b) conceptually different from the conditions (30) as well as the conditions in [10, 11, 13] (for nonlinear systems). We note that the conditions (30) (as well as the conditions in [10, 11, 13]) require optimisation over the gains $\gamma_{i l}, \phi_{i j}$, and storage functions $x_{i}^{\top} P_{i} x_{i}$. These optimisation programs to our best knowledge are typically non-convex, our approach, on the other hand, leads to polynomial time algorithms.

## C Application to Dissipative Networks

In the context of input-output behaviour, dissipativity is considered as a typical analysis tool, which is defined with the help of the storage function $V(x)=x^{\top} P x$ and the supply rate $w(y, u)$ :

$$
2 x^{\top} P(A x+B u) \leq-w(y, u)=-\left[\begin{array}{l}
y \\
u
\end{array}\right]^{\top} W\left[\begin{array}{l}
y \\
u
\end{array}\right], \forall x, u, y
$$

where $P$ is a positive semidefinite matrix and $W$ is symmetric:

$$
W=\left[\begin{array}{cc}
W_{11} & W_{12} \\
W_{12}^{\top} & -W_{22}
\end{array}\right]
$$



Figure 2: Network of systems modelled by a feedback interconnection

In particular, if we set $W_{12}=0, W_{11}=I, W_{22}=\delta^{2} I$, then we can estimate the $\mathcal{H}_{\infty}$ norm of the system using the Bounded Real Lemma [14].

One can see the partitioned system (2) as an interconnection of $n$ systems, where the Hurwitz matrices $A_{i i}$ model the dynamics of individual subsystems, while the terms $A_{i j}$ for $i \neq j$ model their interconnections. There are a number of ways to model an interconnection of linear systems. For example, consider the setting in Figure 2, where $\mathcal{G}_{i}=\mathcal{C}_{i}\left(s I-\mathcal{A}_{i}\right)^{-1} \mathcal{B}_{i}$ and the constant matrices $M, K$ and $N$ are partitioned according to the inputs and the outputs to $\mathcal{G}_{i}$. Let the diagonal block entry $M_{i i}$ equal to zero, meaning that we forbid direct feedback loops. This setting was considered in [30] and the conditions on dissipativity of the network were derived using local dissipativity conditions, i.e., dissipativity of the subsystems. Assume that the rows of the mapping $\left[\begin{array}{c}z \\ y\end{array}\right] \rightarrow w_{i}$ are linearly independent. Let the local dissipativity conditions for subsystems with the supply rate defined by $Y_{i}$ and the storage function $x_{i}^{\top} \mathcal{P}_{i} x_{i}$ :

$$
\begin{gather*}
{\left[\begin{array}{cc}
\mathcal{P}_{i} \mathcal{A}_{i}+\mathcal{A}_{i}^{\top} \mathcal{P}_{i}+\mathcal{C}_{i}^{\top} Y_{11}^{i} \mathcal{C}_{i} & \mathcal{P}_{i} \mathcal{B}_{i}+\mathcal{C}_{i}^{\top} Y_{12}^{i} \\
* & -Y_{22}^{i}
\end{array}\right] \preceq 0}  \tag{32}\\
Y^{i}=\left(Y^{i}\right)^{\top}=\left[\begin{array}{cc}
Y_{11}^{i} & Y_{12}^{i} \\
\left(Y_{12}^{i}\right)^{\top} & -Y_{22}^{i}
\end{array}\right]
\end{gather*}
$$

where $*$ stands for the transpose of the upper right corner of the matrix.
Consider the centralised coupling constraint

$$
\left[\begin{array}{cccc}
M^{\top} & N^{\top} & I & 0  \tag{33}\\
K^{\top} & 0 & 0 & I
\end{array}\right] T_{\pi}^{\top} Q T_{\pi}\left[\begin{array}{cccc}
M^{\top} & N^{\top} & I & 0 \\
K^{\top} & 0 & 0 & I
\end{array}\right]^{\top} \preceq 0
$$

where $Q=\operatorname{diag}\left\{-Y^{1}, \ldots,-Y^{n}, W\right\}, W=W^{\top}$ is fixed in advance and specifies the global supply rate, and the matrix $T_{\pi}$ is a permutation matrix such that

$$
\left[\begin{array}{lllllll}
w_{1}^{\top} & z_{1}^{\top} & \cdots & w_{n}^{\top} & z_{n}^{\top} & u^{\top} & y^{\top}
\end{array}\right]=\left[\begin{array}{llll}
w^{\top} & u^{\top} & z^{\top} & y^{\top}
\end{array}\right] T_{\pi}^{\top}
$$

In particular, if $Y_{12}^{i}$ and $W_{12}$ are zero matrices, then $T_{\pi}^{\top} Q T_{\pi}=\operatorname{diag}\left\{\mathcal{Y}_{2}, W_{11},-\mathcal{Y}_{1},-W_{22}\right\}$, where $\mathcal{Y}_{1}=$ $\operatorname{diag}\left\{Y_{11}^{1}, \ldots, Y_{11}^{n}\right\}$ and $\mathcal{Y}_{2}=\operatorname{diag}\left\{Y_{22}^{1}, \ldots, Y_{22}^{n}\right\}$. One of the main result in [30] states that under some mild assumptions (32) and (33) hold if and only if the network is dissipative with a storage function $\sum_{i=1}^{n} x_{i}^{\top} \mathcal{P}_{i} x_{i}$ with respect to the supply rate specified by $W$. These conditions can only be verified with semidefinite programming with the decision variables $\mathcal{P}_{i} \succ 0, Y^{i}=\left(Y^{i}\right)^{\top}$.

Our framework can also be applied to this case. One can set $\mathcal{A}_{i}=A_{i i}, A_{i j}=\mathcal{B}_{i} M_{i j} \mathcal{C}_{j}$ for $i \neq j$, while $C_{k j}=N_{k j} \mathcal{C}_{j}$ and $B_{i l}=\mathcal{B}_{j} K_{i l}$ with $i, j=1, \ldots, n, k=1, \ldots, n_{o}, l=1, \ldots, n_{i}$ and simply apply the theory to the resulting system. However, we consider the following comparison system

$$
\begin{align*}
& F_{i j}= \begin{cases}-1 & \text { if } i=j \\
\left\|\mathcal{C}_{i}\left(s I-\mathcal{A}_{i}\right)^{-1} \mathcal{B}_{i} M_{i j}\right\|_{\mathcal{H}_{\infty}} & \text { otherwise }\end{cases}  \tag{34}\\
& G_{i l}=\left\|\mathcal{C}_{i}\left(s I-\mathcal{A}_{i}\right)^{-1} \mathcal{B}_{i} K_{i l}\right\|_{\mathcal{H}_{\infty}}, H_{k j}=\bar{\sigma}\left(N_{k j}\right)
\end{align*}
$$

In order to decouple the system information from interconnection information, one can use:

$$
\begin{align*}
& \widetilde{F}_{i j}= \begin{cases}-\left\|\mathcal{C}_{i}\left(s I-\mathcal{A}_{i}\right)^{-1} \mathcal{B}_{i}\right\|_{\mathcal{H}}^{-1} & \text { if } i=j \\
\left\|M_{i j}\right\|_{2} & \text { otherwise }\end{cases}  \tag{35}\\
& G_{i l}=\bar{\sigma}\left(K_{i l}\right), H_{k j}=\bar{\sigma}\left(N_{k j}\right),
\end{align*}
$$

which would lead to more conservative estimates. A positive aspect of these representations is the independence on the state-space representations of subsystems $\mathcal{G}_{i}$. The following result is the consequence of applying our techniques in this setting.

Proposition 5. Consider the network of the stable subsystems $\mathcal{G}_{i}=\mathcal{C}_{i}\left(s I-\mathcal{A}_{i}\right)^{-1} \mathcal{B}_{i}$ (the matrices $\mathcal{A}_{i}$ are Hurwitz) interconnected through matrices $M, N$ and $K$ as in Figure 2. Consider the comparison system (5) with the state-space matrices defined in (34) and let there exist positive vectors $e, d, g$, $f$, and a scalar $\delta$ satisfying $(7,8)$. Then
(i) the network also satisfies conditions (32, 33), with $Y_{11}^{i}=\phi_{i i} I \succ 0, Y_{22}^{i} \succ 0 Y_{12}=0, W_{11}=I$, $W_{22}=-\delta^{2} I$, and $W_{12}=0$.
(ii) there exists $P=\operatorname{diag}\left\{P_{1}, \ldots, P_{n}\right\}$ such that

$$
P A+A^{\top} P+C^{\top} C+P B B^{\top} P / \delta^{2} \prec 0
$$

and $\left\|C(s I-A)^{-1} B\right\|_{\mathcal{H}_{\infty}}<\delta$.
Proof. (i) We will only sketch the proof due to similarity to the proof of Theorem 1. We set $\eta_{k j}=H_{k j} d_{j} / g_{k}$, $\gamma_{i l}=G_{i l} e_{i} / f_{l}, \phi_{i j}=F_{i j} e_{i} / d_{j}$, where the scalars $e_{i}, d_{i}, f_{l}, g_{k}$ satisfy $(7,8)$. We define $\tilde{\Phi}_{i}, \tilde{\Gamma}_{i}, \mathcal{I}_{i}, \mathcal{L}_{i}, \mathcal{K}_{i}$ as in Lemma 1, and obtain the bounds

$$
\begin{align*}
& \left\|\mathcal{C}_{i}\left(s I-\mathcal{A}_{i}\right)^{-1} \mathcal{B}_{i}\left[M \tilde{\Phi}_{i}^{-1 / 2} \quad N \tilde{\Gamma}_{i}^{-1 / 2}\right]\right\|_{\mathcal{H}_{\infty}}^{2}<\phi_{i i}^{-1} \\
& \sum_{j \in \mathcal{I}_{i}} \phi_{j i} I+\sum_{k \in \mathcal{K}_{i}} N_{k i}^{\top} N_{k i} / \eta_{k i} \prec \phi_{i i} I . \tag{36}
\end{align*}
$$

Using these relations, we get the following Riccati inequalities with coupling constraints:

$$
\begin{align*}
& P_{i} \mathcal{A}_{i}+\mathcal{A}_{i}^{\top} P_{i}+\mathcal{C}_{i}^{\top} Y_{11}^{i} \mathcal{C}_{i}+P_{i} \mathcal{B}_{i}\left(Y_{22}^{i}\right)^{-1} \mathcal{B}_{i}^{\top} P_{i} \prec 0,  \tag{37}\\
& Y_{11}^{i} \succ \sum_{j \in \mathcal{I}_{i}} \Phi_{j i}+\sum_{k \in \mathcal{K}_{i}} N_{k i}^{\top} \Xi_{k i}^{-1} N_{k i},  \tag{38}\\
&\left(Y_{22}^{i}\right)^{-1} \succ \sum_{j \in \mathcal{I}_{i}} M_{i j} \Phi_{i j}^{-1} M_{i j}^{\top}+\sum_{l \in \mathcal{L}_{i}} K_{i l} \Gamma_{i l}^{-1} K_{i l}^{\top},  \tag{39}\\
& \Gamma_{i l}, \Phi_{i j}, \Xi_{k i} \succeq 0, \sum_{i=1}^{n} \Xi_{k i} \preceq I, \sum_{i=1}^{n} \Gamma_{i l} \prec \delta^{2} I \tag{40}
\end{align*}
$$

where $Y_{11}^{i}=\phi_{i i} I, \Phi_{i j}=\phi_{i j} I, \Xi_{k i}=\eta_{k i} I$, and $\Gamma_{i l}=\gamma_{i l} I$. The conditions in (38) imply that $\mathcal{Y}_{1} \succ \hat{\Phi}+N^{\top} N$, where $\hat{\Phi}=\operatorname{diag}\left\{\sum_{j \neq 1, j=1}^{n} \Phi_{j 1}, \cdots, \sum_{j \neq n, j=1}^{n} \Phi_{j n}\right\}, \mathcal{Y}_{1}=\operatorname{diag}\left\{Y_{11}^{1}, \ldots, Y_{11}^{n}\right\}$. While the conditions in (39) imply that

$$
\begin{equation*}
\mathcal{Y}_{2}^{-1} \succ M \hat{\Phi}^{-1} M^{\top}+K\left(\sum_{j=1}^{n_{i}} \hat{\Gamma}_{i}\right)^{-1} K^{\top} \succ M \hat{\Phi}^{-1} M^{\top}+K \delta^{-2} K^{\top} \tag{41}
\end{equation*}
$$

where $\hat{\Gamma}_{i}=\operatorname{diag}\left\{\sum_{j=1}^{n} \Gamma_{j 1}, \cdots, \sum_{j=1}^{n} \Gamma_{j n_{i}}\right\}, \mathcal{Y}_{2}=\operatorname{diag}\left\{Y_{22}^{1}, \ldots, Y_{22}^{n}\right\}$. Applying Schur's complement twice to (41) and using $\mathcal{Y}_{1} \succ \hat{\Phi}+N^{\top} N$ yields the following chain of inequalities

$$
\mathcal{Y}_{1}-N^{\top} W_{1} N \succ \hat{\Phi} \succ\left[\begin{array}{c}
M  \tag{42}\\
0
\end{array}\right]^{\top}\left[\begin{array}{cc}
\mathcal{Y}_{2}^{-1} & K \\
K^{\top} & W_{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
M \\
0
\end{array}\right]
$$



Figure 3: Mean values (solid lines) and $90 \%$ confidence intervals (dashed lines). The left panel: the values $\delta_{\mathrm{cs}}^{1}$ (red lines with cross markers), $\delta_{\mathrm{cs}-\mathrm{p}}^{1}$ (blue lines with diamond markers), and $\delta_{\mathrm{cs}}^{20}$ (black lines with circle markers) against the number of nonzero elements in $20 \times 20$ matrices. The centre panel: the values $\delta_{\mathrm{bd}}^{1}$ (red lines with cross markers), $\delta_{\mathrm{bd}-\mathrm{p}}^{1}$ (blue lines with diamond markers), and $\delta_{\mathrm{bd}}^{20}$ (black lines with circle markers) against the number of nonzero elements in $20 \times 20$ matrices. The right panel: the values $\delta_{\mathrm{bd}}^{1}$ against the size of the full matrices.
where $W_{1}=I, W_{2}=\delta^{2} I$. Using Schur's complement again we get:

$$
\left[\begin{array}{cccc}
\mathcal{Y}_{1} & N^{\top} & M^{\top} & 0 \\
N & W_{1}^{-1} & 0 & 0 \\
M & 0 & \mathcal{Y}_{2}^{-1} & K \\
0 & 0 & K^{\top} & W_{2}
\end{array}\right] \succ 0 \Leftrightarrow-\left[\begin{array}{cc}
\mathcal{Y}_{1} & 0 \\
0 & W_{2}
\end{array}\right]+\left[\begin{array}{cc}
M & N \\
K & 0
\end{array}\right]^{\top}\left[\begin{array}{cc}
\mathcal{Y}_{2} & 0 \\
0 & W_{1}
\end{array}\right]\left[\begin{array}{cc}
M & N \\
K & 0
\end{array}\right] \prec 0,
$$

which after some algebraic manipulations leads to (33) with the matrix $Q$ specified above.
(ii) the proof is straightforward.

As with our previous results, the $\mathcal{H}_{\infty}$ norm of the network can be estimated using linear programming or algebra. The constraints $(32,33)$ with $Q$ described in Proposition 5 are necessary of stability of the comparison system. For sufficiency, at least the existence of an $\alpha$-diagonal $\tilde{\Phi}$ satisfying (42) is required. On the other hand the constraints (37-39) can be relaxed by replacing scalar variables with positive semidefinite matrices. Note that all the constraints can be transformed to convex ones using Schur's complement. Finally, assume that the systems $\mathcal{G}_{i}$ are single-input-single-output and such that $\mathcal{C}_{i}\left\|\left(s I-\mathcal{A}_{i}\right)^{-1} \mathcal{B}_{i}\right\|_{\mathcal{H}_{\infty}}=$ $\left\|-\mathcal{C}_{i} \mathcal{A}_{i}^{-1} \mathcal{B}_{i}\right\|_{2}$, for example all subsystems are internally positive. In this case the constraint (36) is tight, that is for any valid choice of $\phi_{i j}, \gamma_{i j}$ we can set $\phi_{i i}^{-1}$ to be equal to $\left\|\mathcal{C}_{i}\left(s I-\mathcal{A}_{i}\right)^{-1} \mathcal{B}_{i}\left[M \tilde{\Phi}_{i}^{-1 / 2} \quad N \tilde{\Gamma}_{i}^{-1 / 2}\right]\right\|_{\mathcal{H}_{\infty}}^{2}$.

## D Additional Examples

## D. $1 \quad \mathcal{H}_{\infty}$ Performance Analysis with $\alpha=1$

We consider random systems with $A \in \mathbb{R}^{20 \times 20}$ such that $\mathcal{M}^{1}(A)$ is Hurwitz, $B^{k} \in \mathbb{R}^{20 \times k}, C^{k} \in \mathbb{R}^{k \times 20}$ and $D=0$. We first generate a random matrix $\tilde{A}$ with the fixed number of nonzero entries where all the nonzero entries are distributed according to the uniform distribution $\mathcal{U}$ on the interval $[0,1]$. We then define $\mathcal{M}^{\alpha}(A)=\tilde{A}-\left((1+\varepsilon) \max \left(0, \max _{i}\left(\operatorname{Re}\left(\lambda_{i}(\tilde{A})\right)\right)\right)\right) I$, where $\lambda_{i}(\tilde{A})$ 's are eigenvalues of $\tilde{A}$ and $\varepsilon$ is a scalar larger than zero. After that we obtain the matrix $A$ by flipping with probability 0.5 the signs of the nondiagonal entries of the matrix $\mathcal{M}^{\alpha}(A)$. We generate full matrices $B^{k}$ and $C^{k}$ with entries distributed according to $\mathcal{U}(-1,1)$ for two cases $k=1$ and $k=20$. The dominant eigenvalue of $\mathcal{M}^{1}(A)$ will lie close to the origin, but similar results were observed if the spectrum is shifted farther to the left. We then compute the following quantities

$$
\delta_{\mathrm{bd}-\mathrm{p}}^{k}=\frac{\delta_{\mathrm{bd}-\mathrm{p}}^{k}}{\left\|\mathcal{G}_{p}^{k}\right\|_{\mathcal{H}_{\infty}}}, \delta_{\mathrm{bd}}=\frac{\delta_{\mathrm{bd}}^{k}}{\left\|\mathcal{G}^{k}\right\|_{\mathcal{H}_{\infty}}}, \delta_{\mathrm{cs}-\mathrm{p}}^{k}=\frac{\left\|\mathcal{G}_{c s}^{k}\right\|_{\mathcal{H}_{\infty}}}{\left\|\mathcal{G}_{p}^{k}\right\|_{\mathcal{H}_{\infty}}}, \delta_{\mathrm{cs}}=\frac{\left\|\mathcal{G}_{c s}^{k}\right\|_{\mathcal{H}_{\infty}}}{\left\|\mathcal{G}^{k}\right\|_{\mathcal{H}_{\infty}}},
$$

where $\mathcal{G}^{k}=C^{k}(s I-A)^{-1} B^{k}, \mathcal{G}_{c s}^{k}=H^{k}(s I-F)^{-1} G^{k}, \mathcal{G}_{p}^{k}=\left|C^{k}\right|(s I-A)^{-1}\left|B^{k}\right|$, where $|X|$ stands for the entry-wise application of the absolute value function to the matrix $X$, while $\delta_{\text {bd }}^{k}$ and $\delta_{\text {bd-p }}^{k}$ stand for
solutions of the program

$$
\begin{equation*}
\delta_{\mathrm{bd}}=\min _{P, \delta} \delta \tag{43}
\end{equation*}
$$

subject to: $P \succ 0$ is $\alpha$-diagonal and satisfies (4)
with matrices $A, B^{k}$, and $C^{k}$ and matrices $A,\left|B^{k}\right|$, and $\left|C^{k}\right|$, respectively. We remind the reader that $k$ denotes the dimension of the matrices $B^{k}$ and $C^{k}$. Since we compare the relative norms of the systems, we recover the loss of generality by restricting the support of distributions of the entries of the matrices $A, B^{k}$ and $C^{k}$. That is, similar results are obtained while generating the entries of $\tilde{A}$ using $\mathcal{U}\left(\left[0, a_{\max }\right]\right)$, $B_{i j}^{k} \sim \mathcal{U}\left(\left[-b_{\max }, b_{\max }\right]\right)$ and $C_{i j}^{k} \sim \mathcal{U}\left(\left[-c_{\max }, c_{\max }\right]\right)$ for some positive $a_{\max }, b_{\max }, c_{\max }$.

For each number of nonzero elements, we generated 10000 matrices as described above. The mean values of $\delta_{\mathrm{cs}-\mathrm{p}}^{1}, \delta_{\mathrm{cs}}^{1}$ and $\delta_{\mathrm{cs}}^{20}$ are depicted in the left panel in Figure 3, while the mean values of $\delta_{\mathrm{bd}}^{1}, \delta_{\mathrm{bd}-\mathrm{p}}^{1}$ and $\delta_{\mathrm{bd}}^{20}$ are depicted in the centre panel in Figure 3. There were two not entirely expected results in these simulations. Firstly, the values $\delta_{\mathrm{bd}-\mathrm{p}}^{1}, \delta_{\mathrm{bd}}^{20}$ converge to the values close to 1 on average with the number of nonzero entries increasing, while the values $\delta_{\text {bd }}^{1}$ start increasing again with the number of nonzero entries larger than 80. Secondly, the relative errors $\delta_{\mathrm{bd}-\mathrm{p}}^{1}, \delta_{\mathrm{bd}}^{1}, \delta_{\mathrm{bd}}^{20}$ peak between 40 and 50 nonzero entries, and later decrease. We do not depict the results for $\delta_{\mathrm{bd}-\mathrm{p}}^{20}, \delta_{\mathrm{cs}-\mathrm{p}}^{20}$, since $\delta_{\mathrm{bd}-\mathrm{p}}^{20}$ has a quite similar performance to $\delta_{\mathrm{bd}}^{20}$, while $\delta_{\mathrm{cs}-\mathrm{p}}^{20}$ remarkably has a quite similar performance to $\delta_{\mathrm{cs}-\mathrm{p}}^{1}$.

It is not entirely clear why sign-indefinite low-rank matrices $B^{k}$ and $C^{k}$ add conservatism to the solution of the Riccati inequalities on average, however, we can elaborate on the conservatism peak for sparse matrices. Let $B^{k}$ and $C^{k}$ be diagonal matrices, hence $P B^{k}\left(B^{k}\right)^{\top} P / \delta^{2}+\left(C^{k}\right)^{\top} C^{k}$ is diagonal. In this case, the conservatism should originate with matrix $A$. If the matrix $A$ is full and scaled diagonally dominant, then the values on the diagonal generally have larger magnitudes than the off-diagonal terms. In contrast to sparse matrices, the off-diagonal elements can have comparable magnitudes with the elements on the diagonal. Therefore rescaling with a diagonal $P$ may not be sufficient to compensate for $P B^{k}\left(B^{k}\right)^{\top} P / \delta^{2}+\left(C^{k}\right)^{\top} C^{k}$ in the case of sparse matrices more often than in the case of full matrices.

Our observations lead to a conclusion that for sparse scaled diagonally dominant matrices using diagonal matrices $P$ in Lyapunov/Riccati inequalities may not be advisable, even though such $P$ exist. Instead one should use block-diagonal $P$ in order to reduce the conservatism. Naturally, two questions arise: (a) what is the size of the blocks on the diagonal of $P$, and (b) how to choose the pattern of $P$. Some indications on how to approach these questions are provided in [24, 25], where chordal sparsity can help to determine the size of the blocks of $P$ and the pattern of $P$. In the case of a), we can provide further analysis. Consider the right panel in Figure 3, where we plot the relative error against the size $n$ of the full matrix $A$. Note that the conservatism reduces considerably as $n$ grows and with $n$ approaching 20 disappears with a high probability. Therefore, it appears that for the block sizes up to 10 , it is beneficial to use similar size blocks in the matrix $P$. However, if the dimension of the full blocks is larger than 20 , then we can employ a sparse $P$ without a significant loss of performance.

We also note that $\delta_{\mathrm{bd}-\mathrm{p}}^{k}$ is not always smaller than $\delta_{\mathrm{bd}}^{k}$. For example, set $k=1$ and

$$
A=\left[\begin{array}{ccc}
-5 & 0 & 0 \\
-7 & -7 & 0 \\
6 & 3 & -4
\end{array}\right] \quad B^{1}=\left[\begin{array}{c}
4 \\
-4 \\
1
\end{array}\right], C^{1}=\left[\begin{array}{c}
6 \\
3 \\
-4
\end{array}\right]^{T}
$$

In this case, however, we have that $\delta_{\mathrm{bd}-\mathrm{p}}^{1}<\delta_{\mathrm{bd}}^{1}$, but at the same time $\left\|\mathcal{G}_{p}^{1}\right\|_{\mathcal{H}_{\infty}}<\left\|\mathcal{G}^{1}\right\|_{\mathcal{H}_{\infty}}$ and $\delta_{\mathrm{bd}-\mathrm{p}}^{1}>\delta_{\mathrm{bd}}^{1}$. Therefore, positivity of $B^{1}$ and $C^{1}$ is still beneficial for solvability of the LMI in (43). We conclude this example by indicating that further studies of the systems with Hurwitz $\mathcal{M}^{\alpha}(A)$ can lead to scalable, but less conservative analysis methods than the comparison system approach.

## D. 2 Time and Frequency Responses with $\alpha=1$

To illustrate the result in Theorem 2, we consider the time and frequency responses of the following system


Figure 4: Responses of Systems $G_{1}$ and $G_{2}$ in Subsection D.2: (a) Frequency response; (b) Initial condition response.

$$
G_{1}=\left[\begin{array}{c|c}
A_{1} & B \\
\hline C & D
\end{array}\right]=\left[\begin{array}{ccccc|c}
-5 & -2 & -1 & 0 & 4 & 3 \\
0 & -5 & -3 & -1 & 0 & 0 \\
0 & -2 & -9 & 0 & 0 & 1 \\
0 & 0 & -2 & -5 & 1 & 0 \\
1 & 3 & 0 & 0 & -4 & 1 \\
\hline 1 & 2 & 0 & 0 & 8 & 1
\end{array}\right]
$$

where $\mathcal{M}^{\mathbf{1}}\left(A_{1}\right)$ is Hurwitz and hence a diagonal solution to the Riccati inequality (4) exists. We also flip a sign of the $(5,1)$ entry of the matrix $A_{1}$ and get the system $G_{2}=\left[\begin{array}{c|c}A_{2} & B \\ \hline C & D\end{array}\right]$. First, we perform a similar analysis as above and compute the norms ant their estimates. In Figure 4 (a), we plot the singular values of the systems and the bounds $\delta_{\mathrm{bd}}^{1}$, $\delta_{\mathrm{bd}}^{2}$, which are the solutions to (43) for systems $G_{1}$ and $G_{2}$. Our main observation is that a flip of a sign drastically changes the magnitude of the frequency response of the systems. Yet the bounds $\delta_{\text {bd }}$ are still surprisingly close to the actual $\mathcal{H}_{\infty}$ norm.

Next, we evaluate the flow bounds provided by Theorem 2 . We compute the initial condition responses of the systems $G_{1}$ and $G_{2}$ and their comparison system to the initial conditions $x_{01}=\left[\begin{array}{ccccc}-1 & 0 & 0 & 0 & 0\end{array}\right]$ and $x_{02}=\left[\begin{array}{lllll}-1 & 1 & -1 & 1 & -1\end{array}\right]$. As shown in Figure 4(b), the initial condition responses (with $u=0$ ) can be conservative also for the system $G_{1}$, especially if the initial state does not belong to the orthants $\mathbb{R}_{\geq 0}^{n}$ or $-\mathbb{R}_{\geq 0}^{n}$, where the bound is tightest.
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