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Abstract—This paper investigates stochastic invariance for
control systems through probabilistic controlled invariant sets
(PCISs). As a natural complement to robust controlled invariant
sets (RCISs), we propose finite- and infinite-horizon PCISs, and
explore their relation to RICSs. We design iterative algorithms to
compute the PCIS within a given set. For systems with discrete
spaces, the computations of the finite- and infinite-horizon PCISs
at each iteration are based on linear programming and mixed
integer linear programming, respectively. The algorithms are
computationally tractable and terminate in a finite number of
steps. For systems with continuous spaces, we show how to
discretize the spaces and prove the convergence of the approx-
imation when computing the finite-horizon PCISs. In addition,
it is shown that an infinite-horizon PCIS can be computed by
the stochastic backward reachable set from the RCIS contained
in it. These PCIS algorithms are applicable to practical control
systems. Simulations are given to illustrate the effectiveness of
the theoretical results for motion planning.

Index Terms—stochastic control systems, reachability analysis,
probabilistic controlled invariant set (PCIS)

I. INTRODUCTION
A. Motivation and Related Work

Invariance is a fundamental concept in systems and con-
trol [, [2l], [3l]. A controlled invariant set captures the region
where the states can be maintained by some admissible control
inputs. Robust controlled invariant sets (RCISs) are defined for
control systems with bounded external disturbances and ad-
dress the invariance despite any realization of the disturbances.
In the past decades, there have been lots of research results
on RCISs and their computations [4], [Sl], [6]. This paper
studies probabilistic controlled invariant sets (PCISs), which is
a natural complement to RCISs suitable in many applications.
A PCIS is a set within which the controller is able to keep
the system state with a certain probability. Such sets not
only alleviate the inherent conservatism of RCISs by allowing
probabilistic violations but also enlarge the applications of
RCISs by being able to address unbounded disturbances. The
study of PCISs is motivated by safety-critical control [7],
stochastic model predictive control (MPC) [8], [9], reliable
control [10], [[L1], and relevant applications, e.g., air traffic
management systems [[12f], [13] and motion planning [14]].

A question at the heart of this paper is

Given a set~Q and a parameter 0 < € < 1, how to compute
a set Q C Q that is invariant with probability €?
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To the best of our knowledge, this question has not been
explored up to now. One essential component in iterative
approaches on computing RCISs is to compute the robust
backward reachable set, in which each state can be steered
to the current set by an admissible input for all possible
uncertainties [4], [S]], [6]. The PCIS computation in this paper
follows the same idea, but the robust backward reachable set
is replaced with the stochastic backward reachable sets which
require different mathematical tools. Some challenges related
to such an approach should be highlighted: (i) how to make
it tractable to compute the stochastic backward reachable set,
in particular for systems with continuous spaces; (ii) how to
mitigate the conservatism when characterizing the stochastic
backward reachable set subject to the prescribed probability;
(iii) how to guarantee convergence of the iterations.

Controlled invariant sets have recently been extended to
stochastic systems. In [18], a target set, which is similar to the
PCIS of this paper, is used to define stabilization in probability.
In [10]], a reliable control set, another similar notion to a PCIS,
is used to guarantee the reliability of Markov-jump linear
systems. The reliability is further studied for such systems
with bounded disturbances in [11]. A definition of PCIS for
nonlinear systems is provided in [15] by using reachability
analysis. It is later applied to portfolio optimization [19].
Another definition of probabilistic invariance originates from
stochastic MPC [16] and captures one-step invariance. In [16]],
an ellipsoidal approximation is given for linear systems with
specific uncertainty structure. Similar invariant sets are used
in [20] to construct a convex lifting function for linear stochas-
tic control systems. A definition of a probabilistic invariant set
is proposed in [17], [21] for linear stochastic systems without
control inputs. This definition captures the probabilistic in-
clusion of the state at each time instant. A recent work [22]
explores the correspondence between probabilistic and robust
invariant sets for linear systems. In [17], [21], polyhedral prob-
abilistic invariant sets are approximated by using Chebyshev’s
inequality for linear systems with Gaussian noise. Recursive
satisfaction is usually computationally intractable for general
stochastic control systems.

The results of this paper build on the above work but make
significant additions and improvements. Table I summarizes
the comparison between our work and the most relevant
literature. (i) All the above references focus on some spe-
cific stochastic systems (e.g., linear or one-dimensional affine
nonlinear systems) or on some specific class of stochastic
disturbances (e.g., Gaussian or state-independent noise). In
our model, we consider general Markov controlled processes,
which include general system dynamics and stochastic distur-
bances. (i) Different from [17], [21], our invariant sets are de-
fined based on trajectory inclusion as in [15] and, particularly,
incorporate control inputs constrained by a compact set. An



TABLE 1
COMPARISONS BETWEEN THIS PAPER AND OTHER WORK

System Invariant Set Control Horizon Computation
. Finite and Iteration based on
This paper Markov controlled process PCIS Yes infinite horizons | stochastic backward reachable set
[135] Nonlinear stochastic system PCIS Yes . Fl_mte ar.1d No
infinite horizons
[16] Linear stochastic system PCIS Yes One step Ellipsoidal approximation
170 Linear stochastic system Probabilistic invariant set No Infinite horizon Polyhedral ap prozmpanon .
based on Chebyshev’s inequality

accompanying question is how to find an admissible control
input when verifying or computing a PCIS. (iii) The PCISs
in this paper are different from the maximal probabilistic safe
sets in [23]. Every trajectory in a PCIS is required by our
definition to admit the same probability level, which does not
hold for the maximal probabilistic safe set. (vi) The stochastic
reachability analysis studied in [23|] provides an important
tool for maximizing the probability of staying in a set. Based
on this, we compute a PCIS within a set with a prescribed
probability level. This extends the results of [15], [23]], [24].

B. Main Contributions and Organization

The objective of this paper is to provide a novel tool to
analyze invariance in stochastic control systems. The contri-
butions are summarized as follows.

As the first contribution, we propose two novel definitions
of PCIS: N-step e-PCIS and infinite-horizon e-PCIS (Defini-
tions[3]and ). An N-step e-PCIS is a set within which the state
can stay for N steps with probability € under some admissible
controller while an infinite-horizon e-PCIS is a set within
which the state can stay forever with probability e under some
admissible controller. These invariant sets are different from
the ones proposed in [[16]], [[17]], which address probabilistic set
invariance at each time step. Our definitions are applicable for
general discrete-time stochastic control systems. We provide
fundamental properties of PCISs and explore their relation to
RCISs. Furthermore, we propose conditions for the existence
of infinite-horizon e-PCIS (Theorem [3)).

The second contribution is that we design iterative algo-
rithms to compute the largest finite- and infinite-horizon PCIS
within a given set for systems with discrete and continuous
spaces. The PCIS computation is based on the stochastic back-
ward reachable set. For discrete state and control spaces, it is
shown that at each iteration, the stochastic backward reachable
set computation of an N-step e-PCIS can be reformulated as
a linear program (LP) (Theorem [I] and Corollary [I) and an
infinite-horizon e-PCIS as a computationally tractable mixed-
integer linear program (MILP) (Theorem [). Furthermore, we
prove that these algorithms terminate in a finite number of
steps. For continuous state and control spaces, we present a
discretization procedure. Under weaker assumptions than [25]],
we prove the convergence of such approximations for N-step
¢-PCISs (Theorem [2)). The approximations generalize the case
in [23], which only discretizes the state space for a given
discrete control space. Furthermore, in order to compute an
infinite-horizon €-PCIS, we propose an algorithm based on
that an infinite-horizon PCIS always contains an RCIS.

The remainder of the paper is organized as follows. Sec-
tion [II] provides the system model and some preliminaries.
Section [[II] presents the definition, properties, and computation
algorithms of finite-horizon PCISs. Section extends the
results to the infinite-horizon case. Examples in Section
illustrate the effectiveness of our approach. Section [VI] con-
cludes this paper.

Notation. Let N denote the set of nonnegative integers and
R the set of real numbers. For some ¢,s € N and ¢ < s,
let N>, and Ny, denote the sets {r € N [ r > ¢} and
{r e N| ¢ < r < s}, respectively. For two sets X and Y,
X\Y={z|zeXz¢Yand XAY = X\Y)U(Y\
X). When <, >, <, and > are applied to vectors, they are
interpreted element-wise. Pr denotes the probability. For a set
X, B(X) and P(X) denote the Boreal o-algebra generated by
X and the space of probability distributions on X, respectively.
The indicator function of a set X is denoted by 1x(x), that is,
if z € X, Ix(x) =1 and otherwise, 1x(z) = 0.

II. SYSTEM DESCRIPTION AND PRELIMINARIES

Consider a stochastic control system described by a Markov
controlled process S = (X, U, T'), where

o Xis a state space endowed with a Borel o-algebra B(X);
e U is a compact control space endowed with a Borel o-
algebra B(U);
o T:B(X)xXxU— Ris a Borel-measurable stochastic
kernel given X x U, which assigns to each z € X and u €
U a probability measure on the Borel space (X, B(X)):
T(|x,u).
Let us denote by U, the set of the admissible control actions
for each z € X. Assume that U, is nonempty for each x € X.
Consider a finite horizon N € N. A policy is said to be a
Markov policy if the control inputs are only dependent on the
current state, i.e., uy = pug(xg).
Definition 1: (Markov Policy) A Markov policy p for sys-
tem S is a sequence p = (Lo, 41, - .-, uNn—1) Of universally
measurable maps

ME - X — U,Vk S N[O,N—l]'

Remark 1: Given a space Y, a subset A in this space is
universally measurable if it is measurable with respect to
every complete probability measure on Y that measures all
Borel sets in B(Y). A function g : Y — W is universally
measurable if p~1(A) is universally measurable in Y for
every A € B(W). As stated in [23], [26], the condition
of universal measurability is weaker than the condition of
Borel measurability for showing the existence of a solution



to a stochastic optimal problem. Roughly speaking, this is
because the projections of measurable sets are analytic sets
and analytic sets are universally measurable but not always
Borel measurable [26]], [27].

Remark 2: For a large class of stochastic optimal control
problems, Markov policies are sufficient to characterize the
optimal policy [26]. Furthermore, since a randomized Markov
policy does not increase the largest probability that the states
remain in a set, we focus on deterministic Markov policies in
the following.

We denote the set of Markov policies as M. Consider
a set Q € B(X). Given an initial state o € X and a
Markov policy pu € M, an execution is a sequence of states
(zo,21,...,2N). Introduce the probability with which the
state x5 will remain within Q for all £ € Njg ny:

Phvo(®o) = Pr{Vk € Njg n}, 2 € Q}.

Let py o(2) = sup,e pm Py (%), Vo € Q. We call piy o ()
the N-step invariance probability at x in the set Q. Following
the dynamic program (DP) in [23]], define the value function
Vig: X— [0,1],k=0,1,..., N, by the backward recursion:

0 [naty

with initialization Vy o(z) = 1,z € Q.
Assumption 1: The set

Ue ) = {u e U [ Vi o T(slonn) 2 2}

is compact for all x € Q, A € R, and k € Ny,

Lemma 1: 23] For all x € Q, pygl Voo(®).
If Assumption |I| holds, the optimal Markov policy pg =
s Hy_1,0) exists and is given by

/ Vk+1 o\Y

176(@7k EINva_ly

T(dy|lz,u),z € X, (1)

Vk’iQ( = sup Lg(x

uelU

N-1]:
x) =

(Mg, i -

tr.o(x) = argsup Lo(x T(dy|z,u),

uelU

Extending the finite horizon to infinite horizon, we need to
introduce stationary Markov policies.

Definition 2: (Stationary Markov Policy) A Markov policy
p € M is said to be stationary if u = (i, fi,...) with g :
X — U universally measurable.

Given an initial state z(p € X and a stationary Markov policy
pn € M, an execution is denoted by a sequence of states
(zo,x1,...). We introduce the probability with which the state
xy, will remain within Q for all k¥ € N>q:

P o(z0) = Pr{Vk € N,z;, € Q}.

Denote p’, o(T0) = SUP,e pg‘O’Q(xO). We call p% ()
the infinite-horizon invariance probability at x in the set Q.
Define the value function G, o : X — [0, 1], k € N>, through
the forward recursion:

f10(a) = sup Lo(e) /Q i o) T(dyle,u),z €X, ()
ue

initialized with G§ o(7) = 1,z € Q.

Assumption 2: There exists a k > 0 such that the set

Uk(:r7)\):{ueU|/GkQ

is compact for all x € Q, A € R, and k € NZE'
Lemma 2: [23]] Suppose that Assumption [2holds. Then, for
all z € Q, the limit G o(7) exists and satisfies

/G

and p} o(7) = G%, o(z). Furthermore, an optimal stationary
Markov policy pg = (g, igy; - - -) exists and is given by

et

In the following two sections, we explore finite- and infinite-
horizon PCISs and how to compute them.

T(dy|z,u) > )\}

= sup lg(z T(dy|z,u)), 3)

50.0(%)
0. Q\F uel

Ao () = argsup Lo(z T(dy|z,u),z € Q.

uelU

III. FINITE-HORIZON ¢-PCIS

In this section, we first define finite-horizon e-PCIS for the
system S and provide the properties of this set. Then, we
explore how to compute the finite-horizon e-PCIS within a
given set.

Definition 3: (N-step e-PCIS) Consider a stochastic control
system § = (X,U,T). Given a confidence level 0 < e <
1, a set Q € B(X) is an N-step e-PCIS for S if for any
x € Q, there exists at least one Markov policy p € M such
that ply, o(2) > €.

We define the stochastic backward reachable set S} \/(Q) by
collecting all the states = € Q at which the N-step invariance
probability p}‘v@(x) > ¢, ie.,

cn(Q) ={zcQ|3puecMpy(x) > e}
={z € Q| sup plyo(@) > €}
pneM

={z € Q| Vyglx) > ¢}

If S} v(Q) = Q, it yields from Q € B(X) that S} (Q) is
also Borel-measurable. If S} \ (Q) C Q, the following lemma
addresses the measurability of the set St N (Q)-

Lemma 3: For any Q € B(X), the set S:n(@Q) C Qs
universally measurable.

Proof: See Appendix A. [ ]

Let us denote by P(X) the set of all probability measures
on X. The following proposition shows that despite of the uni-
versal measurability of S} \/(Q), for any probability measure
on X, one can find another Borel-measurable set g: ~(Q)) for
which the difference to S7 (Q) is measure-zero.

Proposition 1: For any Q € B(X) and any p € P(X), there
exists a set SZ" (Q) € B(X) with SZ’N(Q) C Q such that
p(E: (@) AS? (@) = 0.

Proof: Tt follows from the universal measurability of
St n(Q) as shown in Lemma [3| the Borel measurability of
Q, St x(Q) € Q, and Lemma 7.26 in [26]. ]

From Lemma and the definition of S? 5 (Q), we can verify
whether a set Q € B(X) is an N- step e-PCIS or not by
checking if either SZ,N(Q) Q, or VO*Q(:E) > ¢ Vo e Q,
where Vo () is defined in (T).



Remark 3: The stochastic backward reachable set S? (Q)
is called the maximal probabilistic safe set in [23]]. The /V-step
e-PCIS Q in Definition [3|refines the maximal probabilistic safe
set by requiring that for any initial state z¢y € Q, the N-step
invariance probability piO’Q(gco) is no less than e.

In the following, we show that finite-horizon PCISs are
closed under union.

Proposition 2: Consider a collection of sets Q; € B(X),
i =1,...,r. If each Q; is an N;-step ¢;-PCIS for the same
system S, then the union |J;_, Q; is an N-step e-PCIS, where
N = min; N; and € = min; ¢;.

Proof: The result follows from the following two facts:
(i) for any Q,P € B(X) with Q C P, sup,c Py g(®) <
SUP e Py p(2), YN € N and Vo € Q;
(i) for any N, N’ € N with N < N, sup e pq Py o) <
SUP e Py o(2), VQ € B(X) and Vz € Q. ]

A. Finite-horizon e-PCIS computation

This subsection will address the following problem.

Problem 1: Given a set Q € B(X) and a prescribed proba-
bility 0 < e < 1, compute an N-step e-PCIS Q cQ.

To handle this problem, our basic idea is to iteratively
compute stochastic backward reachable sets until convergence.
A general procedure is presented in the following algorithm.

Algorithm 1 N-step e-PCIS
1: Initialize ¢ = 0 and P; = Q.
2: Compute V'p, (7),Vz € P;.
3: Compute S} (P;) and construct a Borel-measurable set
S;N(IP’,») such that p(S:)N(Pi) AS? N (P;)) = 0 for some
p € P(X);
4: If P;yq = P, stop. Else, set : = ¢+ 1 and go to step 2.

In Algorithm 1, we first compute the stochastic backward
reachable set S} ~ (P;) within P; and then update P;; to be
the corresponding Borel-measurable set S: ~(P;), which is
tailored by picking up a p € P(S) such that p(S:’N(]P’i) A
St ny(Pi)) = 0 (see Proposition [I). The following theorem
shows convergence of P;. The terminal condition guarantees
that the resulting set by this algorithm is an N-step €-PCIS
oco

Theorem 1: Let Assumption [1| hold. For any Q € B(X),
Algorithm 1 converges, i.e., lim;_, o, P; exists. If lim; ., P; #
(), it is the largest N-step e-PCIS within Q.

Proof: From Algorithm 1 and Lemma [I] we have that if
the termination condition does not hold, P;; C P;. It follows
that the sequence {P; };cn is nonincreasing. Then,

liminf P, = P, = P, = P, = limsupP;,
which suggests the existence of lim;_, . P;. Furthermore, if
lim;_, o, IP; is nonempty, we conclude that it is the largest N-
step PCIS within Q based on the fixed-point theory. ]
To facilitate the practical implementation of Algorithm 1,
we need to address two important properties: the compu-
tational tractability of VE:]P% (z), YV € P;, and the finite-
step convergence of Algorithm 1. In the following, we will

derive these two properties for discrete and continuous spaces,
respectively. It is shown that if the spaces are discrete, the
properties are guaranteed and in particular at each iteration we
only need to solve an LP to compute the exact value of Vi'p .
If the spaces are continuous, we will design a discretization
algorithm with convergence guarantee, which enables us to
preserve the above two properties.

1) Discrete state and control spaces: If the state and control
spaces are discrete, i.e., they are finite sets, the stochastic
kernel T'(y|x,u) denotes the transition probability from state
z € X to state y € X under control action u € U,, which
satisfies that 3 o T'(y|z,u) =1, Vo € X and u € U,.

In this case, according to Theorem 1 of [28]], we can exactly
compute Vi'p () via an LP. Moreover, the existence of the
optimal Markov policy can be always guaranteed.

Lemma 4: Given any set P; C X, the value functions Vp.
in can be obtained by solving an LP: ’

N
min Z Z v ()
k=0 z€P;
subject to Vz € P;
vg(z) > Z k1 (Y)T (ylw, u),Yu € Uy, Vk € N y_1),(4b)

y€eP;
UN('T) 2 17

(4a)

(40)

which gives Vi’ (z) = vi(z), Vo € P; and Vk €
Nio,n], where vy is the optimal solution of . The optimal
Markov policy pp, = ({15 p,» 11 p,»- - s MN—1,p,) IS given by
i p, () = u where u € U, is such that

vi(@) = Y vi )T (yle, ). (5)
yEP;
Proof: See Theorem 1 in [28] for the proof. |

Corollary 1: For discrete state and control spaces, Algo-
rithm 1 converges in a finite number of iterations. Furthermore,
at each iteration, the N-step invariance probability Vi'p (z),
Va € IP;, can be computed via the LP (@) and the correspond-
ing optimal policy is determined by (3).

Proof: The finite-step convergence of Algorithm 1 follows
from Theorem [I] and the finite cardinality of Q. The remaining
part follows from Lemma [4] [ ]

Remark 4: When implementing Algorithm 1 to a system
with discrete spaces, the maximal number of iterations is |Q)|.
At each iteration, an LP is solved to compute the value of
Vop, (), Yz € P;. The number of the decision values in the
LP is at most |Q|(N + 1) and the number of constraints is
at most |Q|(N|U| + 1). It follows from [29] that Algorithm 1
can be implemented in O(|Q|?(N|U| + 1)) time.

2) Continous state and control action spaces: In order to
preserve the computational tractability of Vs, and the finite-
step convergence of Algorithm 1, if the state and control
spaces are both continuous, we first discretize the spaces
with convergence guarantee. Then, we adapt Algorithm 1 to
compute an approximate N-step e-PCIS within a given set.

Assume that X C R™ and U C R"+ for some n,,n, € N.
For simplicity, we use Euclidean metric for the spaces X
and U. For any Q € B(X), we define ¢(Q) = Leb(Q) where
Leb(-) denotes the Lebesgue measure of sets. We suppose



that the stochastic kernel 7'(-|x, ) admits a density ¢(y|x,u),
which represents the probability density of y given the current
state = and the control action wu.

Now we consider Problem [I, where we assume that the
given set Q € B(X) is compact, which implies that ¢(Q) is
bounded. We further suppose that the density function satisfies
the following assumption.

Assumption 3: There exists a constant L such that for any
z,x’' y,y € Q, and u,u’ € U,

[t(yle, w) =ty |2, u)] < L(ly = /'l + [l — 2] + [Ju = w']]).

a) Discretization: We discretize the compact set Q C
X into m, pair-wise disjoint nonempty Borel sets Q;, ¢ €
Ni1,m,)» i-e., Q = U2 Q;. We pick a representative state from
each set QZ, denoted by ¢;. Let Q = {g;,i € Njy 1}, di =
—y|, and D, = max;en,,

SUPz yeQ; tmg) i

Similarly, the compact control space U is divided into
m,, pair-wise disjoint nonempty Borel sets C;, i € Ny 1,
ie, U = U™ C,;. We pick a representative element from
the set C;, denoted by ;. Let U = {@i,i € Nppmols
x —y|, and D, = max;eny, . li-

Let the grid size be a constant § > max{D,, D, }. For each
x € Q, define the set of admissible discrete control actions as

U, ={aeU||u—al < for some u e U,,}, (6)
where s, is the representative state of (Q; to which z belongs,
ie., s; = ¢q; if x € Q;. Following [23], the following lemma
shows that each x € Q has a nonempty admissible discretized
control set.

Lemma 5: For each q; € Q, the set Uq is nonempty and
U, = [Uql, Vr € Q;.

Proof: Since the admissible control set U is nonempty,

Va € Q, there exists & € U such that ||u— || < 6, Vu € U, .
Hence, by the definition of s,, we have that the set I[qui is
nonempty for each ¢; € Q. Furthermore, from (6), it is easy
to obtain that U, = U,,, Vz € Q;. m

As in [23]], let us define the function ¢ : Q x Q x U—>R

t(sylsa,0)
f@ t(sz|sz,0)dz"

f(yl:l},ﬂ) - {t(s |S ﬁ,)

From (7), we observe that all states y € Q; enjoy the same
stochastic kernel. An approximate stochastic control system is
given by a triple So = (Q,T, T) Here the transition proba-
bility T'(q;|qi, @) is defined by T'(g;|qs, @) fQ (ylq;, @)dy,
where ¢;,q; € Q with ¢; € Q; and q; € Qj, and 1 € .

b) Approximation of PCISs: For the approximate system
SQ, the discretized version of the DP is given by

if [ot(sz]se,0)dz > 1, o

otherwise.

Vﬁ,@ (Qz) =1,
V]:,Q(Qz)

aclU  j=1

For each z € Q@ Vk*@(x) = Vk’fQ(qi),Vk € Ny,
We define the discretized optimal Markov policy pg =

max ( Z Vk+1,@(%) (Qj|Qi>ﬁ))7Vk € Njo,n-1)-

(ﬂaQ) s 71&7\771,(@) as

ﬂ?@@i):afgr{la?‘/ Vi1 oW)i(yla:, @)dy,

—argmax ZVk+1Q q;)T (qj'lq“ﬂ))'
uel j=1

For each x € Qi, fi; o(*) = fi} o(¢:), Yk € N n_1j-

Remark 5: Since the state and control action spaces of the
approximated system S are finite, the value of V,:Q can be
computed via the LP (@) and the corresponding optimal policy
can be determined by @) In addition, all the states in each
Q; share the same approximate N-step invariance probability
and optimal policy as the representative state ¢; € Q;.

Lemma 6: Under Assumptions [I| and [3| the functions
Viio(x) and v () satisfy that Vo € Q,

Viro(z) = Vo(@)] < m(Q)5, ®)
where
™~(Q) =0, ©)
7(Q) = 4¢(Q)L + 7341 (Q), Vk € Njg n—1].

Proof: See Appendix B. [ ]
Remark 6: Lemma [6] guarantees convergence as the grid
size tends to zero and generalizes the case considered in [23]],
which only discretizes the state space for a given finite control
space. To prove Lemma [6] we need to show that (i) the
value functions in (I} are Lipschitz continuous (Lemma [8),
which is similar to Theorem 8 in [23], and (ii) the difference
between the approximate density function and the original
density function is bounded (Lemma E]), which is different
from that in [23]].

Theorem 2: Let Assumptions [I] and [3] hold. Consider a
compact set Q € B(X) and a corresponding discretized set
Q of Q. If Q is an N-step é-PCIS for the approximate system
So = (Q,U,T), and é > 70(Q)d, the set Q is an N-step
e-PCIS for the system S, where € = € — 75(Q)0.

Proof: According to the construction of the discretized
system SQ, we have that Vk € N[O N> Vi € Ny ] and Vz €
Qi Vi ol®) = VkQ(qi) Since Q is an N-step é-PCIS, it

follows that Vz € Q, %7@( x) > € By Lemma@and triangular
inequality, we have

Voo(@) = Vof@(fﬁ) —10(Q)d > € — 175(Q)d,Vx € Q.

Then, when é > 79(Q)J, we conclude that the set Q is an
N-step e-PCIS where 0 < e = € — 79(Q)4. |

Remark 7: From Theorem E], if 0 < e < 1, by choosing a
suitable grid size 0 < § < @ the problem of computing
an N-step e-PCIS within Q for ,5)' can be transformed into that
of computing an approximate N-step é-PCIS with probability
€ > e+ 10(Q) for S@.

c) Computation algorithm: Assume that a probability
level 0 < € < 1 is given. After discretizing the set Q and
the control space U, we modify Algorithm 1 to compute an
N-step e-PCIS @ C Q, as shown in the following.



Algorithm 2 Approximate N- step e-PCIS
1: Choose grid size 0 < 0 <

(Q) i
U, construct an approximate system SQ =(Q,U, 7).
Initialize ¢ = 0, P; = Q, and P, = Q

Compute VO*P (qj) Vg; € P;.

Compute 79(P;) by (9) and é = € + 70(PP;)d.
Compute the set Py = St ~(P;) for Sp and P; =
UqJ'AEIP’in R

6: If P, = IP;, stop. Else, set ¢ =7+ 1 and go to step 3.

In Algorithm 2 we ﬁrst construct an approximate system
So=(Q,U,T)
similar steps as in Algorithm 1, we compute the stochastic
backward reachable set iteratively for the system S@. At each
iteration, an LP is solved to obtain the N-step invariance
probability. One difference is that the stochastic backward
reachable set is computed with respect to é = € + 7o(IP;)d and
the updated set for the system S is the union of the subsets
of Q corresponding to the stochastic backward reachable set.
By Theorem [2} the resulting set by Algorithm 2 is an N-step
e-PCIS.

Corollary 2: Let Assumptions|[I]and 3] hold. For continuous
state and control spaces, Algorithm 2 converges in a finite
number of iterations and generates an N-step e-PCIS. Fur-
thermore, at each iteration, the N-step invariance probability
Vof]Py (g5), Va5 € P;, can be computed via the LP @) and the
corresponding optimal policy is determined by ).

Proof: By Theorem [2] and the Borel measurability of the
subsets Q;,Vi € Ny ), it follows that the set generated by
Algorithm 2 is an N-step e-PCIS. The remaining part is similar
to the proof of Corollary [ |

Remark 8: When implementing Algorithm 2 to a system
with continuous spaces, it follows from [29] that Algorithm 2
can be implemented in O(m2(Nm,, +1)) time, cf. Remark [4]

IV. EXTENSION TO INFINITE-HORIZON ¢-PCIS

Now let us extend finite-horizon e-PCISs to infinite-horizon
e-PCISs. In this section, we define the infinite-horizon e-
PCIS and explore the conditions of its existence. Furthermore,
we provide algorithms to compute an infinite-horizon e-PCIS
within a given set.

Definition 4: (Infinite-horizon PCIS) Consider a stochastic
control system S = (X, U, T). Given a confidence level 0 <
e < 1, aset Q € B(X) is an infinite-horizon ¢-PCIS for &
if for any = € Q, there exists at least one stationary Markov
policy p € M such that p o(z) > e.

We define the stochastic backward reachable set S} (Q)
by collecting all the states x € QQ at which the infinite-horizon
invariance probability pj;oy(@(x) > ¢, i€,

St oo(@Q) ={z€Q|3p e M,pt o(z) > ¢}
={z € Q] sup pf o(2) > ¢}
pneM
={z € Q|G o) > €}.

For the infinite-horizon case, Lemma E] and Proposition E]
still hold. That is, the set S} ., (Q) is universally measurable

and for any p € P(S), there exists another Borel-measurable
set ¥ .(Q) € Q such that p(S? (Q) A S . (Q)) =0.

Under Assumption [2J by Lemma [2] and the definition of
St . (Q), we can verify whether a set Q € B(X) is an infinite-
horizon ¢-PCIS or not by checking if either S}  (Q) = Q, or

5o0(@) 2 € Vo € Q, where G, () is defined by @)-(3).

Definition 5: Consider a stochastic control system S =
(X,U,T). An RCIS Q € B(X) for S is an N-step -PCIS
with N =1 and e = 1.

Remark 9: Another interpretation of RCIS in Definition [5]
is that a set Q € B(X) is an RCIS if for any = € Q, there exists
at least one control input u € U such that T'(Q|z,u) = 1. It is
easy to verify that an RCIS is also an infinite-horizon e-PCIS
with € = 1. It is called an absorbing set in [30] where there
is no control input. In the following, we show that the RCIS
plays an important role in the existence of infinite-horizon
PCIS and provide how to design an algorithm to compute
such PCIS based on RCIS.

Remark 10: Note that infinite-horizon e-PCISs are also
closed under union, as shown in Proposition [2] when N is
replaced by oo.

A. Existence of infinite-horizon PCIS

Intuitively, the monotone decrease of G*;O,Q(sc) may imply
that the value of G7_ o(x) is one or zero. However, it is
possible to get 0 < G* o(¥) < 1 in some cases (see
Examples 1 and 2 in Sectlon [V). The following theorem
provides necessary conditions and sufficient conditions for the
existence of infinite-horizon e-PCIS with € > 0.

Theorem 3: Suppose that Assumption [2| holds and let 0 <
€ <1 be fixed. Given a nonempty set Q, let u, be the control
input such that (3) holds for each € Q. The set Q is an
infinite-horizon e-PCIS

(i) only if there exists an RCIS Qy C Q such that Yz €
Q\ Qy,

T(Qflz, ug) +/

Q\Qy

T(Qf'@/a Uy)T(dy\% uz)

2
p
+1_

=€ (10)
P

where p = sup,cq\q, f@\@ (dy|z, u,);
(ii) if there exists an RCIS Q; C Q such that Yz € Q\ Qy,

T(Qslz,u.) + [
Q\Qf
Proof: See Appendix C. [ ]
Remark 11: The value of p is the largest probability that the
next state y remains outside the RCIS Qy from any « € Q\Qy
under the optimal stationary Markov policy in Lemma 2] Note
that %p is the gap between the necessary condition and the
sufficient condition. In addition, the second item in (T0)—(TT)
denotes the probability that the state is steered into the RCIS
Qy by two transitions from z € Q \ Q; with an intermediate
state y outside Q.
Corollary 3: Suppose that Assumption [2] holds and let 0 <
€ < 1 be fixed. A nonempty set Q is an infinite-horizon e-PCIS

T(Qyly, uy)T(dy|x, uz) > €. (11)



(i) only if there exists an RCIS Q; C Q such that Vx €
Q\ Qy, T(Q|z,u) > € for some u € U;

(ii) if there exists an RCIS Q; C Q such that Vo € Q\ Qy,
T(Qflx,u) + eT(Q\ Qf|z,u) > € for some u € U.
Proof: See Appendix D. ]

Remark 12: A nonempty set Q is an infinite-horizon ¢-PCIS
if there exists an RCIS Q; C Q such that Vz € Q\ Qy,
T(Qs|r,u) > € for some u € U. This implication will
facilitate the design of an algorithm for an infinite-horizon
e-PCIS, see Algorithm 4.

Remark 13: Considering the similarity between the relia-
bility defined in [11]] and the infinite-horizon invariance prob-
ability in this paper, we can extend the results on infinite-
horizon PICSs, including the existence condition above and
the computational algorithms in the following, to the reliable
control set in [[10] to general stochastic systems.

B. Infinite-horizon e-PCIS computation

This subsection will address the following problem.

Problem 2: Given a set Q € B(X) and a prescribed proba-
bility 0 < e < 1, compute an infinite-horizon e-PCIS @ cQ.

To handle this problem, the key point is to compute
the infinite-horizon invariance probability G7, . For discrete
spaces, it is shown that computationally tractable MILP can
be used to compute the exact value of G . In this case, we
can compute the largest infinite-horizon e- PCIS by computing
iteratively the stochastic backward reachable sets until conver-
gence. For continuous spaces, it is in general computationally
intractable to compute G and the drscretrzatron method
fails to work since the approximation error in increases
with the horizon. In this case, we design another computational
algorithm based on the sufficient conditions in Remark

1) Discrete state and control spaces: If the state and control
spaces are discrete, we adopt the same assumptions as in
Section [[I-AT] We will ﬁrst show how to compute the exact
value of G, in 3) through an MILP. Then, we will
adapt Algorrthm 1 t0 compute the largest infinite-horizon e-
PCIS within a given set.

a) MILP reformulation: Since 0 is a trivial solution of

(3), we cannot directly reformulate (Z)—(3) as an LP, which
is the traditional way to deal with infinite-horizon stochastic
optimal control problems [31].

The following lemma provides a computationally tractable
MILP reformulation when computing G%_

Lemma 7: Given any set Q C X, the value of G, o in (3)
can be obtained by solving the MILP:

12a
g(.L),K(.L w) Zg ( )
subject to Vx € Q,
> 9T (ylw,u),Yu € U,, (12b)
yeQ
9(x) <Y 9T (yle,u) + (1 — k(w,u)A,Vu € U,, (12c)
yeQ
> k(@) >1, (12d)
uelU,
0 <g(x) <1,k(z,u) € {0,1},Vu € U, (12¢)

where A is a constant greater than one. That is, G, o(7) =

g*(z), Vr € Q, where g* is the optimal solution of the MILP
12). The optimal stationary Markov policy is g (z) = u
where u € U, such that x*(x,u) = 1 and x* is the optimal
solution of the MILP (12).

Proof: From the monotone decrease of the sequence
(G§.0:G1 g+ - - -) and Lemma 2| G7_  is the maximum fixed
point satlsfymg (3)- Hence the equlvalent form of G* Q can
be written as MILP (12), where the constraints
guarantee that there exists u € U, such that the equality in
(3) holds. [

b) Computational algorithm: As an adaption of Algo-
rithm 1, the following algorithm provides a way to compute
the largest infinite-horizon e-PCIS within Q.

Algorithm 3 Infinite-horizon e¢-PCIS
1: Initialize ¢ = 0 and P; = Q.
2: Compute G, p (z) for all z € P;.
3: Compute the set P; 1 =S¥ (P)).
4: If Py = P, stop. Else, seti=17+1 and go to step 2.

The difference between Algorithms 1 and 3 is that the
value of G p, (), instead of Vi'p (), YV € P;, is computed
by (replacing Q with P;). Furthermore, the updated set
Pi11 = S} . (P;), which is a stochastic backward reachable
set within P; with respect to infinite horizon and a probability
level €. The following theorem provides the convergence of
P, and shows that the resulting set Q by this algorithm is an
infinite-horizon e-PCIS.

Theorem 4: For discrete state and control spaces, Algo-
rithm 3 converges in a finite number of iterations and generates
the largest infinite-horizon e-PCIS within Q. Furthermore,
at each iteration, the infinite-horizon invariance probability
Giop,(x), Y € P;, can be computed via the MILP (12).

Proof: The finite-step convergence of Algorithm 3 follows
from the finite cardinality of the set Q. Similar to Theorem
the generated infinite-horizon e-PCIS is the largest one within
Q. The MILP reformulation refers to Lemma ]

Remark 14: When implementing Algorithm 3 to a system
with discrete spaces, the maximal iteration number is |Q|. An
MILP is used to compute the value of G;ypi (), Vo € P;, at
each iteration. The number of real-valued decision values is
at most |Q|, the number of binary decision values is at most
Q| is at most |Q|(2|U|+3).
In general, MILPs are NP-hard and can be solved by cutting
plane algorithm or branch-and-bound algorithm [32]. Some
advanced softwares have been developed to solve large MILPs
efficiently [33[], [34]].

2) Continuous state and control spaces: If the state and
control spaces are continuous, it is computationally intractable
to compute the exact value of infinite-horizon invarinace
probability G (). Based on Remark [12} this subsection
provides another way to compute an infinite-horizon e-PCIS
within a given set Q.

Different from Algorithm 3, which computes iteratively the
stochastic backward reachable sets, the following algorithm
generates an infinite-horizon e-PCIS by computing a backward
stochastic reachable set from the RCIS Q contained in Q.
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Fig. 1.  Computations of the largest RCIS (blue) and an infinite-horizon
e-PCIS with € = 0.80 (gray) by Algorithm 4 for Example 1.

Algorithm 4 Infinite-horizon e-PCIS

1: Compute the RCIS within @, denoted by Q.
2: ComEute the stochastic backward reachable set from Qy,
ie, Q={z€Q|Juel, fo T(dy|z,u) > €}.

The first step in Algorithm 4 is the computation of RCIS
within a given set, which is a well-studied topic in the literature
(4], [S], [6]. Then, based on RCIS Q within Q, the stochastic
backward reachable set

Q:{xe@|3uew,/
Qy

T(dylz,u) > €}

is an infinite-horizon e-PCIS within Q. In comparision with
Algorithms 1-3, the iteration is avoided in Algorithm 4, which
only needs two steps.

Remark 15: Note that the resulting set from Algorithm 4
is in general not the largest infinite-horizon e-PCIS within
the given set Q. It is possible to obtain a larger infinite-
horizon e-PCIS if we can reformulate the existence conditions
in Theorem [3] and Corollary [3]in a recursive form and thereby
modify Algorithm 4 to be a recursive algorithm.

Remark 16: The complexity of Algorithm 4 depends on the
computation of the RCIS [3], [4], [S], [6], and the computa-
tion of the backward stochastic reachable set. The later can
be reformulated as a chance-constrained problem and then
approximately solved. Some results on computation of the
backward stochastic reachable set have been reported in [35].
The first example in Section [V| will show how to compute the
backward stochastic reachable set.

V. EXAMPLES

In this section, two examples are provided to illustrate the
effectiveness of the proposed theoretical results. The first one
is concerned with comparison between PCIS and RCIS. Then
we consider an application to motion planning of a mobile
robot in a partitioned space with obstacles.

A. Example 1: Comparison between PCIS and RCIS

Consider the following example from [36]:

Tpq1 = Axy + Buy + wy,

1.6 1.1 1
—07 12 |MB= [ 1
is constrained by |ug| < 0.25. We consider wy, to be either
non-stochastic or stochastic when computing RCIS and PCIS,
respectively. The region of interest is Q = {z € R? | ||2]|o <
0.5}. We will compare the largest RCIS and PCIS within Q.

To derive an RCIS for this system, we assume the distur-
bance belongs to the compact set W = {w € R? | ||w]| <
0.05}. By using the methods in [1], [6], we obtain the largest
RCIS, which is the blue region shown in Fig. [ The gray
region is an infinite-horizon e-PCIS described in the end of
this example.

When computing a finite-horzion PCIS, assume that ele-
ments of wy are i.i.d. Gaussian random variables with zero
mean and variance 02> = 1/302. This system can be repre-
sented as a triple S = {X, U, T}:

where A = ] . The control input

X = R?,
U= {ucR|ul <025},
t(zps1|Tr, ugp) = V(A (@41 — Az — Bug)),

where () is the density function of the standard normal
distribution and A = diag{o,o}. In this case, since the
Lipschitz constant L in Assumption |3|is small, we ignore the
approximation error 7y in (9). We discretize the continuous
spaces and implement Algorithm 2 to compute the N-step e-
PCIS Q First consider N = 5 and ¢ = 0.80. Fig. a) shows
the evolution of the set P; in Algorithm 2. The color indicates
the corresponding N-step invariance probability py p, (x) and
the z-axes the iteration index 4. The algorithm converges in 8
steps. Fig. 2[b) shows Pg, which corresponds to the N-step
e-PCIS Q for N =5 and € = 0.80.

When computing an infinite-horizon PCIS, we choose the
same bound on the disturbance as for the RCIS. The elements
of wy, are truncated i.i.d. Gaussian random variables with zero
mean and variance 02 = 1/302. Denote the largest RCIS
computed above by Q; = {x € R* | Hz < h}, where the
matrix H and the vector h are with appropriate dimensions.
As stated in Algorithm 4, the one-step stochastic backward
reachable set from the RCIS associated with probability 0.80
is an infinite-horizon e-PCIS with € = 0.80, i.e.,

Q={2eQ|3ueUPr{H(Az 4+ Bu+w) < h} > 0.80}.
This set can be represented as
Q={r€Q|3uecU H(Az + Bu) + h' <h},

where h’ is the optimal solution of the chance constrained
program

minz h;
J
subject to Pr{Hw < h'} = 0.8.

This program can be numerically solved by using the meth-
ods in [37], [38]. The resulting infinite-horizon e-PCIS with
e = 0.80 is the gray region shown in Fig. [I] This region is
obviously a superset of the RCIS in blue.
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Fig. 4. One simulated state trajectory with indication of the robot orientation
starting from (3,1, ) and ending at (3,4, S) in Example 2.

B. Example 2: Motion planning

The motion planning example in [39] is adapted to seek
an infinite-horizon PCIS within the workspace for a mobile
robot. The state of the robot is abstracted by its cell coordinate,
ie., (pz,py) € {1,2,3,4}2, and its four possible orientations
{E,W,S8,N'}. Due to the actuation noise and drifting, the
robot motion is stochastic. Here, we restrict the action space

Computation of N-step €-PCIS with N = 5 and € = 0.80 for Example 1: (a) The sets IP; and the corresponding IN-step invariance probability in

to be {FR,BK,TRFR, TLFR}, under which the possible
transitions are shown in Fig. 3] Specifically, action “FR”
means driving forward for 1 unit. As illustrated in the figure,
the probability for that is 0.80. The probability of drifting
forward to the left or the right by 1 unit is 0.10. Action “BK”
can be similarly defined. Action “TRFR” means turning right
7/2 and driving forward for 1 unit, of which the probability
is 0.95. The probability of driving forward for 1 unit without
turning right is 0.025 and the probability of turning right for
7 and driving forward for 1 unit is 0.025. Similarly, we can
define the action “TLFR”.

Consider the partitioned workspace shown in Fig. 4] where
the shadowed cells are occupied by obstacles and the red cell
is an absorbing region, i.e., when the robot enters in this region
it will stay there forever. We construct an MDP with 64 states
and 4 actions. The transition relation and probability can be
defined based on the above description. We compute the largest
infinite-horizon e-PCIS with ¢ = 0.90 within the safe state
space, i.e., the remaining of the state space by excluding the
states associated with the obstacles.

By implementing Algorithm 3, the computed sets IP; and the
corresponding infinite-horizon invariance probability p7_ p. (z)
are shown in Fig. ] of which each subfigure corresponds
to one orientation in {£, W, S, N'}. The first row of Fig.
shows the results after the first iteration, where we can see
that the infinite-horizon invariance probability p}_ p (7) at
x = (4,2,€) and z = (4,2,WV) is less than ¢ = 0.90.
Algorithm 3 converges in 2 steps and generates the largest
infinite-horizon e-PCIS @ with € = 0.90 shown in Fig. e)—
[5[h). This invariant set provides a region where the admissible
action can drive the robot without colliding with the obstacles
with probability 0.90. By implementing the optimal policy
obtained in Lemma [7] we run a state trajectory starting from
(3,1, V) as shown in Fig.[i] We can see that this trajectory is
collision-free and finally ends at the absorbing region (3, 3, S).

VI. CONCLUSION

We investigated the extension of set invariance in a stochas-
tic sense for control systems. We proposed finite- and infinite-
horizon e-PCISs, and provided some fundamental properties.
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€ = 0.90 by Algorithm 3.

We designed iterative algorithms to compute the PCIS within
a given set. For systems with discrete state and control
spaces, finite- and infinite-horizon ¢-PCISs can be computed
by solving an LP and an MILP at each iteration, respectively.
We proved that the iterative algorithms were computationally
tractable and can be terminated in a finite number of steps.
For systems with continuous state and control spaces, we
established the approximation of stochastic control systems
and proved its convergence when computing finite-horizon
e-PCIS. In addition, thanks to the sufficient conditions for
the existence of infinite-horizon e-PCIS, we can compute an
infinite-horizon e-PCIS by the stochastic backward reachable
set from the RCIS contained in it. Numerical examples were
given to illustrate the theoretical results.

One future direction is to apply the PCISs to safety-critical
control and stochastic predictive control. In particular, how
to characterize stability using PCISs is an important problem
to consider. Another interesting future extension of PCISs
is to study reliability and mean-time-to-failure for general
stochastic systems.
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APPENDIX A. PROOF OF LEMMAE
Define the functions J,:’Q X—R, ke N[07N], as
Jrox) = =V3_polz), Vo e X.

As shown in [23]], the function J}(,’ is lower-semianalytic for
any Q € B(X). From Definitions 7.20 and 7.21 in [26], we
have that the function J3 ; is also analytically measurable

(g) Sandi=2

0.98

0.96

0.94

0.92

0.9

infinite-horizon invariance probability

0.88

0.86

0.84

(h) N andi=2

The sets P; and the corresponding infinite-horizon invariance probability in Example 2 when computing the largest infinite-horizon e-PCIS with

and thus is universally measurable for any Q € B(X). Ac-
cording to the definition of universal measurability, the set
JngB) = {z € X | Jigl) € B} for B € B(R) is
universally measurable.

Recall the definition of the stochastic backward reachable
set S7 (Q), we have that

en(@Q) ={z e Q| Vigx) =€}
{2 € Q| ~1 < Jigl) < —¢)
= Jyg (B)
where B = [~1,—¢] € B(R). Thus, the set S y(Q) is
universally measurable for any Q € B(X).

APPENDIX B. PROOF OF LEMMA [6]

Before proving Lemma [6] we need two auxiliary lemmas.
Lemma [§] shows that the value functions in (I)) are Lipschitz
continuous. It is adapted from Theorem 8 in [23|]. Lemma
[] shows that the difference between the approximate density
function and the original density function is bounded.

Lemma 8: Under Assumptions 1| and [3} for any z,2’ € Q,
the value functions V', in (EP satisfy

Vio(r) — V;Q(at’)| < H(Q)L|lx — 2'||,Vk € Nyg np. (13)

Proof: Similar to Theorem 8 in [23]. n
Lemma 9: Under Assumptions forally € Qand ¢; € Q,

/@If(qui, @) — t(ylgi, 0)|dy < 26(Q)L6, Vi € U.

Proof: If f@ t(sz|8z,0)dz < 1, it follows from Assump-
tion [3] that

/@ E(ylqi, @) — t(ylgs, @) dy < H(Q)LA.



And if fQ (8|82, 4)dz > 1, we first have

t(sylq, @)dy — 1
(s, las, @)dy — /Q H(ylas, @) dy

|t Sy|% t(y|ql7ﬁ)‘dy

Oﬁ/Q
<),
/

Furthermore, we have

/ E(ylar, @) — t(yla:, )| dy

/|t Sy|Qu y|q“ f@ Sz|5m )dZ|
f@ $Z|S:E7 y

< [ o) -
Q

< / (sl @) — t(ylai, @)]dy +

|/ (55]52.) z—1|/|ty|qz, )ldy

< 2¢(Q

t(y|qi,ﬁ)/(@t(szsw,d)dzdy

This completes the proof. ]
Proof of Lemmal6} First of all, let us prove the inequality (8).
It is easy to check it for k = N since V3 o(z) = Vi g(z) =
L,Vz € Q. By induction, we assume that [V}",, o(z) —
Vi 0@ £ 141(Q)6, € Q. For any g; € Qi, i € Ny, )5
we define pj = argsup,cy fQ Vi oW)t(ylgi, w)dy and
fiy, = argmax, g f@ Vk*H’Q(y)f(y\qi, @)dy. According to the
dicretization procedure of the control space, we can choose
some Uy, € U such that ||} — D|| < 6. Then, we have that

VI:,Q(%) - Vkﬁ@(‘]i)
- /@ Visr o)t g i) dy — / V1 o)l A)dy

< /@ Voo @twlan iy — | Vi o@)ilas, i)dy

@\

<| /@ Vs o)t g i) dy —

@\@\

| / Vi1 o()t(lais 22)dy —

| / Vol

Q)LS +2¢(Q) LS + 741 (Q
= (3¢(Q)L + T141(Q))6,

(ylai )dy — | Viv.oW)iWla, o) dy]

> O

~

Viir1.oWt(Wlai, ok )dy| += G

Vi1 o) (wla, ) dyl +Q, and Eq.

and
Vk Q(Qz)
VE(ylqi, i) dy — /Vk+1 Yt (ylqi, i) dy

Vk(@ (i) —

[ Vet

< |/Vk+1<@ VE(ylas, iy )dy — /Vk+1 oW)t(ylai, fig)dy| +

I/QV;C*H,@(y)t(qui,ﬂZ)dy - /QV;C*H,@(y)t(qui,ﬂZ)dyl
< (26(Q)L + 1:41(Q))6.
Thus, we have
Vira(@:) = Vig(a)] < BA(Q)L + 741(Q))d.
For any = € Q;, i € N[y ], it follows that
|V1:,@(517) - Vk*(@( )
= |Vk*,Q( r) — Vk Q(Qz)|

< Vo) = Vido(a)| + [Viig(a:) —
< (49(Q)L + 7:+1(Q))d = 7(Q)d,

which completes the proof of the inequality (8.

Vkﬁ@(ql'”

APPENDIX C. PROOF OF THEOREM 3]

Let u, be the control input such that (3) holds for any
z € Q.

Only-if-part: Under Assumption [2] the fact that the set
Q € B(X) is an infinite-horizon e-PCIS is equivalent to
Giolr) > Vo € Q. Let 0 = sup,cq Gy (7). Un-
der Assumption 2| G a:) exists for all z € Q. The set

Qf ={z € Q| G ( ) = 0} collects all the states for
which the value of G* Q is maximal over the set Q. Extendmg
Lemma [3[ to infinite-horizon case, we have that the set Q; is
universally measurable. By Lemma 7.16 in [26], we have that
for any p € P(X), there exists a Borel-measurable set Q; C Q
such that p(Q; A Qf) =0.

Next we will show that the set Q is an RCIS. It follows
from Assumption |z| and Lemma |z| that Vz € Qy,

Gr o(@)
= [, e

= @7 (@) / T(dylw, ) +
Qy

T(dyle, uz) + / G o) T(dyle, us)
Q\Qy

[ Growr@e) a4
Q\Qy

< Gl o@)T(Qrle,ug) + GL () T(Q\ Q|7 uz)
o@)(T(Qflz, uz) + T(Q\ Q|2 uz)),

(14) follows from G7 o(z) = G, o(y),Vz,y €
(T5) follows from that G o) > G5 oY), Vo €
Qy,Vy € Q\Qy. Furthermore, since G* Q( x) >e>0,Vr €
Q, and 0 < T(Q|z,u,) < 1, the equahty in Eq. (15) holds if
and only if T(Q¢|z, u,) = 1 and thereby T'(Q\ Qf|z, us)) =
0. Based on the recursion in (2), we have G, o(z) = 1,Vz €
Qy. Hence, the set Q; C Q 1s an RCIS.

(15)

where Eq.




Next let us prove that Vo € Q \ Qy, Eq.(I0) holds. That is
to prove that
@) <T@l + [ Tl u) Ty, )
Q\Q¢
02
+—. (16)
I—p
By Theorem 7 in [23]], the control input u, is also optimal to
the recursion (2). For all k € N, we have Vz € Qy, G, (7) =
1 and Vz € Q\ Qy,
Fra@) = T@slew) + [ Gho()T(dyls, ).
Q\Q¢
Let p = sup,eq\q, f@\@ (dy|z,u,). Note that 0 < p < 1.
Then, Yz € Q\ Qy, we can follow the induction rule to prove
that

t o(@) < T(Qylz, ug) + /
Q\Qy

T(Qfly, wy)T (dy|x, us)
2k

P —=p
T,
which by taking limitation yields that (TI6) holds.

If-part: The proof for the existence of an RCIS Qf C Q
is the same as that of the only if part. As shown above,
the condition T'(Qy|z,u,) = 1 is equivalent to G o(7) =
1,¥x € Q;. We can use induction to prove that Vx € Q\ Qy,

o) = T@lou) + [
Q\Qy
which further implies that G7_

f Q\Qy
guarantee G

f@\@f

ol®) = TQflr,us) +
T(Qyly, uy)T (dy|z, u,). One sufficient condition to

ol®) > e is (TO), T(Qslz, uz) +

Qf|y, uy) (dy|x,u,) > e. The proof is completed.

APPENDIX D. PROOF OF COROLLARY[3]

By Lemma [2] and Theorem [3] the necessary condition in
Corollary [3| can be proven by showing that Yz € Q \ Qy,
there exists a u € U such that

/ G

/ o) T(dylz, w)
Q\Qy

<T@Qle,u) + T(Q\ Qylz,u)
=T(Q|z,u),
where Eq. (17) follows from 0 < G7_ (z) < 1,Vz € Q.

The sufficient condition in Corollafy B] can be proven by
showing that Vz € Q \ Qy, there exists a u € U

e <G5 ol T(dy|z,u) +

a7

* o(@)
= [ e o) T(dylz,u) + / G o) T(dylz, u)
Q\Qy

Qy

where Eq. follows from G, o(z) > € > 0,Vz € Q. One
sufficient condition to guarantee G7_ o(x) > €is T(Qy|x, u)+
€T'(Q \ Qf|x, u) > e. The proof is completed.
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