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The Nash Equilibrium With Inertia in
Population Games

Basilio Gentile “, Dario Paccagnan

Abstraci—In the traditional game-theoretic set up, where
agents select actions and experience corresponding utili-
ties, a Nash equilibrium is a configuration where no agent
can improve their utility by unilaterally switching to a dif-
ferent action. In this article, we introduce the novel notion
of inertial Nash equilibrium to account for the fact that in
many practical situations switching action does not come
for free. Specifically, we consider a population game and
introduce the coefficients c;; describing the cost an agent
incurs by switching from action ¢ to action j. We define an
inertial Nash equilibrium as a distribution over the action
space where no agent benefits in switching to a different
action, while taking into account the cost of such switch.
First, we show that the set of inertial Nash equilibria con-
tains all the Nash equilibria, is in general nonconvex, and
can be characterized as a solution to a variational inequal-
ity. We then argue that classical algorithms for computing
Nash equilibria cannot be used in the presence of switch-
ing costs. Finally, we propose a better-response dynamics
algorithm and prove its convergence to an inertial Nash
equilibrium. We apply our results to study the taxi drivers’
distribution in Hong Kong.

Index Terms—distributed algorithms, games, multiagent
systems, Nash equilibrium, vehicle routing.

[. INTRODUCTION

AME theory has originated to model and describe the
G interaction of multiple decision makers, or agents. One
of the goals is to determine whether decision makers will
come to some form of equilibrium, the most common being
the Nash equilibrium. A set of strategies constitutes a Nash
equilibrium if no agent benefits by unilaterally deviating form
the current action, while the other agents stay put. This notion of
equilibrium has found countless applications, among others
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to energy systems [1], transmission networks [2], commodity
markets [3], traffic flow [4], and mechanism design [5].

While the concept of Nash equilibrium does not account for
the cost incurred by agents when switching to a different action,
in practical situations decision makers often incur a physical,
psychological, or monetary cost for such switch. This is the
case, for example, when relocating to a new neighborhood [6],
or when switching financial strategy in the stock market [7]. If
the decision makers are humans, the psychological resistance to
change has been documented and studied at the professional and
organizational level [8], at the individual and private level [9],
and at the customer level [10].

To take into account such phenomena, we introduce the novel
concept of inertial Nash equilibrium. Specifically, we consider a
setup where a large number of agents choose among n common
actions. Agents selecting a given action receive a utility that
depends only on the agents’ distribution over the action space,
in the same spirit of population games [11]. In this context,
a Nash equilibrium consists in an agent distribution over the
action space for which every utilized action yields maximum
utility. The same concept was proposed in the seminal work of
Wardrop for a route-choice game in road traffic networks [4].
We extend this framework and model the cost incurred by any
agent when switching from action ¢ to action j with the nonneg-
ative coefficients c;;. We define an inertial Nash equilibrium
as a distribution over the action space where no agent has any
incentive to unilaterally switch action, when accounting not only
for utility gain but also for switching cost.

Utilizing the notion of Nash equilibrium would incorrectly
label many distributions as “not of equilibrium,” in spite of
the fact that agents would stick to them due to the presence
of switching costs.

A. Contributions

The main contributions of this article are as follows.

1) We introduce the notion of inertial Nash equilibrium,
which leverages switching costs to realistically de-
scribe many applications arising in competitive decision
making.

2) We show that the set of inertial Nash equilibria can be
characterised through a variational inequality (VI) (see
Theorem 1) and prove a strong negative result: the cor-
responding VI is nonmonotone in all nondegenerate in-
stances with decreasing utility functions (see Theorem 2).
Thus, existing variational inequalities algorithms are not
suitable for computing an inertial Nash equilibrium.

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
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3) Additionally, we show that classical algorithms for Nash
equilibrium are not suitable for finding inertial Nash equi-
libria, as they violate the agents’ rationality assumption by
requiring them to perform detrimental moves. Motivated
by these shortcomings, we propose a better-response dy-
namics algorithm, where agents switch action only if it is
to their advantage when factoring the switching cost. We
prove convergence to an inertial Nash equilibrium under
weak assumptions (see Theorem 3).

We also position the concept in the context of existing litera-
ture, notably in relation to population games [11] and migration
equilibria [12]. Furthermore, we show that introducing switch-
ing costs leads to a larger set of equilibria that is in general not
convex, even if the set of Nash equilibria without switching costs
is convex.

Organization: In Section II, we introduce the notion of inertial
Nash equilibrium, show its nonuniqueness and the nonconvexity
of the equilibrium set. A comparison with related works is
presented in Section II-C. In Section III, we reformulate the
inertial Nash equilibrium problem as a VI, study its monotonicity
(more precisely, the lack thereof), and showcase how existing
algorithms violate the agents’ rationality assumption. In Sec-
tion IV, we propose a better-response dynamics algorithm that
provably converges to an inertial Nash equilibrium. Section V
presents model extensions. In Section VI, we validate our model
with a numerical study of taxi drivers’ distribution in Hong
Kong. Appendices A and B contain background material, and
all the proofs.

Notation: The space of n-dimensional real vectors (resp.
nonnegative, strictly positive) is denoted with R" (resp. RZ,
R% ). The symbols 1,, and 0,, indicate the n-dimensional vector
of unit entries and zero entries, respectively. If x,y € R”, the
notation x > y indicates that x; > y; for all j € {1,...,n}.
The vector e; denotes the ith vector of the canonical basis.
Given A € R™", A > 0(= O)ifandonlyifz Az = 1z" (A +
ATz > 0(> 0), for all x # 0,,. || A]| is the induced 2-norm on
A. Given g(z) : R” — R™, we define V,g(z) € R™"™ with
Vag(x)]i; = a“gz(f). If n =m =1, we use ¢'(z) to denote
the derivative of g at the point . I,, denotes the n x n identity
matrix. Proj, [x] is the Euclidean projection of the vector = onto
a closed and convex set X.

II. INERTIAL NASH EQUILIBRIUM: DEFINITION AND EXAMPLES
A. Definition of Inertial Equilibrium

We consider a large number of competing agents with a

finite set of common actions {1,...,n}. For selecting action
i €{1,...,n}, an agent receives a utility u;(z), where x =
[€1,...,2,], and x; denotes the fraction of agents selecting

action 7. Observe that, with the introduction of the utility func-
tions u; : R%, — R, we are implicitly assuming that the utility
received by playing action i only depends on the distribution of
the agents, and not on which agent selected which action, a mod-
eling assumption typically employed in population games [11].
Within this framework, a Nash equilibrium is a distribution over
the action space where no agent has any incentive in deviating

to a different action.! This requirement can be formalized by
introducing the unit simplex in dimension n, denoted with S,
and its relative interior S

S={zeR"st.x>0, 1,2 =1}
Sy ={reR"stx>0, 1 =1}

Definition I (Nash equilibrium [4]): Givenn utilities {u;}}"_,
with u; : RZ; — R, the vector Z € S is a Nash equilibrium if

Vi, je{l,...,n}. (1)

Despite being widely used in the applications, Definition 1
does not account for the cost associated with an action switch.
We extend the previous model by introducing the nonnegative
coefficients c;; to represent the cost experienced by any agent
when switching from action ¢ to j. We then define an inertial
Nash equilibrium as a distribution over the action space where
no agent can benefit by switching to a different action, taking
into account the cost of such switch.

Definition 2 (Inertial Nash equilibrium): Given n utili-
ties {u;}" 1, u; : R%, — R, n? nonnegative switching costs
{eij}i =1, the vector 7 € S is an inertial Nash equilibrium if

a’ci>0:ui(9’c)2uj(§:)—cij Vi,jE{l,...,n}. 2)

In the remainder of this article, we focus on problems where
there is no cost for staying put, as formalized as follows.

Standing assumption: The switching costs satisfy ¢;; = 0 for
alli € {1,...,n}.

Observe that conditions (1) and (2) do not impose any con-
straint on actions that are not currently selected by any agent
(i.e., those with z; = 0). In other words, the utility of one such
action can be arbitrarily low, and the configuration Z still be an
equilibrium. The following lemma shows that the set of inertial
Nash equilibria contains the set of Nash equilibria, due to the
nonnegativity of ¢;;.

Lemma 1: A Nash equilibrium is an inertial Nash
equilibrium.

The proof follows from Definitions 1 and 2, since condition
(1) implies condition (2), as ¢;; > O foralli,j € {1,...,n}.In
the following, we refer to an (inertial) Nash equilibrium as just
an (inertial) equilibrium.

Despite being a natural extension to the traditional notions of
equilibrium in game theory, to the best of authors’ knowledge
Definition 2 is novel. Its relevance stems from the observation
that the coefficients ¢;; can model different and common phe-
nomena, such as follows:

1) the tendency of agents to adhere to their habits, their reluc-
tance to try something different, their loss aversion [13],
or their risk aversion [14];

2) actual costs or fees that agents incur for switching ac-
tion [15];

3) the lack of accurate information about other options [16].

In the following, we provide two examples of problems that
can be captured within this framework.

'While we study the case where 1« = 1, this is without loss of generality
as identical results carry over to the case where 1,)x = v > 0.



5744

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 66, NO. 12, DECEMBER 2021

1) Area Coverage for Taxi Drivers: Understanding and pre-
dicting the spatial distribution of taxi drivers has attracted the
interest of the transportation community [17], [18]. In our
framework, the drivers correspond to agents and geographical
locations to available actions. Each utility describes the prof-
itability of a given location, which depends on the arrival rate
of customers and on the fraction of drivers available in that
location. The cost (fuel and time) that a driver incurs while
moving between two different locations is captured by ¢;;. Such
model can help predict the driver distribution.

2) Task Assignment in Server Network: Consider a finite num-
ber of geographically dispersed servers connected through a net-
work [19]. Each server corresponds to an actioni € {1,...,n}.
A large number of agents has a list of jobs that originates in
various nodes on the network and wishes to execute this list as
swiftly as possible. The speed at which each server can process a
job depends on the load on the server and is captured by u; (z;).
Moving a job between server ¢ and j requires an amount of
time and resources captured by c;;. This model can predict how
agents distribute their jobs over the set of servers.

B. Nonuniqueness and Nonconvexity of the
Equilibrium Set

The following example shows that the set of inertial equilibria
is in general neither convex nor a singleton. This will pose
significant algorithmic challenges, as discussed in Section III.

Example 1: Let n = 3, and consider utilities and switching
costs of the form

up(r) =1.2 — a2y 0 02 03
ug(z) =12—29 C=|1 0 0.8
ug(z) =1— a3 01 1.2 0

where the entry (i, j) of C equals ¢;;. Note that z3 = 1 — z1 —
Z9. The equilibrium conditions (2) then become

z1 >0 = (3a)
1 >0 = ]:cg < 2z, + 1.5\ (3b)
xo >0 = To <x1+1 (3¢)
x9 >0 = To < —0.521 +1 (3d)
z3 >0 = ]xg > 21, + 1.1\ (3e)
z3 >0 = 2@y > —x1 (3f)

where inequalities (3c), (3d), (3f) are already implied by = € S.
We color the remaining three inequalities according to Fig. 1,
which reports the solution to (3) (i.e., the inertial equilibrium
set) in gray.

We note that the inertial equilibrium set is not a singleton.
The lack of uniqueness is due to the positivity of the coefficients
¢;j. Indeed, if ¢;; = 0 for all 4, j, then the inertial equilibrium
set coincides with the equilibrium set of Definition 1, which
is a singleton marked in blue in Fig. 1. Moreover, the inertial
equilibrium set is not convex. This is due to the line joining
the point (0.1, 0.9) to (0, 1) in Fig. 1. The points on this
segment belong to the inertial equilibrium set even though they

1 [ [ T T
¥ Nash equilibrium
0.8 -
0.6 |- .
Xo .
0.4 |- s
0.2 :
0 1 il 1 il .
0 0.2 04 0.6 0.8 1
T
Fig. 1. Shaded region, including the thick red, yellow, green, and

black lines, represents the inertial Nash equilibrium set for Example 1
projected on the plane (z1, z2). The component z3 can be reconstructed
from x3 = 1 — 1 — z2. The dashed line represents the simplex bound-
ary, while the yellow, green, and red lines describe the inequalities in (3).
The blue point is the unique Nash equilibrium z = [0.4, 0.4, 0, 2], which
satisfies condition (1).

donotsatisfy xo > —2x71 + 1.1. This is because (3e) is enforced
only when x5 > 0, whereas x3 = 0 on the considered segment.
The observed nonconvexity of the solution set is, in a sense,
structural. To see this, note that, by Definition 2, a point x € S
is an inertial equilibrium if and only if it lies at the intersection
of inequality constraints of the form u;(x) — ¢;; — u;(x) < 0;
these might be nonconvex, even if we restrict attention to convex
or concave utility functions.

Remark 1: While equilibrium uniqueness often makes the
analysis simpler, this property does not always hold in real-world
competitive decision making, see [20] for a discussion. Instead,
convergence to one outcome or another often depends on the
initial conditions and on the process utilized to revise the de-
cisions [21], with examples ranging from road-traffic network
to internet-routing. In this respect, it is worth remarking how
celebrated notions, such as that of price of anarchy (the quality
of the worst-performing equilibrium [22]), hinge precisely on the
existence of multiple equilibria. Hence, multiplicity of equilibria
should not be understood as an unwanted side-effect arising
when accounting for switching costs, but instead as an element
that enriches the model.

Example 2: In this example, we show that an inertial Nash
equilibrium might exist even in absence of Nash equilibria.
Consider a game with two actions and discontinuous utilities
depicted in Fig. 2 as a function of x1, since 1 + 2 = 1. The
switching costs are ¢117 = a2 = co1 = 0, while ¢12 > ua(1 —
T1) —up(Z1). It is immediate to observe that no strategies
(21, x2) constitute a Nash equilibrium, whereas (Z1,1 — Z1)
is an inertial Nash equilibrium. We note that existence of Nash
equilibria is guaranteed within our setting by merely assuming
continuity of the utility functions (a direct application of the
forthcoming Lemma 1 and Theorem 1).

C. Related Work

The notion of inertial equilibrium is, to the best of authors’
knowledge, novel, due to the presence of the switching costs
¢;j. Similar models to that studied in this article arise in the



GENTILE et al.: NASH EQUILIBRIUM WITH INERTIA IN POPULATION GAMES

5745

uz (1l — 1) :
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0 I 1, 1

Fig. 2.  Utilities of the game in Example 2.

context of population games (see [23], and references therein)
with two important differences. First, we observe that in all these
works switching cost are not accounted for, i.e., ¢;; = 0, thus
limiting the analysis only to equilibria in the sense of Definition 1
and not in the sense of Definition 2, which is instead the
focus here. Second, the literature of population games focuses
on the analysis and design of continuous-time agent dynamics
that achieve an equilibrium in the sense of Definition 1, with
different works providing local [11], [24] and global [25], [26]
convergence guarantees. While a particular class of dynamics
known as imitation dynamics are reminiscent of the discrete-
time Algorithm 2 presented here, [11] and references therein
provide convergence results to an equilibrium set (in the sense
of Definition 1), whereas we provide convergence to a point in
the inertial equilibrium set.

Additionally, we observe that mean-field games [27], [28]
share with population games the fact that the agents are influ-
enced by the overall population behaviour, and that both classes
of games do not consider switching costs. We also note that
within single-agent optimization formulations accounting for
switching costs have been recently studied in [29] and [30].

A more closely related equilibrium concept was proposed in
the study of migration models in the seminal works [12], [31]
by Nagurney. These works introduce the notion of migration
equilibrium in a way that resembles Definition 2, but with a
number of important differences. Indeed, the problem formula-
tion is different. In the migration equilibrium problem, we are
given a fixed initial distribution 2° € S, with x? representing the
fraction of agents residing at a physical location j. These agents
receive utility u;(z°). The initial distribution 2 is transformed
into the final distribution 2! € S, which is a function of the
migrations (fi;);';—; (the decision variables). Each migration
comes with a migration cost ¢;;(f;;), which is a function of
the number f;; of agents migrating. A migration equilibrium
consists of a set of migrations (fi;); j=1 such that, considering
the fixed initial utilities u(z°), the migration costs ¢;;(f;;) and
the final utilities u(z), no other set of migrations is more conve-
nient. The difference between the two problems is fundamental.

For instance, there exists a unique migration equilibrium? for
the utilities of Example 1, which instead admits a set of several
inertial equilibria. Finally, while the better-response algorithm,
we will introduce in Section IV can be interpreted as the natural
dynamics of the agents seeking an equilibrium, this is not the
case for the algorithms proposed to find a migration equilibrium,
which are instead VI algorithms to be carried out offline (in
the sense that the agents execute an algorithm to agree on the
migrations and then carry out the agreed migrations).

[ll. VI REFORMULATION

In this section, we first recall that the set of equilibria defined
by (1) can be described as the solution of a certain VI. We
then show that a similar result holds for the inertial equilibrium
set of (2). While the former equivalence is known, the latter
connection is novel and requires the definition of the VI operator.
The interest in connecting the inertial equilibrium problem with
the theory of variational inequalities stems from the possibility
of inheriting readily available results, such as existence of the
solution, properties of the solution set, and algorithmic conver-
gence. Basic properties and results from the theory of variational
inequalities used in this article are summarized in Appendix A.

Definition 3 (Variational inequality): Consideraset X C R"”
and an operator F' : X — R™. A pointz € X is a solution of the
VI(X, F) if

F@)'(z—2)>0 Vo eX.

The VI problem was first introduced in infinite dimensional
spaces in [32], while the finite-dimensional VI in Definition 3
was studied for the first time in [33]. The monograph [34]
includes a wide range of results on VI, amongst which their
connection to Nash equilibria.

Proposition 1 (Equilibria as VI solutions, [23, Th. 2.3.2]): A
point Z € S is an equilibrium if and only if it is a solution of
VI(S, —u), where u(z) := [u;(x)] ;.

The following theorem shows that inertial equilibria can also
be described by a VL.

Theorem I (Inertial equilibria as VI solutions): A point z €
S is an inertial equilibrium if and only if it is a solution of
VI(S, F), where

Fz) = [Fi(@)li

Fi(z) = @

~ max
Je{1,...,n}

(uj(x) —ui(z) — ¢ij).
If the utilities are continuous, the existence of an inertial equi-
librium is guaranteed.

Finally, we show that VI(S, F') reduces to VI(S, —u) in
absence of switching costs, as one would expect.

Lemma 2: 1f ¢;; = 0 for all 4, j, then VI(S, F') is equivalent
to VI(S, —u).

The migration equilibrium problem introduced in Section II-
C also admits a VI characterization [35, eq. (5.11)], which is
inherently different from VI(S, F'). Indeed such VI admits one
unique solution in the setup of Example 1 if ¢;; is a strictly

2Uniqueness holds for any initial distribution :°

cost ¢;; is a decreasing function of f;; for all 4, j.

, assuming that the migration
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decreasing function of f;;, while Fig. 1 shows that there are
infinitely many inertial equilibria. The analogous of Lemma 2
holds also for the migration equilibrium VI, which reduces to
VI(S, —u) if the migration costs c;; are zero.

A. Lack of Monotonicity

If the operator F'in VI(S, F’) is monotone (see Definition 6 in
Appendix A), an inertial equilibrium can be computed efficiently
using one of the many algorithms available in the literature of
variational inequalities (see [34, Ch. 12]). On the contrary, if
this is not the case, the problem is known to be intractable in
general, as nonmonotone variational inequalities supersede non-
monotone linear complementarity problems, which are known
to be N"P-complete [36].

Since Proposition 6 in Appendix A, ensures that the solution
set of a VI with monotone operator is convex, and since the
inertial equilibrium set of Fig. 1 is not convex as explained in
Section I, it follows that the corresponding VI operator /' cannot
be monotone. The question is whether this observation extends
to more general settings. In the following, we provide a strong
negative result showing that the VI operator is nonmonotone in
all nondegenerate instances of the inertial equilibrium problem
where the utility functions are decreasing.

Theorem 2 (F is not monotone): Assume that for all 7 €
{1,...,n} the function u; is Lipschitz and that V,,u;(z) <0
forallz € S.Ifthereexists apointZ € S, whichisnot an inertial
equilibrium, then F' is not monotone in S.

The theorem certifies that either every point of the simplex
is an equilibrium, or F' is not monotone and consequently there
are no efficient algorithms to solve the VI problem [34]. The
only technical assumption is that V,u;(x) < 0, which is true
for many applications; indeed the condition implies that u;(x)
is decreasing in the number of agents on action 7 increases, as
commonly assumed in congestion problems [5], [37]. Moreover,
the condition can be further weakened, as for the proof it suffices
V. tix (2*) < 0 only for specific *, i* defined in Appendix B.

We conclude this section by pointing out that Example 1
satisfies the conditions of Theorem 2. The lack of monotonicity
of the corresponding operator [ is confirmed by the fact that
V. F(x) is not positive semidefinite for all z € S (a condition
equivalent to monotonicity, see Proposition 5 in Appendix A).
Indeed, there are points where V, F(x) + V,F(z)" is indefi-
nite, e.g., & = [0.2, 0.2, 0.6], where

0 0 -1
V.F(@)+V,F@&"'=]0 0 0
-1 0 2

B. Existing Algorithms Violate the
Rationality Assumption

Lemma 1 ensures that any equilibrium is an inertial equilib-
rium. Thus, one might try to use an algorithm for computing
an equilibrium to determine an inertial equilibrium. A number
of difficulties make this approach impractical. In this section,
we describe one such algorithm and highlight its drawbacks in
the computation of an inertial equilibrium, which we generalize
to other algorithms at the end of the section. We consider the

Algorithm 1: Projection Algorithm.
p>0,k=0,20)€eS

2(k+ 1) = Proj [z(k) + pu(a(k))]
k+—k+1 °

Initialization:
Iterate:

projection algorithm [34, Alg. 12.1.1] for VI(S, —u), where
x(k) indicates the iterate k of the algorithm.

Proposition 2: If u; is L-Lipschitz for all ¢, p < 2/L, and if
there exists a concave function § : R™ — R such that V,0(z) =
u(z) for all € S, then Algorithm 1 converges to an equilib-
rium, and thus, an inertial equilibrium.3

In the following, we analyze the behavior of Algorithm 1 on
Example 1, and use it to highlight two fundamental shortcomings
of this approach. We begin by observing that & = [Z1, Z2, T3] =
[0.4,0.4,0.2] is an equilibrium, as it solves VI (S, —u), since
forallz € §

-

—u1 (%) x1 T
—ug(T2) To| — [ T2
—u3(73) x3 z3
—08] [[x] [&
= |—-0.8 To| — [Z2 =0.
—0.8 T3 T3

Additionally, [Z1, Z2, Z3] = [0.4, 0.4, 0.2] is the unigue solution
of VI(S, —u), and thus, the unique equilibrium (see [34, Th.
2.3.3]). This is consistent with Lemma 1 and Fig. 1. Thanks
to Proposition 2, Algorithm 1 converges to  [L = 1 for the
utilities in (3), so that we have to select p < 2]. With the choice
of p = 1, it is immediate to verify that Algorithm 1 converges
in one iteration for any initial condition z(0).

We now consider the following two cases: i) the case in
which z(0) is neither an inertial equilibrium nor an equilib-
rium; ii) the case in which 2(0) is an inertial equilibrium, but
not an equilibrium. Case i) consider z(0) = [0.4,0.2,0.4]. The
point 2(0) is not an inertial equilibrium (and thus not an equi-
librium), because x3(0) > 0 and uz(x(0)) =1—-0.4 =0.6 <
0.7=10.8 — 0.1 = uy(x(0)) — c31. The first iteration of Algo-
rithm 1 amounts to a mass of 0.2 being moved from action i = 3
to action ¢ = 2. Nevertheless, we observe that agents selecting
action ¢ = 3 are not interested in switching to action 7 = 2. In-
deed uz(x(0)) = 0.6 > —0.2 = ua(z(0)) — c32, so the switch
from ¢ = 3 to ¢+ = 2 is detrimental for the agents performing
it. Case ii) Consider z(0) = [0.4, 0.3, 0.3], and note that z:(0) is
already an inertial equilibrium. Nonetheless, Algorithm 1 forces
a mass of 0.1 to switch from action 3 to 2.

The drawbacks of Algorithm 1 are summarized as follows.

3The existence of a concave § whose gradient matches u(z) is guaranteed
if u; depends only on x; and is decreasing. This case covers a wide range of
applications. If no § whose gradient matches wu(x) exists, but —u is monotone,
one can resort to a different algorithm such as the extra-gradient algorithm [34,
Th. 12.1.11]. Finally, observe that if —u is strongly monotone (see [34, Def.
2.3.1]), the projection algorithm converges without requiring the existence of
0(x) (see [34, Alg. 12.1.1]).
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1) It violates the rationality assumption: agents are forced
to switch action even when such switch is detrimental to
their well being; this can even lead to forcing the agents
to switch action when already at an inertial equilibrium.

2) The projection step requires the presence of a central
operator. Such operator needs information not only on
the utilities u; (z(k)) for all 7, but also on z (k).

We note that drawback i) does not only apply to the specific
Projection Algorithm 1, but rather to any algorithm, which
solves VI (S, —u) (as, for example, the splitting methods and
proximal-point methods reported in [34, Ch. 12]), because such
VI does not account for the switching costs. The same is true for
any population game algorithm [23], including the best-response
dynamics and the replicator dynamics [25], as they attempt to
solve a game with no notion of switching costs.

In the following section, we overcome these issues and present
a better-response dynamics that

1) provably converges to an inertial equilibrium;

2) respects the agent’s strategic nature;

3) requires limited coordination.

IV. BETTER-RESPONSE ALGORITHM

We begin by introducing the definition of the envy set.
Definition 4 (Envy set): Given x € S, for each ¢ such that
x; > 0, we define the envy set of 7 as

EM(x) ={je{l,....n}stou;(z) <wuj(x) —cij}

whereas for ¢ such that z;; = 0, we define £ () = ().

Informally, the envy set E''(x) contains all the actions j to
which agents currently selecting action ¢ would rather switch
to. The following fact immediately follows from Definitions 4
and 2 of inertial equilibrium.

Lemma 3: ApointZ € Sisaninertial equilibrium if and only
ifz € Sand EM(z) =0, foralli € {1,...,n}.

The proposed Algorithm 2 involves a single, intuitive step. At
iteration k, let (k) € S denote the distribution of the agents on
the resources. For every action ¢, a mass z;_;(k) € [0, z;(k)]
switches from action ¢ to some other action j € E™(z(k)), that
is, the movement takes place only if the alternative action j is
attractive for agents currently selecting action ¢. This simple
dynamics is described in Algorithm 2, where we denote with
ui(k) = ui(x(k)), E(k) = E"(x(k)) for brevity.

Algorithm 2: Better-Response Algorithm.
Initialization: k=0, 2(0) € S
Iterate: Az(k) <0
repeat for all 7, j € £"(k)
choose z;_,;(k) € [0, z;(k)]
A.Q?Z(k‘) — A.ﬁl(k‘) — l‘iﬁj(k‘),
AI](]C) — Al‘j(k) + xHj(k),
end repeat
x(k+1) + z(k) + Ax(k)
k+—k+1

Different expressions of x;_,;(k) in Algorithm 2 give rise to
a plethora of different agents’ dynamics. This is analogous to

evolutionary dynamics in population games, where the specific
dynamics depend on the expression of the revision protocol [23,
p. 121]. At this stage, we rather not give a particular expression
to x;,;(k), as the convergence of Algorithm 2 is guaranteed
under very weak conditions and different choices of z;_,;(k).
A possible modeling assumption sees agents switching from a
less attractive action 4 to a more favorable action j € E'(k)
independently from the value of the utility u; (k). For instance,
this can be achieved by setting x;_,; (k) = Sz;(k) with 3 > 0. A
different modeling assumption entails agents being responsive
to the level of the utility u; (k) over all j € £M(k), and thus
redistributing themselves based on the perceived gain. Both
these cases (and many more) are covered by Theorem 3.

We observe that Algorithm 2 does not present any of the
issues encountered with the use of Algorithm 1. First, agents
switch action only if the switch is convenient and no agent
switches if the current allocation is an inertial equilibrium.
Second, there is no need for a central operator, and each agent
requires information only regarding the other actions’ utilities
u(x(k)). As a consequence, Algorithm 2 can be interpreted as
the natural dynamics of agents switching to a more favorable
action whenever one is available.

Theorem 3 (Convergence of Algorithm 2): Assume the
following:

1) foreachi € {1,...,n} the utility u; depends only on x;,
that u; is nonincreasing and L-Lipschitz;

2) there exists cmin > Osuchthatc;; > cmin forall # j with
i,7€{1,....,n}

3) thereexist0 < 7 < 1,ande > Osuchthatateachiteration
ke N, z;;(k) >0foralli € {1,...,n},j € E(zk),

and
T (k) < Z zisi(k) <axi(k), ie{l,...,n} (5a)
je&M (k)
S wiyk) < C“i —e, je{l,....n}. (5b)
i:jeEf”‘(k)

Then, (k) in Algorithm 2 converges to an inertial equilibrium
Z. If additionally Z € S, then the algorithm terminates in a
finite number of steps.

The first assumption is typical of many congestion-like prob-
lems, see [38, eq. (2.1a)] for traffic networks, [1, eq. (4)] for
plug-in electric vehicles, [39, eq. (3)] for taxi drivers. The
second assumption is technical, and requires the switching costs
between different actions to be strictly positive. With respect to
the third assumption, the requirement on the right-hand side
of (5a) together with the condition z;_,;(k) > 0 for all i €
{1,...,n}, j € EM™(xk), is needed to ensure that (k) remains
in the simplex. Thus, the only nontrivial constraint imposed on
x;—; (k) is that on the left-hand side of (5a), and that of (5b);
these are discussed in detail in Remark 2 below. Finally, we
note that the proof of Theorem 3 does not require the agents
to move synchronously. As a consequence, an asynchronous
implementation of Algorithm 2 is also guaranteed to converge.

Remark 2 (Tightness of conditions (5a) and (5b)): Condi-
tion (5a) is a mild requirement. It merely asks for a minimum
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proportion of agents to move from their current unfavorable ac-
tion to a better one. Equation (5b), on the other hand, requires that
only small fractions of the population switch action exactly at the
same time. This is a realistic assumption for large populations,
which are the focus of population games. Without condition
(5b), the algorithm may not converge, as shown with the fol-
lowing example. Consider n = 2, uq(z1) = 1 — 21, ua(z2) =
1 —xa, ¢12 = o1 = 0.5, and note that cy/L = 0.5. Take
0 > 0 small enough and initial condition z1(0) = 0.75 4 /2,
x2(0) = 0.25 — 6/2. Since u1(0) = 0.25 — 6/2 and u2(0) =
0.75 + §/2, then z(0) is not an inertial equilibrium. Assume
that, as a consequence, 0.5 + 0 > Cpin/L units of mass switch
from action 1 to action 2, resulting in x;(1) = 0.25 — /2,
x2(1) = 0.75 4+ 6/2, and thus, uy(1) =0.75 4+ 6/2, us(1) =
0.25 — §/2, so x(1) is not an inertial equilibrium either. A
repeated transfer of 0.5+ § mass from the action which is
worse-off to the one which is better-off results in z(2k) = z(0)
and z(2k + 1) = x(1). Thus, a slight violation of (5b) brakes
the convergence of Algorithm 2.

We point out that the computational complexity of Algorithm
2 depends on the particular choice of z;_,; (amount of agents
moving to more promising actions). This is analogous to evolu-
tionary dynamics in population games, where different choices
of revision protocol give rise to a plethora of different dynamics,
each presenting specific convergence rates [23, p. 121]. For
this reason, an in-depth analysis of computational complexity
of Algorithm 2 is beyond the scope of this work.

V. EXTENSIONS

We present three extensions of the inertial equilibrium prob-
lem, and highlight how the results can be adapted.

Nonengaging agents: With the current Definition 2 all the
agents are forced to engage, i.e., to choose one of the actions in
{1,...,n}.Letus now consider an extra action labeled e, so that
the extended actions setis {1,...,n,e}. We set ¢je = cc; =0
forall j € {1,...,n} and u.(z) as some constant value repre-
senting, for instance, the utility perceived when not participating
in the game. Introducing the additional action e allows for agents
to join and leave the game according to their interests.

For example, in the taxi area coverage application presented
in Section VI, action e could represent electing to temporarily
not work as a driver.

Atomic Agents With Discrete Action Set: Instead of a contin-
uum of agents, one could consider a finite number M of atomic
agents. Each agent possesses unitary mass and can choose only
one of the actions {1, ..., n}. The utility u; is then a function of
how agents distribute themselves over the actions. The definition
of inertial equilibrium requires that no agent i € {1,..., M}
has an incentive to switch action, considering the utilities of the
alternative actions and the corresponding switching costs. The
model with a continuum of agents studied earlier represents, in
a sense, the limiting case obtained as the number of agents M
grows. Since the action space is discrete, the reformulation as
a VI is not possible. Nonetheless, one can use Algorithm 2 by
letting an agent ¢ switch to an arbitrary action whenever such
action s attractive. A similar convergence result to that presented

in Theorem 3 will hold. In particular, convergence is guaranteed
if conditions (5a) and (5b) are satisfied, where we substitute
the expression ) ;. £ou (k) Tivsj (k) with the fraction of (discrete)
agents that change action at time step k.

Multiclass Inertial Equilibrium: The concept of inertial equi-
librium relies on the idea that each agent perceives the same
utility u; and the same switching costs ¢;;. This assumption can
be relaxed by introducing different agents’ classes, in the spirit
of [12]. Let A be the total number of classes, and ¢ be the mass
of agents belonging to class o € A, which choose action j. We
denote z; = S°4_ 2% and 2 = {22},

Definition 5: Consider utilities u§* : R%; — R, switching
costs ¢7; > 0 and masses v* > 0, with i,je{l,...,n},a €
{1,..., A}. The vector & = [z',..., 7] € R™ is a multiclass
inertial equilibrium if * > 0,, 4, ILIJ’UO‘ = v for all o, and

3 > 0= u(Z,) > uf(ZTr) — ¢y

Vjie{l,...,n}

for all i € {1,...,n} and o € {1,..., A}, where the vector
T, =0 T

Note that even though different classes might perceive differ-
ent utilities at the same action 7, each of these utilities is a func-
tion of the sole distribution of the agents on the actions, i.e., of the
reduced variable x,.. This is indeed what couples the different
classes together. Upon redefining S = S! x -+ x §4 ¢ R4
as the Cartesian product of the weighted simplexes S = {z* €

75, 1) 2% = ~*}, one can redefine F' : S — R%{}, where
F(a) = [F@)]A,)]

a=1]j=1

A A
F]‘?‘ (x) = he?llii.}in} (u(f; (O; x“) — uj‘?‘ (O; xa> — c;.xh>.

Using a straightforward extension of the proof of Theorem 1,
one can show that the set of multiclass inertial equilibria co-
incides with the solution set of VI (S, F'). Theorem 2 about
lack of monotonicity also extends to the multiclass case. Finally,
Algorithm 2 can also be modified appropriately to account for
the presence of multiple classes, and a similar convergence result
to that of Theorem 3 follows.

VI. APPLICATION: AREA COVERAGE FOR TAXI DRIVERS

In this section, we apply the theory developed to the problem
of area coverage for taxi drivers. Understanding the spatial be-
havior of taxi drivers has attracted the interest of the transporta-
tion community [17], [18], as it allows us to infer information
for diverse scopes, including land-use classification and analysis
of collective behavior of a city’s population.

We focus on the urban area of Hong Kong, as the work [40]
provides relevant data for our model. The authors of [40] divide
the region of interest into n = 18 neighborhoods. We aim at
determining an equilibrium distribution of the drivers across the
different neighborhoods of the urban area, where each neighbor-
hood corresponds to an action in the inertial game. We assume
that a taxi driver in neighborhood ¢ enjoys the utility u;(z;),
depending on the fraction x; of taxi drivers covering the same
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Fig. 8. Utility distribution at the equilibrium z achieved by Algorithm 2
with initial condition z(0) = 1,,/n. The values are expressed in HK$ per
hour. The map is that of [40, Fig. 1]. The central neighborhoods yield
highest utilities, as one would expect.

neighborhood. This takes the form of
ui(x;) = ati(x;) — K (6)

where «; is the average profit per trip in HK$ as by [40, Fig. 4],
and ¢;(x;) is the expected number of trips per unit time, both
relative to location ¢. The parameter « represents the operational
cost per unit time.* The expression for ¢;(z;) can be derived
from the matching probability m;(x;), which describes the
probability that a taxi stationing in location ¢ is matched to a
customer in a window of time of length 7". According to both [39,
eq. (4)] and [41, eq. (3)], we have

Py

mz(xl) =1 — e Tivtot

where xo is the total number of drivers in the system, and
customers are assumed to arrive in each window of length T’
according to a Poisson distribution with rate p; [39, Sect. 3.1]. It
follows? that the expected time before a taxi is matched equals
T /m;(x;), and therefore, a taxi is expected to complete a ride
in an amount of time equal to T'/m;(z;) + D, where D is the
average duration of a trip. Hence, the expected number of trips
per unit time in location i is ¢;(z;) = (T/m;(x;) + D)7}, ex-
pression which fully characterizes the utility u; in (6). Through
simple algebraic manipulations, u; can be shown to be nonnega-
tive, nonincreasing forz; > 0. Weset 7' = 1 min, 2ty = 15333
according to [40, Sec. 2.1], D = 10 min [40, Sec. 2.2], and
choose p; to be proportional to the values in [40, Fig. 3], assum-
ing a total number of daily passengers given by [42, Sec. 2]. With
the chosen parameters, the Lipschitz constant of {u;(x;)}",
with x; € [0,1] can be numerically found to be L = 6.8 - 103.
We let ¢;; = c;; equal the fuel cost® of a trip from location 4 to

4Since & is independent of the location, its value does not play a role in
determining location equilibria. This is because « appears in both sides of (2)
and, thus, cancels out.

SThis follows from the assumption that being matched in a future time window
is independent of being matched in the current time window.

The fuel cost per km is given by [40, Sec. 2.2], the distances by [43].

TABLE |
ITERATIONS NEEDED FOR CONVERGENCE OF ALGORITHMS 1 AND 2 FOR
DIFFERENT VALUES OF p AND 3

Algorithm # iterations mean # iterations st. dev.
Alg. 1, p = ptheory 7213 743
Alg. 2, B = gtheory 59 696 12503
Alg. 1, p = 100 - ptheory 150 6
Alg. 2, B =100 - gtheory 621 109

Alg. 1, p = 1000 - ptheory
Alg. 2, 8 = 1000 - gtheory 121 23

does not converge  does not converge

We report mean and standard deviation for 100 repetitions with random z(0) € S.

7, spread over an horizon of 15 min. In other words, a driver is
willing to move from location : to j, if after spending 15 min in
the new location j, she would have made up a net profit at least
as high as that in location i, plus the fuel cost.

In our numerical study, we compare the projection Algo-
rithm 1 with the better-response Algorithm 2, with stopping
criterion ||z (k + 1) — z(k)|| < 1075 and equal neighbor redis-
tribution function z;_,;(k) = Bz,(k), j € E (k). For Algo-
rithm 1, we choose a step-size pthe°™ = 1.5-10* slightly
smaller than 1/L to ensure convergence as by Proposition 2.
The remaining assumptions of Proposition 2 hold as there exists
a function #(x) such that V.6 (z) = u(z) (see footnote 3). Simi-
larly, to ensure convergence of Algorithm 2, we choose a stepsize
ptheery = 2.4. 107° slightly smaller than ¢y, /L following the
requirement’ of Theorem 3.

Table I (top) shows that the number iterations required to
reach convergence is substantial, due to the small values of
p and 8 imposed by the theoretical convergence bounds. For
this reason, we perform two additional simulations. We also
perform additional simulations with larger step sizes for which
convergence is not theoretically guaranteed. When step-sizes are
multiplied by a factor of 100, both algorithms converge in all
different repetitions with random initial conditions within much
fewer iterations, as reported in Table I (mid). When the step-sizes
are multiplied by a factor of 1000, Algorithm 1 fails to converge
in all instances, while Algorithm 2 converges in all instances
requiring only few iterations, as reported in Table I (bottom).
This suggests that the theoretical bound obtained on /3 is rather
conservative when applied to the specific problem at hand. We
also point out that each iteration of Algorithm 1 requires a
projection, so it is more computationally expensive than one
of Algorithm 2, which relies on additions and multiplications
only.

VIl. CONCLUSION

We proposed the novel notion of inertial Nash equilibrium
to model the cost incurred by agents when switching to an
alternative action. While the set of inertial Nash equilibria can be
characterized by means of a suitable VI, the resulting operator

7Ensuring B < ¢min/L guarantees, in fact, that condition (5b) holds as
Zi:jegg“‘(k) LTi—j (k) = ’BZi:jegg‘“(k) xz(k) < B < Cmin/L~



5750

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 66, NO. 12, DECEMBER 2021

is often nonmonotone. Thus, we proposed a natural dynamics
that is distributed, and provably converges to an inertial Nash
equilibrium. Future research directions include providing con-
vergence rate guarantees for Algorithm 2 (for different choices
of x;_, ;) and extending the notion of inertial equilibrium beyond
the framework of population games.

APPENDIX A
PRELIMINARIES ON VARIATIONAL INEQUALITIES

In the following, we present those result on the theory of VI
that are used to characterize the equilibrium concepts introduced
in Section II.

Proposition 3 ([34, Prop. 2.3.3]): Let X C R™ be a compact,
convex set and F': X — R™ be continuous. Then, VI(X, F)
admits at least one solution.

The next proposition introduces the KKT system of a VI,
which is analogous to the KKT system of an optimization
program.

Proposition 4 ([34, Prop. 1.3.4]): Assume that the set X' can
be described as X = {x € R"|g(z) < 0,,, h(z) = 0,}, and
that it satisfies Slater’s constraint qualification in [44, eq. (5.27)].
Then, Z solves VI(X, F) if and only if there exist A and ji such
that (Z, A, ji) solves the KKT system (7)

F(x) + Vag(2)A + Vih(z)p = 0, (7a)
Om <A Lg(z) <0y (7b)
h(z) = 0p. (7c)

We next recall the notion of monotonicity, which is a sufficient
condition for convergence of a plethora of VI algorithms, see [34,
Ch. 12].

Definition 6 (Monotonicity): An operator F': X CR"™ —
R™ is monotone if for all z,y € X.

(F(z) = F(y) (x—y) >0

Proposition 5 (see [45, Prop. 2.1]): Let X C R" be convex.
An operator F' is monotone in A if and only if for every z € X
each generalized Jacobian ¢ € OF(x) is positive semidefinite.

The definition of generalized Jacobian OF(x) can be found
in [46, Definition 2.6.1]; we do not report it here because for
our scope it suffices to know that if F' is differentiable in
x, then the generalized Jacobian coincides with the Jacobian,
ie., OF (z) = {V,F(x)}, with positive-definite interpreted as
(VoF(z) + V,F(x)")/2 = 0. We conclude this section with
a result on the convexity of the VI solution set.

Proposition 6 ([34, Th. 2.3.5]): Let X C R™ be closed, con-
vex and F': X — R" be continuous and monotone. Then, the
solution set of VI(X', F') is convex.

APPENDIX B
PROOFS

A. Proof of Theorem 1

Proof: The proof consists in showing that the KKT system of
VI(S, I) is equivalent to Definition 2 of inertial Nash. Since the
set Ssatisfies Slater’s constraint qualification, by Proposition 4,

VI(S, F) is equivalent to its KKT system
F(x)+pul, —2 =0,
O <A Lax>0,,
1Tz =1 @®)

where 1 € R is the dual variable corresponding to the constraint
1,2 = 1and A € R" is the dual variable corresponding to the
constraintz > 0,,. The above system can be compactly rewritten
as

0p < ply,+ F(z) Lz >0, (9a)
1) =1 (9b)
Observe that for any « € S there exists * € {1,...,n} such

that I« (z) = 0. Indeed, setting i* € argmax;c(y .,y wi(7),
gives F» () = 0 by the definition of F in (4).

It follows that ;4 < 0 is not possible, otherwise the nonneg-
ativity condition on pl, + F(zx) is violated. Moreover, since
F(x) > 0,, u > 01is not possible, as by (9a), this would imply
x = 0,, thus violating (9b). We can conclude that i = 0 and (9)
becomes

0, <F(z) Lz>0,

1)r=1. (10)
System (10) is equivalent to z € S, and
x; >0 (ﬁ) wi(z) > uj(z) — ey Vi, je{l,...,n}
a

which coincides with Definition 2.

Existence of an inertial equilibrium follows readily from
Proposition 3 on the existence of VI solutions. The continuity
of the VI operator therein required is satisfied because F' is the
point-wise maximum of continuous functions. ]

B. Proof of Lemma 2
Proof: The vector T solves VI(S, F) if and only if

max (uj(z) —w(z))(z; — ;) >0 VeeS<e
p je{l,...,n}
max u; (T T, —T;) — w; () (x;—T;) >0 VeSS
(D) 35— 3 )5
—_——
=0as z,z €S
which means, by definition, that T solves VI(S, —u). [ |

C. Proof of Theorem 2

Proof: The proof is composed of four parts.

1) We first show that there exists & € Sy such that  is not
an inertial equilibrium (by assumption & belongs to Sand not
necessarily to ).

For the sake of contradiction, assume that each x € Sy
is an inertial equilibrium. Since & belongs to the closure of
S, we can construct a sequence (z(m))>_; € Sy such that
lim,;, 00 (m) = &. Since each x(m) is an inertial equilib-
rium and it is positive, then for all i, j it holds w;(z(m)) >
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uj(z(m)) — ¢;;. Taking the limit and exploiting continuity of
{u;}_; we obtain

; ) > i ) — s

i o) > fim ) ey

== Ul(li') > U](i) — Cij

for all j,h € {1,...,n}, hence, & is an inertial equilibrium,
against the assumption.

2) After establishing the existence of & € Sy, which is not
an inertial equilibrium, we now show that there exists an open
ball Bs(Z) centered around Z of radius £ > 0 such that none
of the points in Bz(Z) NSy is an inertial equilibrium. Let us
reason again for the sake of contradiction. If for each € > 0
there exists an inertial equilibrium in B¢ (Z) N Sy, then we can
construct a sequence of inertial equilibria converging to z. With
the same continuity argument used in (11), we can conclude that
Z is an inertial equilibrium, which is false by assumption. This
demonstrates the existence of € > 0 such that none of the points
in Bz(Z) NSy is an inertial equilibrium. By Rademacher’s
theorem [47, Th. 2.14], Lipschitzianity of {u;}"_, guarantees®
existence of 2* € Bz(Z) NSy such that F' is differentiable at
T*.

3) The previous part guarantees differentiability of £ at a point
x* € Sy, which is not an inertial equilibrium. This third part is
dedicated to showing that there exist i*,7* € {1,...,n} such
that i* € A(j*,2*) and A(3*, 2*) = {i*}, where we denote

A(k,z) := argmax {ug(z) — ug(z) — cre}-
Le{1,...,n}
Since z* is not an inertial equilibrium, then there exist ¢1, (o
such that

Uy (LC*) < g, (LU*) = Coy 05 (12)

Condition (12) is equivalent to f¢o € A(¢1,2*) and ¢; ¢
A(ly, z*). If A(y, x*) = {{2} then the statement is proven with
J* = {q,1* = Ly, otherwise there exists {3 € A(la, 2*)\{l2}.
Note that it cannot be {3 = ¢, because this means wuy, (z*) <
we, (%) — coye, , Which together with (12) results in ug, (z*) <
wg, (%) — ¢cop0, — Coy0,, Wwhich is not possible, because
Ce10s,Cepe, > 0 by assumption. Hence, we established that
U5 # 0. 1f A(¢3,2*) = {3} then the statement is proven with
Jj* = ly,1* = {3, otherwise there exists ¢4 ¢ {{1,{2, ¢35} such
that ¢4 € A(¢3,x™). Since there are only n different actions, by
continuing the chain of reasoning, we conclude that there exists
ke {2,...,n} such that {; € A({y_1,2*) and A(ly,z*) =
{/}}, thus proving the statement with j* = ;1 and i* = /.
We now proceed to show that not only ¢* € A(5*,2*), but
actually A(j*,2*) = {i*}. For the sake of contradiction, as-
sume that there exists £ # i* such that ¢ € A(j*, z*). This
means that Fj« (2*) = u; (%) — wjx (2%) — ¢jrir = up(™) —

8Rademacher’s theorem assumes F' to be defined on an open subset of R™,
but Sy is not openin R™. Indeed, one just needs to define F' on the n — 1 dimen-
sional open set {z € R’;Bl\lllflm < 1}, by using z,, =1 — Zj;i x; and
then apply the Rademacher’s Theorem to conclude existence of a differentiable
point in {z € R’;Bl |1 2 < 1}, which implies existence of a differentiable
point in the original S .

uj« (2*) — ¢j+,. Then, consider the vector of the canonical basis
e;» € R™ and compute

m Fj* (13* + tei*) — Fj*(l‘*)

li
t—0+ t
_ iy @) e (@) o] —[ue(a”) —uj (@) —¢jed]
t—0+ t
=0

(13)
where the first equality holds because for ¢ > 0, we have

Ui (2% F tein ) —ujn (%) = Cjrir <wir (@) —wjr (%) —Cjrin
= ue(2”) =y (27) = ¢
due to V,, u;« (2*) < 0 by assumption. Moreover

Fix (iC* + tei*) - Fj* (.’E*)

lim—~
t—0- t
_ il (@ A tein) (@) — ¢jeid] — [uie(2%) — (%) — ¢jeie]
0 t
Tl * t y K - ) * *
_ lim Us (m +te; ) U; (x ) _ Vmi*ui*($*> <0
t—0 t

(14

where the first equality holds because for ¢ < 0, we have

Ui (% F tein ) —Ujn (%) — Cjrgr > upr () —wjr (%) —Cjrin

= (") —uje (&%) —cjee

dueto V,, u;« (*) < 0 by assumption. From (13) and (14), we
obtain that F}~ is not differentiable at x*, against what proved
in the second part. Hence, we must conclude that there cannot
exist £ # i* such that £ € A(5*, z*), thus, A(j*,z*) = {i*}.

4) Since F' is differentiable in z* by the second part
of the proof, then OF (z*) = {V,F(z*)} is a singleton. As
A(j*,x*) = A(i*,2*) = {i*} by the third part of the proof,
then
Vil £ "
VO £ *.

As a consequence of (15) there exists a small enough open
ball around * where Fjs (%) = uix (%) — up (2%) — ¢joip =
0 and Fj» (2*) = u (%) — uj» (x*) — ¢jx4+. Thus

[VIF(x*)]i*j*Xi*j*

s (%) = Cjrin > up(x™) — Cjuy
j j (15)

Uir (7)) — Cprir > up(x™) — Cirg

OF; (z*) OF; (z*)
_ Ox 0T j+ _ 0 0
— | OFx (z*)  OFjx(x*) | — * *
5@* BJJL’]'* vz'i* Ui ('T ) —ij*uj*(x )

whose symmetric part has determinant 0V, , u;-(2*) —
(Vi wix (2%))?/4 < 0, which makes [V, F (2*)];x jexij+ in-
definite. Thus, V, F'(x*) itself is indefinite and F' is not mono-
tone in Sdue to Proposition 5. |

D. Proof of Proposition 2

Proof: Algorithm 1 is the projection algorithm in [34, Alg.
12.1.1], applied to VI(S, —u). A solution of VI(S, —u) exists
by Proposition 3. The operator —u is monotone in S, because
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0 is concave [48, eq. (12)]. Moreover, due to existence of
6, L-Lipschitzianity is equivalent to (1/L)-cocoercitivity [49,
Th. 18.15]. Then, for p < 2/L, Algorithm 1 is guaranteed to
converge to a solution of VI(S, —u) by [34, Th. 12.1.8]. The
final claim follows by observing that any Wardrop equilibrium
is also an inertial Wardrop equilibrium (Lemma 1). |

E. Proof of Theorem 3: Proof: First, observe thatif 2(0) €
S, then z(k) remains in S for all k£ > 1. This is consequence of
the two following observations. i) At every fixed time-step k, and
forevery pair 7, j with j € £"(k), the mass x;_, (k) is removed
from node ¢ and simultaneously added to node j (see Algorithm
2). Therefore, the total mass must be conserved at each iteration,
andsoitmustbe Y ;o oy @i(k) =301,y 2i(0) = 1.1i)
Foreverynode: € {1,...,n},theevolution of z;(k), as dictated
by Algorithm 2, can be compactly written as

xz(k + 1) = Z‘,(kﬁ) — Z J),‘_U'(k') +
je&M (k)

xf—n‘(k)-

2.

st (k)

Since by assumption ;¢ couy Timj(k) < xi(k) for every
time-step k, we have that z; (k + 1) > >y iegon () Tewi(k) 2
0, where the last inequality follows from z,_,;(k) > 0. Repeat-
ing the reasoning for every k ensures that z;(k) > 0 at every
time-step. Finally, since Zjeggm(k) xi(k) < z;(k), it must
be that z;(k) < 2¢(k). Therefore, 3=, jegom (k) Te—i(k) <
Deswicegn(r) e(k) <D gy we(k).  Hence,  zi(k+1) <
D vty T1(k) = 2 jcgomp) Tinsj (k) < 1, where the last
inequality follows from the fact that 3,y .y 2i(k) =1 (as
shown above) and from the fact that z;_, ; (k) > 0.

We now move our attention to proving the desired conver-
gence statement. To do so, we will show that z(k) — Z such
that £2*(z) = (foralli € {1,...,n}, thanks to the equivalence
in Lemma 3. Let us denote for brevity u; (k) := u;(z;(k)) and
define (k) :‘e{rlnin }ui (k). We show in the following that p(k)

PR,

is a nondecreasing sequence.

First, for any action 4, we have xz;(k+1)—z;(k) <
Cmin/ L — € dueto (5b). Then, we can bound the maximum utility
decrease

> —L(Cmin/L — 6) = —Cmin + Le = —YCmin (16)

where the first inequality follows by Lipschitz continuity and
we define v := 1 — (Lg) /cmin €]0, 1].

Secondly, note that if some action 7 faces a utility decrease,
thatis, if u; (k + 1) < u;(k), thenitmustbe z;(k + 1) > z;(k),
because u; is nonincreasing. Then there exists 7 such that i €
EM(w(k)). It follows that

1 faces utility decrease at step k
= u; (k) > uj(k) + cji > p(k) + cmin- (17)
Combining (16) with (17), we obtain
1 faces utility decrease at step k

= u;(k+1) > (k) + (1 = 7)Cmin

no decrease possible |

1
possible utility after decrease

|
[
| j
* Cmin
It wo+ D)

]

n(k)

1-8) et ‘2 (1+8)

Fig. 4. lllustration of (k) — p* from below and of inequalities (21)
and (22) after iteration k& (with v = 0.5).

which implies p(k + 1) > u(k). Since p(k) is nondecreasing
and bounded ({u;}!" , are continuous functions in a compact
set), there exists a value p* such that

lim p(k) = p*. (18)
k—o0
We show now that there exists an action ¢* such that

klim uir (k) = p*. (19)

Aslimy_, (k) = p*, there exists k such that

p(k) > p* — coin(1 —7)/2 Yk > k. (20)
Then

1 faces utility decrease at step k > k

= ui(k) > 1 — cmin(1 —7)/2 + Cmin

= 1" + cmin(1+7)/2 @1

where the first inequality follows from combining (17) and (20).
Combining (16) and (21), we obtain

1 faces utility decrease at step k > k
= ui(k+1) = p" = cmin(1 = 7)/2 4 cmin(1 =)
=+ cmin(1 —7)/2.

Fig. 4 illustrates inequalities (21) and (22).
Combining inequalities (21) and (22), we obtain that

(22)

Ik, > k such that ui(k) > p+p>p*
= w; (k) > min{p* + p, 0" + cmin(1 — v)/2} forall k > k;.

(23)
It then follows

Jky > k such that u; (k1) > p* = lim wi(k) # 0" (24)
—00

By (24) and (18), it follows that there exists at least an action
i* such that u; (k) < p* forall k > k. Using again (18) and
the “squeeze theorem” [50, Th. 3.3.6], we can conclude that i*
satisfies (19). Upon defining

Efx) ={ie{l,...,n}stjc&"(x)}
foranyj € {1,...,n}andx € S, we note that the set £ (z(k))
is empty for k& > k due to (17) and u;« (k) < p*. In words, no

other action can envy ¢* after step k. This implies that u;« (k) is
anondecreasing sequence, and in turn z;« (k) is a nonincreasing
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sequence. Asa consequence

k—o0

(25)

If Z;» = 0, then clearly EX(Z;+,x_;+) = () by definition, for
any x_;+. If instead Z;» > 0, since z;+ (k + 1) < (1 — 7))z« (k)
due to (5a), then convergence is ac~hieved in a finite number of
steps. In other words, there exists & such that x4+ (k) = Z;+ for
all k > k. In this case, for k > k not only £ (z(k)) = (), but
also E2M(x(k)) = 0, because otherwise ¢* would encounter a
mass decrease.

Having concluded that there exists i* € {1,...,n} such that
its mass converges (in a finite number of steps if x;» > 0),
we propose a last argument to show that there exists j* €
{1,...,n}\{7"} such that its mass converges to Z;+ (in a finite
number of steps if Z;+, Z;+ > 0). Applying the same argument
recursively to {1,...,n}\{i*, j*} concludes the proof.

The last argument distinguishes two cases: Z;» > 0and Z;« =
0.1In the first case z;« > 0, we already showed that theNre exists
k such that £ (x(k)) = EX(z(k)) = 0 for all k > k. Then,
action ¢* has no interaction with any the other action and consid-
ering k > k, we apply to {1,...,n}\i*, the previous reasoning
until (25) to show that there is an action j* € {1,...,n}\{i*}
with mass that converges to Z;~ (in a finite number of steps if
Tjx > 0).

In the second case Z;» = 0. Even though X" does not become
the empty set at any finite iteration k, the mass x;~ becomes so
small that transferring mass to the other n — 1 actions does not
have an influence on their convergence. Proving this requires a
cumbersome analysis that does not add much to the intuition
already provided. Let us denote 7(k) = u; (k). Con-

Je{t, ,n}\{ }
trary to u(k), the sequence 7(k) is not nondecreasmg in general
because the analogous of (17) does not hold, as action ¢* could
transfer some of its mass to {1,...,n}\{i*} thus making their
utilities decrease. Nonetheless, we show that there exists n* such
that

lim n(k) = n*. (26)

k—o0

To this end, we fix ¢ > 0 and we show that there exists
k* such that |n(k) —n*| < e for all k> k*. By definition of
limy,_o 4+ (k) = 0, there exists &, such that

(k) <e/(2L) Vk > koo
Let us now construct the sequence

1°(k) = n(k) + o(k)
8(k +1) = 8(k) + max{0, (k) — n(k + 1)}, (k) = 0.

In words, the sequence (k) accumulates the (absolute value
of the) decreases of 7(k) due to i*, and summing it to n(k)
results in a sequence n° (k), which is nondecreasing and bounded
from earlier, hence, it admits a limit n*. By definition, there
exists kO such that n°(k) > n* —¢/2 for all k> k°. More-
over, §(k + 1) — (k) = max{0,n(k) — n(k + 1)} > 0 only if
EM(x(k)) # 0 and in this case, max{0,n(k) —n(k+ 1)} <
L3 2 wiw—;(k). In words, the only way 7(k) can decrease
is if action ¢* transfers some mass to the others, and even then

27)

we have a bound on the utility decrease that this can cause.
Summing up

m E max +1
kh o(k Z a {O n(k) — n(k )}
< Lx;+(k < 2

( 00) 27) 6/

hence, since §(k) is nondecreasing, 6(k) < ¢/2 for all k > k...
Then, for k& > max{k>, k°} it holds

n*—=n(k) =n* —n°(k) +n°(k) — n(k)
=" —n°(k)+6(k) <e
—— =

<e/2 <e/2
which proves (26).
Finally, we want to show that there exists j* &
{1,...,n}\{¢*} such that
lim wu;« (k) = n*. (28)
k—o00
Consider an action £ # ¢* such that
lim w(xe(k)) #n*. (29)
k—o0

Since n(k) — n*, then max{0,n(k) —n(k+ 1)} = 0as k —
oo. This, together with n(k) — n*, implies that condition (29)
is equivalent to the existence of # > 0 such that for all ¥’ > 0
there exists k” > &’ such that

w(k') > n* + 0. (30)

There are two possibilities in which ¢ can face a utility de-
crease after k”, namely through a mass transfer from some
action {1,...,n}\{i*, £} or through a mass transfer from ac-
tion ¢*. If the mass transfer happens through some action
{1,...,n}\{¢*, ¢}, we can use the same argument of Fig. 4
and of implication (23) to conclude from (30) that

7)/2} Vk=k'. (31)
* by 2+ (k) — 0

ug(k) > min{n* 4+ 0,n* 4+ cmin(1

If instead the mass transfer happens through %
one can take k' such that

xi- (k) < 0/(2L)  Vk>FK (32)
and take £” such that (30) holds. Then
0 0 0
> m 5 v * _ 7 7
ug(k) > up(k") LZL >n*+0 3 n"+ 5 (33)

for all k > k”, where the first inequality holds due to Lipschitz
continuity and to (32), while the second inequality holds due
to (30). We can conclude that if (29) holds for action /¢, then
either (31) or (33) holds. Consequently, after &” action £ does not
attain the minimum (k). If (29) holds forall £ € {1, ..., n}\i*,
then the minimum 7 (k) is not attained by any action after k",
which is a contradiction. Then, there must exist 7* such that (28)
holds. With the same argument that led to (25), we can conclude
that there exists Z;+ > 0 such that limy_,, z;« (k) = Z;« > 0.
As done for 7*, we can conclude that 5}’1“ = 0.
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