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Abstract— This paper is concerned with the design of
a feedback control based on past states in order to make a
given unstable hybrid stochastic differential equation (SDE)
to be stable in distribution (stabilisation in distribution).
This is the first paper in this direction. Under the global
Lipschitz condition on the coefficients of the given unstable
hybrid SDE, we will show that the stabilisation in distribu-
tion can be achieved by linear delay feedback controls. In
particular, we discuss how to design the feedback controls
in two structure cases: state feedback and output injection.

Index Terms—Brownian motion, Markov chain, stabil-
ity in distribution, delay feedback control.
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1. INTRODUCTION

Hybrid systems have been widely used to model
many practical systems in science and industry where the
systems may experience abrupt changes in their structure
and parameters (see, e.g., [2], [12], [25]). One important
class of hybrid systems is the hybrid stochastic differential
equations (SDEs), also known as SDEs with Markovian
switching (see, e.g., [3], [4], [20], [21], [22], [28], [31]).
An area of particular interest in the study of hybrid SDEs
has been the analysis of stability. Most of the papers in
this area are concerned with the stability of the trivial
solution (equilibrium state) in the sense of pth moment,
probability 1 and so on (see, e.g., [5], [7], [8], [10], [15],
(191, [23], [24], [30], [32]).

However, it is inappropriate to study the stability
of the trivial solution but more appropriate to discuss
the stability in distribution in many SDE models in
the real world. For example, there is no equilibrium
state to many SDE models in engineering including
fault tolerant control systems, multiple target tracking,
flexible manufacturing systems (see, e.g., [2], [4], [12],
[22], [25]) and hence there is no point to discuss the
stability of the trivial solution. The well-known mean
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reverting Ornstein—Uhlenbeck (OU) process in financial
engineering (see, e.g., [8]) is described by a scalar SDE
dX(t) = Mp — X(t))dt + odB(t), where A, u, o are all
positive numbers and B(t) is a scalar Brownian motion.
This SDE does not have a trivial solution. However, the
probability distribution of the solution X (¢) will converge
to the normal distribution N (y,0?/2)) independent of
the initial value x(0) € R (see, e.g., [16, p.306]). For
more information on the stability in distribution, we refer
the reader to [4], [9], [21], [26], [27].

Consider a hybrid SDE
dX(t) = f(X(t),r(t)dt + g(X(¢),r(t))dB(t), (1.1)

where the state X (¢) takes values in R™ and the mode r(¢)
is described by a Markov chain taking values in a finite
space S = {1,2,--- , N}, B(t) is a Brownian motion, f
and g are referred to as the drift and diffusion coefficient,
respectively. If the given SDE does not have a desired
property (e.g., stability), it is traditional (see, e.g., [20],
[21], [28]) to design a feedback control w(X (t),r(t)),
based on the current state X (t) and mode r(t), to make
the controlled system

dX (t) = [f(X(2), (1)) + u(X(t),r(t))]dt

+g(X(t),r(t))dB(t) 1.2)

to have the desired property. In this paper, we assume that
the mode r(t) is obvious at any time (and this is the case,
for example, if the SDE (1.1) is a financial model where
r(t) stands for the interest rate [8]) but the state x(t) is
required to be observed. Due to an unavoidable time lag 7
between the time when the observation of the state x(t) is
made and the time when the feedback control reaches the
system, the control should be «(X (t—7),r(t)). Hence the
controlled system should be in the form of a stochastic
differential delay equation (SDDE)

dX(t) = [f(X(#),r(1)) + u(X(t = 7),7(t))]dt

+ g(X(t),r(t))dB(t). (1.3)

In other words, (1.2) is theoretical while (1.3) is real. It
is therefore absolutely necessary and important to study
(1.3) for the real-world applications. Of course, when the
mode r(t) is not obvious and required to be observed,
the control should become w(X(t — 7),r(t — 7)). The
corresponding problem is more complicated and will be
investigated in the future.



If the desired property is the asymptotic stability
of the trivial solution (equilibrium state) in the sense
of either pth moment or probability 1, the stabilisation
problem (1.3) has been studied by several authors (see,
e.g., [6], [11], [18]). However, if the desired property is
the asymptotic stability in distribution, the stabilisation
problem (1.3) has not been studied yet. The latter is much
harder than the former because the latter is concerned
with the convergence of the probability distributions in
the functional space C'([—7, 0]; R™) (see Section 2 for the
definition) while the former is to study if E|X(¢)|? — 0
or X (t) — 0 almost surely. The mathematics developed
for the latter in this paper is not only highly technical
(please see, e.g., the proof of Theorem 3.4) but also very
much different from the existing papers in this direction
(e.g., [6], [11], [18]).

Before we develop our new theory on the stabili-
sation in distribution, let us highlight the key points we
have made in this section:

o It is necessary and important to study the stabilisa-
tion in distribution for hybrid SDEs by delay feed-
back controls as there are real-world applications.

o The problem has not been studied yet is because the
mathematics involved is highly technical.

2. NOTATION

Throughout this paper, unless otherwise specified,
we let R™ be the n-dimensional Euclidean space and
B(R™) denote the family of all Borel measurable sets in
R™. If z € R, then || is its Euclidean norm. Let 7 be
a positive number and C (or C([—7,0]; R™)) denote the
family of continuous functions & : [—7,0] — R™ with
norm ||€|l; = sup_,<,<o|&(w)]. Also, B(C;) denotes
the family of all Borel measurable sets in C,. If A is a
vector or matrix, its transpose is denoted by AT If A is a
matrix, we let |A| = y/trace( AT A) be its trace norm and
|A]| = max{|Ax]| : |x| = 1} be the operator norm. If A
is a symmetric matrix (4 = AT), denote by A\,in(A) and
Amax(A) its smallest and largest eigenvalues, respectively.
By A > 0and A > 0, we mean A is positive and
non-negative definite, respectively. If both a,b are real
numbers, then a Ab = min{a, b} and a Vb = max{a, b}.

We let (Q, F, {F;}+>0,P) be a complete probability
space with a filtration {F;},>¢ satisfying the usual con-
ditions. For a subset Q of Q, I denotes its indicator
function. Let B(t) = (Bi(t), -+, Bm(t))” be an m-
dimensional Brownian motion defined on the probability
space. Let r(t), t > 0, be a right-continuous irreducible
Markov chain on the probability space taking values in
a finite state space S = {1,2,---, N} with generator
I' = (vij)Nxn given by

’}/ijA + O(A)
1+ 7iA +o(A)

‘ , if i # 7,
P{r(t+A) = jlr(t) =i} = { iz
where A > 0. Here ~;;

> 0 is the transition rate from
i to j if ¢ # j while v;; =

- E#i vij. We assume that

the Markov chain r(-) is independent of the Brownian
motion B(-).

Consider an n-dimensional hybrid SDE (1.1) on ¢ >
0, where f : R" xS —+ R"™ and g : R® x S — R"*™
are Borel measurable functions satisfying the following
assumption.

Assumption 2.1: There is a pair of positive con-
stants a; and as such that

f (@, i) = f(y,9)]> < ar]z —y|?,
lg(x,1) — g(y,9)|* < azlz — y|?

for all z,y € R™ and ¢ € S.
It is easy to see from Assumption 2.1 that

|f(2,9)]* < 2a1|2* + ao, |g(z,9)]* < 2as|2|* + ag
2.1)

for all (z,i) € R" xS, where ag = 2max;es(]£(0,7)[> Vv
19(0,9)[?).

It is well known (see, e.g., [21]) that the hybrid SDE
(1.1) has a unique global solution X (¢) on ¢ > 0 for any
given initial values X (0) € R™ and r(0) € S. Assume
that this given SDE does not have the desired property
of stability in distribution and we are required to design
a feedback control u(X(t — 7),7(t)), to stabilise the
system. To make the design simpler, we will seek a linear
form of feedback control, namely u(X (¢t — 7),r(t)) =
A(r(t))X (t — 7), where A(i) € R™*" for all ¢ € S, and
we will often write A(7) = A;. The underlying controlled
system (1.3) therefore becomes

dX(t) = (fF(X(t),r(t) + A(r(t)) X (t — 7))dt

+ g(X(¢),r(t))dB(¢t). 2.2)

Accordingly, our aim is to design N matrices A; so
that this controlled system is asymptotically stable in
distribution.

The controlled system (2.2) is in fact a hybrid SDDE
and it is therefore natural to impose the initial data

{ {X(u): =1 <u<0}=¢€Cy,

r(0)=i€S. 2:3)

It is known (see, e.g., [13], [14], [21]) that under Assump-
tion 2.1, the controlled SDDE (2.2) with the initial data
(2.3) has a unique global solution on ¢ > —7. Moreover,
define X; = {X(t+u): —7 <wu <0} for ¢t > 0, which
is a C-valued process. When we need to emphasise the
role of the initial data (2.3), we will write the solution by
X¢&¢(t) while the Markov chain starting from 7 at time 0
by r%(t). It is known (see, e.g., [21, Theorem 7.14 on p.
282]) that

E|X; )2 < me(L+ €% vE=>0, (24

where x; is a positive constant dependent on ¢ but
independent of the initial data (£,4). It is also known
that the joint process (X¢,7(t)) on ¢t > 0 forms a time-
homogeneous Markov process on the state space C, X S.



Define its transition probability measure on C, X S by
p(t,&,i;d¢ x {j}). That is,

P((XS, 7 (1) € Z x J)

=3 [ ptsidcx i)

jed

(2.5)

for any Z € B(C;) and J C S.

Denote by P(C,) the family of probability measures
on the measurable space (C.,B(C;)). For P;,P» €
P(C;), define metric dy, by

d P17P2
_ZEE’/ 6(€) Py (d€) — / SOPdO)], @6
where
L ={¢ : C; — R satisfying [¢(&) — #(¢)| < [|€ — ¢l

and |¢(€)] <1 for £,¢ € C, }.

Moreover, denote by £(X;) the probability measure on
(C+,B(C;)) generated by X;.

Definition 2.2: The controlled system (2.2) is said
to be asymptotically stable in distribution if there exists
a probability measure p, € P(C;) such that

3 gvi —
Jm dp (L(XE7), pr) =0

for all (£,7) € C- x S.

It should be pointed out that in the literature (see,
e.g., [29]), the asymptotic stability in distribution is in
general defined on the joint process (X, 7% (t)), namely
the transition probability measure p(t, &, i;d¢ x {j}) will
converge in distribution to a probability measure on C, X
S. On the other hand, given that the law of the Markov
chain r¢(t) is already known to converge to its unique
stationary dlstnbutlon (see, e.g., [1]), our definition here
only on X * is consistent with that in the literature.

3. MAIN RESULTS

Assumption 3.1: There exists a positive number by
and N symmetric positive definite matrices W; (1 <17 <
N) such that

U(z,y,1)
= 2(x — y) Wil f(2,0) = f(y,7) + Ai(z = y)]
+ trace[(g(x,9) — g(y, 1)) Wilg(=, 1) — 9(y,17))]

N
+ > vl —y) Wi
=1

for all (x,y,i) € R™ x R™ x S.

We will explain in Section 4 how to design these de-
sired matrices A; so that we can further identify WW;’s and
by for this assumption to hold, but in this section we just

—y) < —bolz—y[* (B.D

assume this assumption is satisfied. It is straightforward
to show from Assumptions 2.1 and 3.1 that

<I>(x i)
= 22T W, [f(x,4) + Asz] + trace[g(x, )T Wig(x, )]
N
+ ) viga Wiz < —bolz|? + b || + by (3.2)
j=1

for all (x,i) € R™ x S, where b; and b, are positive
numbers. Throughout this paper, we will set

az = max ||4;||* and ay = max ||[W; A;]. (3.3)
i€eS i€S

A. Lyapunov functionals

The key technique used in this paper is the method
of Lyapunov functionals. To define the Lyapunov func-
tionals, we introduce the segment X; := {X(t + u) :
—27 < uw < 0} for t > 7. Please note that X, is
C(]—27,0]; R™)-valued which is different from X;. The
Lyapunov functionals used in this paper will be of the
form

V(Xy,r(t),t) = X7
t et

+/ / (011X (0) > + 02| X (v — 7)[*]dvds ~ (3.4)
t—7 Js

()W X (1)

for t > 7. Here W;’s are the matrices specified in
Assumption 3.1 while 6; and 6, are two free positive
numbers.

It is useful to observe that
alX(t))? < V(X r(t),t)

t
<e|X ()2 + 03/ X(0)2dv,  (35)
t—21

where C3 = 7'(91 \Y 92), C1 = minieg /\min(Wi) and Cy =
maX;es Amax(VVi)-

Applying the generalised It6 formula (see, e.g.,
[21, Theorem 1.45 on p.48]) to the Lyapunov functional
defined by (3.4) yields

dV (Xy,r(t),t) = LV (X, r(t), t)dt + dM(t)  (3.6)

for ¢t > 7, where

LV (Xy,r(t),t)
= O(X(t),r(t)) — 22" ()W, Ay (X () — X (t = 7))

t
+ O X ()2 - 91/ X (s)|2ds
t—T

¢

- Oyr|X (¢t — ) — 92/ X (s — 7)[2ds 37)
t—7

and M (t) is a martingale with M (0) = 0 (whose form

is of no use in this paper). Making use of (3.2) and in-

troducing the third free positive number 03 € (0,bg/a4),



we get from (3.7) that

LV (X, r(t),1)

< —(bo — aafls — O17)| X ()] + ba | X (8)] + b
t

+ (ag/03)| X (t) = X(t —7)> — 6, / |X (s)|%ds
t—T
t—T
+ 07| X (t — 7)|? — 92/ |X(s—7)%ds  (3.8)
t—2T

for ¢ > 7. On the other hand, we can derive from (2.2)
along with (2.1) and (3.3) that

E[X(t) - X(t—7)

t
<2a07(27 + 1) + 4(27a; + ag)/ E|X (s)|?ds
t—r

t—T1
+47'a3/ E|X (s)[*ds.
t—21

(3.9)

We therefore obtain that

E(LV (X, 7(t),1))
< —(bo — asbs — 01T)]E|X<t)|2 + blElX(t>|
+ b2 —+ 2&0&4’7’(27’ =+ 1)/03 + 92’7’E|X(t — T)|2

01 — da(27ay + az) /03] /t EX(s)ds

t—T1

— (6, —47'a3a4/03)/ E|X (s)|?ds (3.10)

t—21

for ¢ > 7. Throughout of this paper, we define the set of
three free parameters

O = {(91,02,03) : 9103 > 4a2a4, 0y > O,

03 € (0,b0/aq)} (3.11)
and let
T* - su bo — a493 9193 — 4&2&4 9293
(91,92,92)66 01+ 0, Baiayq dazas’
(3.12)

These are technical parameters. In particular, the meaning
of 7* will become clear later (see Theorem 3.4).

B. Lemmas

Lemma 3.2: Let Assumptions 2.1 and 3.1 hold. If
T < 7%, then the solution of equation (2.2) with the initial
data (2.3) satisfies

EJ|X5% < 6(1+ ||¢]%) (3.13)

for all t > 0, where 0 is a positive number independent
of initial data (,1%).

Proof. As 7 < 7%, we can choose three positive parame-
ters (61, 62,03) € © for

0203
4&30,4 '

bo — a493 0193 — 4a2a4

TS 01 + 62

3.14
80,1@4 ( )

Fix the initial data (&,4) arbitrarily and write X&%(t) =
X (t) for simplicity. It then follows from (3.10) that

E(LV (X, r(t),1))
< 0o + biE|X (t)| — 0.E| X (t)[*+

t
+ 0B X (t —7)|* — éS/ E|X(s)]*ds  (3.15)
t—271

for ¢ > 7, where éo = by + 2&0@47’(27’ + 1)/93, él =
bo — asl3 — 017, 92 = 07 and ég = [91 — 4a4(27'a1 +
az) /03] A (02 —4Tasay/03). We see from (3.14) that they
are all positive and §; > 0. Let 64 = (6; —60,) /2. Noting
that

_ _ _ _ b2
o + biE|X ()| — 0,E| X (t)[> < 05 := O + ﬁ7
4
we get from (3.15) that

E(LV (X4, 7(t),t))
< 05 — (B2 + 04)E|X (£)]>+

t
+ 0B X (t — 7)) — §3/ E|X(s)[*ds  (3.16)
t—21

for t > 7. Let 6 > 0 be sufficiently small for
Cgéﬁ < é3 and ég + é4 > égeém— + Cgég, (3.17)

where ¢; - c3 have been defined below (3.5). The ex-
istence of 0 is clear as 0,,0s,0, etc. are all positive.
Applying the generalised It6 formula (see, e.g., [21,
Theorem 1.14 on page 48]) to e?*'V (X, (t),t), we have

PRV (X, (1), 1) — P TE(V(X,, r(7), 7))
:/ ISR (06V (R, 1(5), 5) + LV (X, 7(s), 5))ds

for ¢ > 7. Making use of (2.4) and (3.5), we can then
easily obtain

1 B|X (1) — 07 (1 + [|€]1%)
t _ _ s

g/ 6965E<0296|X(s)|2+0396/ X () [2du
T s—21
+LV(XS,r(s),s))ds, (3.18)

where 07 and following fg etc. are all positive numbers
independent of (&, ). Noting that

t
/ ePE|X (s — 7)|%ds

_ t
<Os(1 4 €]?) + / PR X () 2ds,

T

we can then obtain from (3.18) that
c1e™'E|X (1) - 07(1 + [|€]1*)

< / T30y (1 + [|€]12)ds < 5% (8o /85) (1 + [|€]12)-



This implies that E|X ()| < 619(1 + ||€]|?) for al ¢ > 7.
But, it is easy to show that for ¢ > 27,

E|| X, < 31X (1)] + 6agr?
t

+ [67(a1 + a3) + 12a2]/ E| X (s)|%ds

t—r1
<O (1+ [€17),

where éll = 2@10 + 6(107'2 + 27’510[67’(@1 + CL3) + 12&2].
This, together with (2.4), shows that the required assertion
(3.13) must hold. The proof is hence complete. O

Lemma 3.3: Let Assumptions 2.1 and 3.1 hold. If
7 < 7%, then for any (£,(,i) € C; x C; X S,

E[[ X5 — X < Bulle — ¢||Pe!
for all t > 27, where both 8, and (35 are positive numbers
independent of (£, 7).

Proof. As T < T*, we can choose three positive numbers
(01,02,03) € © such that

(3.19)

9193 > 2a2a4, 93 S (O,bo/a4) (3.20)
and
bo — a493 9193 — 2@2&4 9293
. 21
01 + 92 4(11(14 4(13(14 (3 )

Fix any (£,(,i) € C, x C, x S and set Z(t) = X&(t) —
X6i(t) for t > —7.80 Z; ={Z(t +u) : =7 <u <0}
for t > 0 while Z; = {Z(t +u) : =27 < u < 0} for
t > 7. We will use the Lyapunov functional defined by
(3.4) by replacing X; with Z;, namely V' (Z;,r(t),t). By
the generalised It formula, we can show that

AV (Zy,r(t),t) = LV (Zy,r(t), t)dt + dM(t)
for ¢t > 7, where

LV (Zy,r(t), 1) = W(XS(1), X, r(t))

—2ZT ()W, iy Ay (Z(1) = Z(t - 7))

t
+¢917-|Z(t)|2701/ |Z(s)|?ds
t—T1

(3.22)

t

+ 0,7 Z(t —7)|? — 92/ |Z(s —7)|?ds  (3.23)

t—T
and M (t) is a martingale with M (0) = 0 (see, e.g., [21,
Theorem 1.14 on page 48]). Making use of Assumption
3.1, we then get

LV (Zy,r(t),t)

S 7(1)0 - a493 — 91T)‘Z(t)|2

t

+(eafo0)2(0) - 2= ~ 01 [ |2(5)ds
t—7
t—T1
F 7|2t — T2 — 02/ 1Z(s)|2ds (3.24)
t—21

for t > 7. But, in the same way as (3.9) was proved, we
can show that

t

E|Z(t)-Z(t — 7)|* < 2(2Ta; + ag)/ E|Z(s)|?ds

t—7

t—T1
+4rasz / E|Z(s)|?ds. (3.25)
t

—27

We hence have that

E(LV(Zy,r(t),t)) < —BEIZ(O)P + BEIZ(t — 1)

t
—/35/ E|Z(s)|*ds (3.26)
t—21

for ¢ > T, where ﬁd = bo — a493 —917’, ﬁ4 = 927’,
By = [91 — 2(14(27’@1 + CLQ)/G;),] N [92 — 47’@3@4/93]. By
conditions (3.20) and (3.21), we see B3 > [4 > 0 and
Bs > 0. Starting from here, we can show, in the same
way as Lemma 3.2 was proved, that

E|Z(t)]* < Bsl€ — ¢[Pe™?! (3.27)

for all ¢ > 7, where 35 and [ are all positive numbers
independent of (&, (, ). However, it is straightforward to
show that for ¢ > 27,

t
E|Z||? < 4[r(a1 + as) + aQ}/ E|Z(s)|?ds. (3.28)
t—r

Substituting (3.27) into (3.28) yields

E||Z|]? < pull€ — ¢|Pe™Pt, vt >27,  (3.29)

where 31 = 405[7 (a1 +as3)+az]e®?T. This is the required
assertion (3.19). The proof is therefore complete. O

C. Key theorem

Theorem 3.4: Let Assumptions 2.1 and 3.1 hold. If
T < 7%, then there exists a unique probability measure
ir € P(C;) such that

Jlim du(L(XEY), py) =0 (3.30)
—00

for all (£,4) € C; x S. In other words, the controlled sys-
tem (2.2) is asymptotically stable in distribution provided
T

Proof. The proof is very technical so is divided into three
steps in order to make it more understandable.

Step 1. We first claim that for any compact subset
K of C,,

lim dp(L£(X5Y), L(X$7)) =0 (3.31)

t—o0
uniformly in (§,¢,4,5) € K x K x S x S. Define the
stopping time k;; = inf{t : 7/(t) = r7(¢), t > 0}. Then
Ki; < oo as. by the ergodic property of the Markov
chain (see, e.g., [1]). Hence, for any ¢ € (0,1), there is
a positive number 77 > 0 such that
P(k; <Ty)>1—¢/6 Vi,jeS. (3.32)

Recalling a known result (see, e.g., [21, Theorem 7.14 on
p- 282]) that

sup E(
(6,4)€XXS

sup [XE(B)) < oc,
—r<t<Ty
we see there is a sufficiently large A > 0 such that

P(Qei) >1—¢/12 V(i) € K xS, (3.33)



where Q¢; = {w € Q:sup_yeq [ X5 (t,w)| < h}.
We now fix £, € K and 4,5 € S arbitrarily. For any
¢ € L and t > T3, we have

E6(X{") ~ES(XS)| < S+ Hut),  (3.34)

where
H(t) = BT, <7,y |0(XE) — 6(X)]).

Set Ql = Q&i N ng n {Iﬁij S Tl} By the time
homogeneous property of equation (2.2), we derive

Hy (t)
=B (I, <r E(I6(X4 (1) = 6(XT ()] Fi,))
=E(I{517<T1}E|¢<X@<t = kij)) = (X (t = i)
<< +IE(IQl]E|X“(t—n ) — X“(t—n”)o, (3.35)

where £ = Xfl ¢ = XCJ and [ = 7 (ki;) = 17 (kij).
Observing that ||£|| v I<]] < h for any w € {2y, we can
apply Lemma 3.3 to see that there is another positive
constant 75 such that

BIXSU(t = nig) = XUt —nig)| < 5, VE2Ti+ T

€
3 b)
whenever w € €2;. Using this and (3.35), we obtain from
(3.34) that

Eo(X;") —E¢(X{7)| <e, Vt>Ti+Ta (3.36)

Since ¢ is arbitrary, we must have

d(L(XP7), L(Xp7)) <e, Vt>Ti+Ty

for all (£,¢,4,7) € C- x C; x S x S. This proves (3.31).

Step 2. We next claim that for any (§,7) € C; x S,
{L(X5")},50 is a Cauchy sequence in P(C;) with metric
dr,. In other words, we need to show that for any ¢ > 0,

there is a positive number 735 such that
dL(L(X3E,), L(XE) <e (337)

for all uw > T3 and v > 0. Let ¢ € (0, 1) be arbitrarily.
By Lemma 3.2, there is a h > 0 such that

Plwe Q: XS (W) <R} >1—e/4 Vo> 0.
(3.38)

For any ¢ € L and u,v > 0, we can then derive, using
(2.5) and (3.38), that

[E¢(X51,) — Eo(X5Y)]
=[E(E[p(X5),)|F]) — Eo(XE)]
—Z/ Ep(XS$7)p(v, €,4;d¢ x {j}) — Ep(X5)

JES
<§% / E(X$) — EG(XS)|p(v.€,1: dC x {j})
Sy S [, LX), L0, x ()
JES

where Z;, = {¢ € C, : ||¢|| < h}. But, by (3.31), there is
a positive integer T3 such that

du(L(X$7)), L(X57) < Vu > T

DO ™

whenever ((,j) € Zj x S. We therefore obtain
Eo(XP1) — EG(X)| <

for w > T5 and v > 0. As this holds for any ¢ € L, we
must have (3.37) as claimed.

Step 3. It follows from Step 2 that there is a unique
pr € P(C;) such that

Jim dy (L(X3"), pr) = 0.

This, together with (3.31), implies that
Jlim dy (C(XF), 1r) < Jim di(L(XF), LX)

. 0,1 _
+ Jim du (LX), 1) =0
for all (§,7) € C. x S, which is the desired assertion
(3.30). The proof is therefore complete. O

4. DESIGN OF MATRICES A4,

The use of our main result, Theorem 3.4, depends
on the design of matrices A; (i € S). In this section
we will explain how to design these matrices in the
situation of structure feedback controls. That is, we will
look for the matrices in the structure form of A; = F;G;
with F; € R™! and G; € R!*™ for some positive
integer [. We will discuss two cases which are known
as: (1) state feedback; (ii) output injection (see, e.g., [18]).

(i) State feedback: design F;’s when G;’s are given

We will use the technique of linear matrix in-
equalities (LMIs, see, e.g., [30]) to design F;’s in this
subsection. Under Assumption 2.1, we will design F;’s
in two steps.

Step 4.1: Find N pairs of symmetric matrices W;
and W; (i € S) with W; > 0 such that

2(x —y) " Wilf (@,0) — f(y, )]
+urace[(g(, 1) — g(y,7)) Wilg(a
<(z —y) " Wiz —y)

for all (x,y,i) € R x R™ x S.

There are lots of choices for W; and WL For
example, it will do if we choose any symmetric positive-
definite matrices W, and then let W, = (2\/a; +
az)||W; || I, with I, being n xn identity matrix. However,
it is wise to choose matrices in order to make use of the

given structures of f and g so that the second step can
be made more easily.

Step 4.2: Find a solution of matrices F; to the LMIs

1) = 9(y,1))]
.1

N
Wi+ FGi+ G F'+) 7;W; <0, i€S. (42)
j=1



Please note that one can use Matlab to search for
the solution matrices. The following corollary is obvious.

Corollary 4.3: Under Assumption 2.1, find matrices
F; (i € S) as described in Steps 4.1 and 4.2. Then
Assumption 3.1 is satisfied with A; = F;G; and

N
bg = — I‘.;leaSX Amax (Wl + F;G; + G?FZT + jz_;’yijo) .
(4.3)
(ii)) Output injection: design G;’s when Fj’s are
given

This is very similar to the case of state feedback.
We describe it as another corollary.

Corollary 4.4: Under Assumption 2.1, find matrices
W, and Wi (i € S) as Step 4.1 describes and then find a
solution of matrices GG; to the LMIs (4.2). Then Theorem
3.4 holds with A; = F;G; and by being the same as in
Corollary 4.3.

5. EXAMPLE
We will discuss an example in this section to illus-
trate our theory.

Example 5.1: Consider a second order SDE
E(t) = —22(t)+0.212(t) +[ap () + 0,0 2 ()] B(E), (5.1)

where B(t) is a scalar white noise (informally thought as
the derivative of a scalar Brownian motion B(t)), (t) is a
Markov chain taking values in the state space S = {1,2}

with the generator
-1 1
= (5 %)

and the coefficients are specified by a3 = 2, as =
—1, 03 = 0.5, o9 = 1. This SDE describes a hy-
brid stochastic oscillator (see, e.g., [16]). Introducing
X(t) = (X1(t), Xo(t)T = (2(t),2(t))", we can write
the oscillator as the two-dimensional linear hybrid SDE

dX(t) = HX(t)dt + [k,.(t) + KT.(t)X(t)]dB(t), 5.2)
where

0 1 0 0 0
H‘<0.21 —2>’ki_(ai)’Ki_<ai 0)'

Given any initial value X (0) € RZ?, the mean of the
solution to equation (5.1) has the form

EX(t) = "' X(0), (5.3)
where
th B ( %6—2.“ + %eo.u _%6—2.” + 560.1t)
- 1 _—2.1t 1 0.1t 2 —2.1t 1 0.1t
~330€ + 330¢ 22€ + 53¢

It then follows, for example, EX;(tf) — oo and
EX5(t) — oo when X(0) = (1,0)T while EX;(¢t) —
—oc and EX;(t) — —oo when X (0) = (—1,0)7. These
show that equation (5.2) is not stable in distribution.

Let us now apply our new theory to design a delay
feedback control to stabilise the SDE. Due to the page
limit, we only discuss a structure feedback control in the
following interesting situation, where

« only X;-component, in both modes, can be observed
and the control can only be fed into d X;-component.

In terms of mathematics, our control function has the
form A; X (t — 7) with

(=B O
Ai(o 0>’

where 3, and (3, are both positive numbers to be chosen.
Namely, the controlled system has the form

(5.4)

dX (t) = [HX () + Apy X (t — 7)dt

+ [k,«(t) + Kr(t)X(t)]dB(t). (5.5)

It is straightforward to see that if we let W; be the identity
matrix for both ¢ = 1 and 2, then Assumption 3.1 holds
as long as

— b0 = Amax(H + A; + H + AT + KT K;)

B —28; +07 1.21

_Ama"(< 1.21 —4>) <0

Setting —283; + 02 = —4 for i = 1,2, namely

(5.6)

—2814+0.25=—-4, —28;+1=—4,

we get 81 = 2.125 and [ = 2.5. Consequently,
Assumption 3.1 holds with by = 2.79. It is also easy
to check that Assumption (2.1) holds with a; = 2.244
and as = 1. Moreover, by (3.3), we compute a3z = 6.25
and a4 = 2.5. Then (3.11) becomes

e = {(91,92,93) 160103 > 10, 0y > 0,

05 € (0,1.116)} 5.7
and, by (3.12),
o sy 2.79 —2.505 0105 — 10 0205
O otnco 01+ 0 14838 625
(5.8)
Choosing 63 = 0.5 and setting
1.54 0.50; —10  0.560
* = pr— = 5_9
T 9 10, 4488 62.5 69
we get 01 = 24.49471, 0 = 6.259339 and 77 =

0.05006471. As (01,02, 65) € ©, we must have 77 < 7*.
By Theorem 3.4, we can then conclude that for each 7 <
0.05006471, there exists a unique probability measure
pr € P(C([-7,0];R?)) such that the solution of the
controlled system (5.5) satisfies

Jlim du(L(X5Y), 1r) =0 (5.10)

for all (&,4) € C([—T,0]; R?) x S.



6. CONCLUSION

In this paper we initiated the new problem of
stabilisation in distribution by delay feedback controls
for a class of nonlinear hybrid SDEs whose drift and
diffusion coefficients are globally Lipschitz continuous.
We successfully showed that the stabilisation in distribu-
tion can be achieved by linear delay feedback controls. In
particular, we discuss how to design the feedback controls
in two structure cases: state feedback and output injection.
We also obtain a positive 7% so that the delay feedback
control works as long as 7 < 7*. Although 7* obtained
is not optimal yet, it can be determined numerically so
that our theory can be applied more easily in practice. A
hybrid stochastic oscillator (i.e., a 2-dimensional hybrid
SDE) was discussed in order to illustrate our theory.
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