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Abstract. This article considers a discrete-time robust optimal control prob-
lem on matrix Lie groups. The underlying system is assumed to be perturbed

by exogenous unmeasured bounded disturbances, and the control problem is
posed as a min-max optimal control wherein the disturbance is the adversary

and tries to maximise a cost that the control tries to minimise. Assuming

the existence of a saddle point in the problem, we present a version of the
Pontryagin maximum principle (PMP) that encapsulates first-order necessary

conditions that the optimal control and disturbance trajectories must satisfy.

This PMP features a saddle point condition on the Hamiltonian and a set of
backward difference equations for the adjoint dynamics. We also present a

special case of our result on Euclidean spaces. We conclude with applying the

PMP to robust version of single axis rotation of a rigid body.

1. Introduction

Optimal control is a cornerstone in the theory of modern control [1, 21, 30]. The
Pontryagin maximum principle [28] (henceforth referred to as the PMP) constitutes
an integral part of optimal control theory, and it provides first-order necessary
conditions for optimality. These necessary conditions make the process of finding
an optimal control significantly simpler by narrowing the set of admissible controls
into a subset of candidate optimisers, and they are used by numerical algorithms
to search for an optimal control. It is, in fact, one of the most widely used tools
in optimal control apart from the Hamilton-Jacobi-Bellman (HJB) approach. The
PMP has traditionally been studied in a continuous-time setting, and while the
discrete-time version [8] received less attention in the initial stages, there have
recently been several investigations into the discrete time PMP, for instance, in the
presence of constraints and in the geometric setting; see, e.g., [19, 24, 25, 27] and
the references therein.

The mathematical model of any engineering system is almost always an approx-
imation of its actual behaviour, and consequently, it is essential to address the
robustness aspect of control schemes for practical applications. By this we mean
the ability of the controller to give satisfactory performance under system modelling
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uncertainties and/or the presence of exogenous unmeasured disturbances. Our em-
phasis here will be on deterministic controllers formulated as min-max optimisation
problems (also studied as games), in which the disturbance is the adversary and
tries to maximise the cost which the control tries to minimise [2, 3, 10, 11, 29].

PMPs for robust optimal control problems of the aforementioned type have been
derived in [32] for continuous time systems with uncertainties, and in [7] for systems
that have parametric uncertainties. For continuous time systems, there has been
considerable work in the game theoretic framework on the min-max control for sys-
tems with disturbances, we pick the representative articles [4, 9] from that literature
since they contain results that closely resemble the PMP. When [9] is specialized
to our setting of a min-max problem, one arrives at a zero sum differential game
which has a Nash equilibrium (a game theoretic analog of a saddle point). This
gives rise to two distinct sub-problems, one of minimising the cost over admissible
controls (and this problem is parametrised by the optimal disturbance), and the
other of maximising the cost over admissible disturbances (which is paramerised by
the optimal control). The author proceeds to apply the PMP on both sub-problems
individually to arrive at two sets of two-point boundary value problems, each with
their own Hamiltonians and covectors, each parametrized by the solution of the
other. [4] takes this further by deriving a single maximum principle with a single
Hamiltonian and single covector by employing the Isaacs equation [12] in an inter-
esting fashion. Our approach here is derived from the ideas in these two articles,
but we operate under a different regime that we now explain.

A broad class of aerospace and mechanical systems evolve on the class of smooth
manifolds known as Lie groups. These state spaces lack a vector space structure,
which warrants new techniques to be developed in order to study these systems, and
such techniques fall under the broad umbrella of geometric mechanics and control
[1, 22]. Optimal control of such systems has received significant attention [1, 6]; in
particular, PMPs for systems evolving on smooth manifolds has been studied both
in continuous and discrete time [19, 24, 27] in considerable detail. More specifically,
geometric discrete-time optimal control, designed specifically to respect the non-flat
nature of the underlying state spaces, has been of great interest in the engineering
community since the associated techniques eliminate problems that occur by using
local parametrisation [16, 17, 26].

In [27], a discrete-time PMP for optimal control problems for systems evolving on
matrix Lie groups was presented. That work however did not consider the per-
formance of the controller under the effect of exogenous unmeasured disturbances.
The current work takes the problem a step further by incorporating the effect of
bounded disturbances acting on the class of systems considered in [27] and by pos-
ing the optimal control problem as a min-max problem. Assuming the existence of
a saddle point of the cost function, we provide first-order necessary conditions that
the control and disturbance satisfy for optimality are presented in the form of a
modification of the PMP. We arrive at a saddle point condition on the Hamiltonian
and backward difference equations for the covector (also termed adjoint) dynamics.
We also present a specialised version of our result to Euclidean spaces for those
interested in directly applying it to such systems. Our results are similar in spirit
to [4] but different in three very significant aspects:

◦ We consider a problem that evolves in discrete-time, for which it is not possible to
derive the maximum principle from a min-max version of the Bellman’s equation.
This is relevant, since in continuous-time the PMP can be derived using ideas
from the HJB partial differential equation [21, Chapter 5], and similarly the
modification of PMP in [4] can be derived using ideas from the Isaacs equation.
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◦ [4] hypothesizes that the Hamiltonian satisfies a saddle point condition before
establishing their result. We do not do make any such assumption, but instead
the saddle point condition appears naturally in our development.

◦ [4] assumes that the abnormal multiplier used in the Hamiltonian is non-zero at
the outset, but we prove that it must always be non-zero in our setting.

The results closest in spirit to ours are in [7], but as noted earlier, [7] considers
parametric uncertainty in the system.

This paper is organized as follows. Section 2 contains preliminaries and the state-
ment of the maximum principle for our case, which is proven in Section 3. Section
4 contains an aerospace example where our theory is applied.

2. Preliminaries and Statement of Main Result

2.1. Mathematical Preliminaries. We present some mathematical preliminaries
in this subsection. W will denote the set of non-negative integers.

Given a vector space V, let V∗ denote its dual space, which is the set of all linear
functionals (also termed covectors) on V. Denote by 〈·, ·〉 : V∗ × V → R the
duality pairing. Given a linear map between two vector spaces F : V1 → V2,
let F ∗ : (V2)∗ → (V1)∗ denote the dual of F defined as 〈F ∗(η), v〉 = 〈η, F (v)〉
for all η ∈ (V2)∗, v ∈ V1. The standard inner product on Rn will also be denoted
by 〈·, ·〉 since it is equivalent to the duality pairing on Rn. For a smooth map
between two vector spaces F : V1 → V2, for any x ∈ V1, DF (x) will denote the
derivative of F at x and D2F (x) will denote the second derivative of F at x. Given
a third vector space V3, for a smooth map V1×V2 3 (x1, x2) 7→ F (x1, x2) ∈ V3, for
any (x̄1, x̄2) ∈ V1 × V2, Dx1F (x̄1, x̄2) denotes the derivative of F (·, x̄2), evaluated
at x̄1 and D2

x1
F (x̄1, x̄2) denotes the second derivative of F (·, x̄2), evaluated at x̄1.

If two vector spaces V1 and V2 are isomorphic, it will be denoted by V1
∼= V2. The

preceding material was from [14, 31].

Given a cone K ⊂ Rn with vertex at x ∈ Rn, we define the dual cone of K as
K+(x) := {a ∈ Rn | 〈a, x′ − x〉 ≥ 0 for allx′ ∈ K}. For a convex set Ω ⊂ Rn, its
supporting cone with vertex at x ∈ Ω is defined as KΩ(x) := cl(

⋃
α>0{x+α(x′−x) |

x′ ∈ Ω}). A family of convex cones is defined to be separable if there exists a
hyperplane that separates one of them from the intersection of the others. If the
family is not separable then it is defined to be inseparable. An interested reader is
referred to [7, Chapter 6] for a more elaborate treatment.

Consider a smooth function F : Rn → R. Suppose that we desire to find argminF (x)
with x ∈ Σ ⊂ Rn. Then, as per [7, Theorem 6.1] x? ∈ Σ is a minimum of F over Σ
if and only if Σ ∩ Ω = {x?}, where Ω := {x ∈ Rn | F (x) < F (x?)} ∪ {x?}.

Definition 1 ([13, Definition 11.4]). Consider two arbitrary sets U and D and an
arbitrary function F : U × D → R. (u?, d?) ∈ U × D is a saddle point of F if

F (u?, d) ≤ F (u?, d?) ≤ F (u, d?) for allu ∈ U , d ∈ D

Proposition 1. Consider a smooth function F : Rm×Rp → R and U×D ⊂ Rm×Rp
with (u?, d?) ∈ U × D. Define Ω1 := {(u, d?) ∈ Rm × Rp | F (u, d?) < F (u?, d?)},
Ω2 := {(u?, d) ∈ Rm × Rp | F (u?, d) > F (u?, d?)}, Ω′1 := Ω1 ∪ {(u?, d?)} and
Ω′2 := Ω2 ∪ {(u?, d?)}. The following are equivalent

(P-i) (u?, d?) is a saddle point of F restricted to U × D.

(P-ii)
(
Ω1 ∪ Ω2 ∪ {(u?, d?)}

)
∩ (U × D) = {(u?, d?)}

(P-iii) Ω′1 ∩ (U × D) = {(u?, d?)} and Ω′2 ∩ (U × D) = {(u?, d?)}
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A proof of Proposition 1 is provided Appendix A.

Since the basic aim of the content of this paper is to find necessary conditions for
a saddle point, Proposition 1 yields a procedure for it as follows:

(SP-i) Freeze d at d? and obtain necessary conditions for u? to be a minimum of
F (·, d?) over U × {d?}. These conditions will naturally be parametrised
by d?.

(SP-ii) Freeze u at u? and obtain necessary conditions for d? to be a maximum of
F (u?, ·) over {u?} × D. These conditions will naturally be parametrised
by u?.

(SP-iii) Both sets of necessary conditions should be simultaneously satisfied, how-
ever, notice that the multipliers that appear in both sets of necessary
conditions may be different.

We will use the next result in our numerical simulations.

Proposition 2 (Sufficient condition for saddle point). Consider a smooth function
Rm × Rp 3 (u, d) 7→ F (u, d) ∈ R and a point (u?, d?) ∈ Rm × Rp. Suppose that

• DuF (u?, d?) = 0 and D2
uF (u?, d?) is positive definite

• DdF (u?, d?) = 0 and D2
dF (u?, d?) is negative definite

Then there exist open sets U ⊂ Rm and D ⊂ Rp with u? ∈ U and d? ∈ D such that
(u?, d?) is a saddle point of F restricted to U × D.

Proof. Condition 2 is a sufficient condition for u? to be a strict local minimum
of F (·, d?), yielding that there exists an open set U ⊂ Rm with u? ∈ U such
that F (u?, d?) < F (u, d?) for allu ∈ U [13, Theorem 2.13]. This gives the second
inequality in Definition 1. A parallel argument for F (u?, ·) gives the first inequality
in Definition 1. �

We present some background on smooth manifolds. For more on these topics,
we refer the reader to standard texts on differential geometry, for instance, [20,
Chapter 3, 11]. For a smooth manifold M, TxM represents its tangent space at
x ∈M [20, Page 54]. Given two smooth manifoldsM1 andM2, and a smooth map
F : M1 → M2, TF (x) : TxM1 → TF (x)M2 will denote the tangent map of F at
x (recall that the tangent map is the generalisation of the derivative in the context
of smooth manifolds [20, Page 68]). The cotangent map of F at x (which is the

dual of the tangent map [20, Page 284]) will be denoted as T ∗F (x) :
(
TF (x)M2

)∗ →
(TxM1)

∗
, and for any η ∈

(
TF (x)M2

)∗
, T ∗F (x)(η) will denote its action on η. Now,

given a third smooth manifold M3, let M1 ×M2 3 (x1, x2) 7→ F (x1, x2) ∈ M3.
Then Tx1

F (x̄1, x̄2) denotes the tangent map of F (·, x̄2), evaluated at x̄1. The
following notion will be used while defining covectors as tangent maps of real-valued
functions. Given a smooth map F1 :M1 → R, for any x ∈M1, TF1(x) ∈ (TxM1)

∗

since TF1(x) · v ∈ R for all v ∈ TM1(x) and TF1(x) is a linear map. We can
associate to TF1(x) a covector η ∈ (TxM1)

∗
such that TF1(x)(v) := 〈η, v〉 =

TF1(x) · v for all v ∈ TxM1. Therefore, given a smooth map F2 : M2 → M1, the
expression T ∗F2(x)(TF1(F2(x))) makes perfect sense (for rigorous details see [20,
Proposition 11.18]). Note that the same ideas applies to derivatives of real-valued
functions defined on vector spaces. As we go forward in the paper, we insert helpful
comments to explain intuition behind differential geometric concepts.

Since our setting is that of a Lie group, let us quickly recall some preliminaries.
Refer [15, Chapter 5,6] for more details on Lie groups. For our problem we will
consider a n dimensional matrix Lie group G ⊂ RM×M with identity element I
and Lie algebra g ⊂ RM×M [15, Chapter 5.1]. Let σ : Rn → g be an isomorphism.
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The dual of g is g∗ ⊂ RM×M and 〈η, v〉 = tr(η>v) for all η ∈ g∗, v ∈ g, where
tr(·) denotes the trace, and (·)> denotes the transpose. Let Φ : G × G → G
denote the group multiplication, which by definition, is matrix multiplication for
matrix Lie groups, that is, Φ(g1, g2) = g1g2. Then Φg : G → G for all g ∈ G is a
diffeomorphism, and Φg1

(g2) = g1g2 [15, Chapter 5.2]. For any g ∈ G, the tangent
space is characterised as TgG = TIΦg(g). The tangent map of Φ simplifies to
matrix multiplication as well, that is, given g1, g2 ∈ G and v ∈ g, TIΦg1

v = g1v
and therefore, Tg1

Φg2
(TIΦg1

v) = g2g1v. The exponential map is denoted as exp :
g→ G, which for matrix Lie groups is simply the matrix exponential [15, Chapter
5.4]. Given g ∈ G, the exp map can be used to define smooth curve on G passing
through g with tangent vector TIΦg · v for v ∈ g as R 3 s 7→ g exp(vs) ∈ G.
This can be conveniently used to find tangent maps of real valued functions, say
f : G→ R as Tf(g) · v = d

ds

∣∣
s=0

f(g exp(vs)). The Adjoint action of G on g is [15,

Definition 6.40]

G× g 3 (g, v) 7→ Adg v :=
d

ds

∣∣∣∣
s=0

g exp(sv)g−1 ∈ g

For any g ∈ G, let Ad∗g be the dual of Adg.

Remark 1. Although we restrict attention to matrix Lie groups here, our deriva-
tions proceed in full generality first and then are made specific to matrix Lie groups,
thus making it applicable to any finite dimensional Lie group.

For any n ∈ W, [n] := {0, 1, . . . , n}. Let N ∈ W be fixed, and will be referred to
as the control horizon throughout. Before moving towards defining our problem,
we briefly recall the discrete time Pontryagin maximum principle on matrix Lie
groups [27] since it plays a central role in our development. Consider a discrete
time control system evolving on G× Rn

gk+1 = gkf1(gk, ωk) for all k ∈ [N − 1], (1a)

ωk+1 = f2(gk, ωk, uk) for all k ∈ [N − 1], (1b)

where

• gk ∈ G and ωk ∈ Rn, for all k ∈ [N ] are the states,

• f1 : G× Rn → G and f2 : G× Rn × Rm → Rn are smooth,

• uk ∈ Uk ⊂ Rm is the control for all k ∈ [N − 1].

Consider the optimal control problem

min
u

J (g,ω,u) :=

N−1∑
k=0

ck(gk, ωk, uk)

+ cN (gN , ωN ) (2a)

s.t. system (1), (2b)

uk ∈ Uk, for all k ∈ [N − 1] (2c)

g0 = ḡ0, ω0 = ω̄0, (2d)

where the notation goes as,

• G× Rn × Rm 3 (g, ω, u) 7→ ck(g, ω, u) ∈ R, and G× Rn 3 (g, ω) 7→ cN (g, ω) ∈ R
are suitable smooth functions for all k ∈ [N − 1],

• g := (g0, g1, . . . , gN ) ∈
N+1 factors︷ ︸︸ ︷

G×G× · · · ×G and ω := (ω0, ω1, . . . , ωN ) ∈ Rn(N+1) are
the state sequences,

• u := (u0, u1, . . . , uN−1) ∈ RmN is the control sequence.
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Assume that there exists an open set O ⊂ g such that exp map restricted to O,
i.e. exp : O → exp(O) is a diffeomorphism and f1 ∈ exp(O), and that Uk is convex
for all k ∈ [N − 1].

Theorem 1 ([27, Theorem 5]). For the optimization problem in (2) let the optimal
control sequence be u? respectively corresponding to which the state trajectory is g?

and ω?. Define the Hamiltonian as (for ν ∈ R)

[N − 1]× g∗ × (Rn)∗ ×G× Rn × Rm 3
(k, ζ, ξ, g, ω, u) 7→ Hν(k, ζ, ξ, g, ω, u) :=

νck(g, ω, u) +
〈
ζ, exp−1(f1(g, ω))

〉
+ 〈ξ, f2(g, ω, u)〉 .

For all k ∈ [N − 1], there exist covectors ζk ∈ g∗, ξk ∈ (Rn)∗, and define γ?k :=
(ζk, ξk, g

?
k, ω

?
k, u

?
k),

ρk := T ∗
(

exp−1 ◦Φ((g?k−1)−1g?k)

)
(I)(ζk),

which satisfy the following necessary conditions

• Optimal state dynamics (for all k ∈ [N ]):

g?k+1 = g?k exp(DζHν(γ?k)),

ω?k+1 = DξHν(γ?k);

• Adjoint equations (for all k ∈ [N − 1]):

ξk−1 = DωHν(γ?k),

ρk−1 = Ad∗exp(−DζHν(γ?k)) ρ
k + T ∗Φg?k(I)(TgHν(γ?k));

• Transversality relations:

ξN−1 = νDωcN (g?N , ω
?
N ),

ρN−1 = νT ∗Φg?N (I)(TgcN (g?N , ω
?
N ));

• Hamiltonian non-positive gradient condition (for all k ∈ [N − 1]):〈
DuHν(γ?k−1), uk−1

〉
≤ 0 for allu?k−1 + uk−1 ∈ Uk−1;

• Non-triviality: ν ≤ 0 and if ν = 0 then at least one of the covectors is non-zero.

2.2. Problem Definition. Consider a discrete time control system evolving on
G× Rn as

gk+1 = gkf1(gk, ωk) for all k ∈ [N − 1], (3a)

ωk+1 = f2(gk, ωk, uk, dk) for all k ∈ [N − 1], (3b)

where

(Sys-i) gk ∈ G and ωk ∈ Rn (equivalently, σ(ωk) ∈ g) for all k ∈ [N ] are the
states,

(Sys-ii) f1 : G × Rn → G and f2 : G × Rn × Rm × Rp → Rn are smooth and
respectively represent the kinematics and dynamics of the system,

(Sys-iii) uk ∈ Uk ⊂ Rm and dk ∈ Dk ⊂ Rp respectively are the control and
unmeasured external disturbance for k ∈ [N − 1].

Remark 2. Physical systems (whether on Euclidean spaces or manifolds) are typ-
ically modelled as evolving in continuous time as differential equations. However,
for implementation purposes one finds it suitable to represent them as discrete-time
systems using. Discretising systems that evolve on manifolds is a non-trivial task
since the discretisation should respect the manifold structure of the configuration
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space of the system. Discrete mechanics finds applications here, see, e.g., [23].
We will suppose that f1 has been obtained using such an appropriate discretisation
technique.

Our aim is to obtain necessary conditions satisfied by the optimiser of the following
optimal control problem:

min
u

max
d

J (g,ω,u,d) :=

N−1∑
k=0

ck(gk, ωk, uk, dk)

+ cN (gN , ωN ) (4a)

s.t. system (3), (4b)

uk ∈ Uk, dk ∈ Dk for all k ∈ [N − 1], (4c)

g0 = ḡ0, ω0 = ω̄0, (4d)

where the notation goes as,

(N-i) G × Rn × Rm 3 (g, ω, u) 7→ ck(g, ω, u) ∈ R, and G × Rn 3 (g, ω) 7→
cN (g, ω) ∈ R are suitable smooth functions for all k ∈ [N − 1],

(N-ii) g := (g0, g1, . . . , gN ) ∈
N+1 factors︷ ︸︸ ︷

G×G× · · · ×G and ω := (ω0, ω1, . . . , ωN ) ∈
Rn(N+1) are the state sequences,

(N-iii) u := (u0, u1, . . . , uN−1) ∈ RmN is the control sequence,

(N-iv) d := (d0, d1, . . . , dN−1) ∈ RpN is the disturbance sequence.

Assumption 1. The following assumptions (taken from [27, Assumption 1]) are
required to transfer the optimisation problem into a Euclidean setting and to obtain
necessary conditions that the optimiser satisfies.

• There exists an open set O ⊂ g such that exp map restricted to O, i.e. exp : O →
exp(O) is a diffeomorphism and the discretisation is such that f1 ∈ exp(O).

• Uk and Dk are compact and convex sets for all k ∈ [N ].

We assume that the cost in (4a) admits a saddle point.

Assumption 2. (g?,ω?,u?,d?) is a saddle point for the optimization problem (4).

Then defining open sets U ⊂ U0×U1× . . .×UN−1 and D ⊂ D0×D1× . . .×DN−1,
with u? ∈ U and d? ∈ D,

J (g?,ω?,u?,d?) ≤ J (g,ω,u,d?) for allu ∈ U ,
J (g,ω,u?,d) ≤ J (g?,ω?,u?,d?) for alld ∈ D.

2.3. Main Result.

Theorem 2. For the optimization problem in (4) let the optimal control and distur-
bance sequence be u? and d? respectively corresponding to which the state trajectory
is g? and ω?. Define the Hamiltonian as

[N − 1]× g∗ × (Rn)∗ ×G× Rn × Rm × Rp 3
(k, ζ, ξ, g, ω, u, d) 7→ H(k, ζ, ξ, g, ω, u, d) :=

− ck(g, ω, u, d) +
〈
ζ, exp−1(f1(g, ω))

〉
+ 〈ξ, f2(g, ω, u, d)〉 .

For all k ∈ [N − 1], there exist covectors ζk ∈ g∗, ξk ∈ (Rn)∗, and define γ?k :=
(ζk, ξk, g

?
k, ω

?
k, u

?
k, u

?
k),

ρk := T ∗
(

exp−1 ◦Φ((g?k−1)−1g?k)

)
(I)(ζk),
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which satisfy the following necessary conditions

(H-i) Optimal state dynamics (for all k ∈ [N ]):

g?k+1 = g?k exp(DζH(γ?k)),

ω?k+1 = DξH(γ?k);

(H-ii) Adjoint equations (for all k ∈ [N − 1]):

ξk−1 = DωH(γ?k),

ρk−1 = Ad∗exp(−DζH(γ?k)) ρ
k + T ∗Φg?k(I)(TgH(γ?k));

(H-iii) Transversality relations:

ξN−1 = −DωcN (g?N , ω
?
N ),

ρN−1 = −T ∗Φg?N (I)(TgcN (g?N , ω
?
N ));

(H-iv) Hamiltonian “saddle point” condition (for all k ∈ [N − 1]):〈
DuH(γ?k−1), uk−1

〉
≤ 0 for allu?k−1 + uk−1 ∈ Uk−1,〈

DdH(γ?k−1), dk−1

〉
≥ 0 for all d?k−1 + dk−1 ∈ Dk−1.

Proof. Section 3. �

Remark 3. A comment on the notation used here, which is heavy in differential
geometric jargon:

• Condition (H-iv) does not strictly denote a saddle point in the most general case.
However, under suitable assumptions on H it does, for instance, if the Hamilton-
ian is convex in u and concave in d.

• The derivative of H with respect to ω, ξ, ζ are well understood since these entities
lie in vector spaces.

• Note that ρ, ζ can be written as elements of RM×M . Since a co-vector can be easily
visualised by its action on a vector, we will perform some calculations to make
this apparent. To this end, let v ∈ g be arbitrary and let A := exp(−DζH(γ?k)).
To understand the relation between ρk−1 and ρk,〈

ρk−1, v
〉

=
〈
Ad∗A ρ

k + T ∗Φg?k(I)(TgH(γ?k)), v
〉

=
〈
ρk,AdA v

〉
+
〈
TgH(γ?k), TΦg?k(I) · v

〉
= tr

(
(ρk)>(AvA)

)
+ 〈TgH(γ?k), g?kv〉

= tr
(
(ρk)TAvA

)
+

d

ds

∣∣∣∣
s=0

H (g?k exp(vs))

To understand the relation between ρk and ζk〈
ρk, v

〉
=
〈
T ∗
(

exp−1 ◦Φ((g?k−1)−1g?k)

)
(I)(ζk), v

〉
=
〈
ζk, T

(
exp−1 ◦Φ((g?k−1)−1g?k)

)
(I) · v

〉
=

〈
ζk,

d

ds

∣∣∣∣
s=0

exp−1 ◦Φ((g?k−1)−1g?k)(exp(vs))

〉
=

〈
ζk,

d

ds

∣∣∣∣
s=0

exp−1
(
(g?k−1)−1g?k exp(vs)

)〉
= tr

(
(ζk)>

d

ds

∣∣∣∣
s=0

exp−1
(
(g?k−1)−1g?k exp(vs)

))
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2.4. Specialisation to Euclidean Spaces. Let the control system (3a),(3b) evolve
on Rn, i.e. G = Rn (although we require G to be a matrix Lie group, as noted in
Remark 1, the part of our presentation made in full generality holds for any finite
dimensional Lie group). We will introduce new notation for the cost and dynamics
to avoid clashing with previous notation. Since the system evolves on a Euclidean
space in entirety, we club all state variables into ω ∈ Rn and kinematics and dy-
namics into f : Rn × Rm × Rp → Rn . For complete clarity, we shall restate the
specific form of the control system

ωk+1 = f(ωk, uk, dk) for all k ∈ [N − 1], (5)

and optimal control problem

min
u

max
d

J(ω,u,d) :=

N−1∑
k=0

ck(ωk, uk, dk)

+ cN (ωN ) (6a)

s.t. system (5), (6b)

uk ∈ Uk, dk ∈ Dk for all k ∈ [N − 1], (6c)

ω0 = ω̄0, (6d)

where Rn × Rm 3 (ω, u) 7→ ck(ω, u) ∈ R, and Rn 3 ω 7→ cN (g, ω) ∈ R are suitable
smooth functions for all k ∈ [N − 1], and the remaining notation is same as List
(Sys-i),(Sys-iii) and List (N-ii),(N-iii),(N-iv) (accommodating for the change of Lie
group G to Rn).

Corollary 1. For the optimisation problem in (6) let the optimal control and distur-
bance sequence be u? and d? respectively corresponding to which the state trajectory
is g? and ω?. Define the Hamiltonian as

[N − 1]× Rn × Rn × Rm × Rp 3 (k, ξ, ω, u, d) 7→
H(k, ξ, ω, u, d) := −ck(ω, u) + 〈ξ, f(ω, u, d)〉 .

For k ∈ [N − 1], there exist covectors ξk ∈ Rn, and define γ?k := (ξk, ω
?
k, u

?
k, d

?
k),

which satisfy the following necessary conditions

• Optimal state dynamics (for all k ∈ [N ]):

ω?k+1 = DξH(γ?k);

• Adjoint equations (for all k ∈ [N − 1]):

ξk−1 = DωH(γ?k);

• Transversality relations:

ξN−1 = −DωcN (ω?N );

• Hamiltonian “saddle point condition” (for all k ∈ [N − 1]):〈
DuH(γ?k−1), uk−1

〉
≤ 0 for allu?k−1 + uk−1 ∈ Uk−1,〈

DdH(γ?k−1), dk−1

〉
≥ 0 for all d?k−1 + dk−1 ∈ Dk−1.

Proof. Direct application of Theorem 2 on optimisation problem (6) (noting en
route the change of G to Rn). �

Remark 4. We make some observations that simplify computations when G = Rn.
The group multiplication is then vector space addition on Rn i.e. Φ(ω1, ω2) =
ω1 + ω2 for allω1, ω2 ∈ Rn, the exp map is the identity map [22, Chapter 9, Page
274], and it is clear from the definition of the adjoint action that it simplifies to the
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identity transformation as well. Tangent maps simplify to derivatives, and for any
ω ∈ Rn, TRn(ω) ∼= Rn (in particular, g ∼= Rn) and (TRn(ω))

∗ ∼= Rn (in particular,
g∗ ∼= Rn).

3. Proof of Theorem 2

The proof will be based on the methodology detailed in List (SP-i),(SP-ii),(SP-iii).
The sketch of proof is as follows:

(Step-i) Minimisation: Freeze d at d?. Get necessary conditions on g,ω,u for
minimisation over u using Theorem 1.

(Step-ii) Maximisation: Freeze u at u?. Get necessary conditions on g,ω,d
for maximising over d using Theorem 1.

(Step-iii) Amalgamation: We will coherently merge the results from the two
previous steps into a single set of necessary conditions, which will have
a single Hamiltonian.

3.1. (Step-i) Minimisation. Freezing d at d?, the optimisation problem (4) be-
comes

min
u

J (g,ω,u,d?) (7a)

s.t. system (3) with dk = d?k for all k ∈ [N − 1], (7b)

uk ∈ Uk for all k ∈ [N − 1], (7c)

g0 = ḡ0, ω0 = ω̄0. (7d)

For the optimisation problem in (7) let the optimal control sequence be u? cor-
responding to which the state trajectory is g? and ω?. Applying Theorem 1, we
define the Hamiltonian for the control case as (for ν̌ ∈ R):

[N − 1]× g∗ × (Rn)∗ ×G× Rn × Rm 3 (k, ζ̌, ξ̌, g, ω, u)

7→ Hν̌u(k, ζ̌, ξ̌, g, ω, u) := ν̌ck(g, ω, u, d?k)

+
〈
ζ̌, exp−1(f1(g, ω))

〉
+
〈
ξ̌, f2(g, ω, u, d?k)

〉
. (8)

For all k ∈ [N − 1], there exist covectors ζ̌k ∈ g∗, ξ̌k ∈ (Rn)∗ and define γ̌?k :=

(ζ̌k, ξ̌k, g
?
k, ω

?
k, u

?
k),

ρ̌k := T ∗
(

exp−1 ◦Φ((g?k−1)−1g?k)

)
(I)(ζ̌k),

which satisfy the following necessary conditions

(u-i) Optimal state dynamics (for all k ∈ [N ]):

g?k+1 = g?k exp
(
Dζ̌H

ν̌
u(γ̌?k)

)
,

ω?k+1 = Dξ̌H
ν̌
u(γ̌?k);

(u-ii) Adjoint equations (for all k ∈ [N − 1]):

ξ̌k−1 = DωHν̌u(γ̌?k), (9)

ρ̌k−1 = Ad∗exp(−Dζ̌Hν̌u(γ̌?k)) ρ̌
k

+ T ∗Φg?k(I)
(
TgHν̌u(γ̌?k)

)
; (10)
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(u-iii) Transversality relations:

ξ̌N−1 = ν̌DωcN (g?N , ω
?
N ), (11)

ρ̌N−1 = ν̌T ∗Φg?N (I)(TgcN (g?N , ω
?
N )); (12)

(u-iv) Hamiltonian non-positive gradient condition (for all k ∈ [N − 1]):〈
DuHν̌u(γ̌?k−1), uk−1

〉
≤ 0 for allu?k−1 + uk−1 ∈ Uk−1;

(u-v) Non-triviality: ν̌ ≤ 0 and if ν̌ = 0 then at least one of the covectors is
non-zero.

3.2. (Step-ii) Maximisation. Having dealt with the minimisation problem, we
move on to the maximisation problem. Freezing u at u?, the maximisation problem
corresponding to (4) is

min
d

− J (g,ω,u?,d) (13a)

s.t. system (3) with uk = u?k for all k ∈ [N − 1], (13b)

dk ∈ Dk for all k ∈ [N − 1], (13c)

g0 = ḡ0, ω0 = ω̄0. (13d)

For the optimisation problem in (13) let the optimal disturbance sequence be d?

corresponding to which the state trajectory is g? and ω?. Applying Theorem 1, we
define the Hamiltonian for the disturbance case as (for ν̂ ∈ R):

[N − 1]× (g)∗ × (Rn)∗ ×G× Rn × Rp 3 (k, ζ̂, ξ̂, g, ω, d)

7→ Hν̂d(k, ζ̂, ξ̂, g, ω, d) := −ν̂ck(g, ω, u?, d)

+
〈
ζ̂, exp−1(f1(g, ω)

〉
+
〈
ξ̂, f2(g, ω, u?k, d)

〉
. (14)

For all k ∈ [N − 1] there exist covectors ζ̂k ∈ g∗, ξ̂k ∈ (Rn)∗, and define γ̂?k :=

(ζ̂k, ξ̂k, g
?
k, ω

?
k, d

?
k),

ρ̂k := T ∗
(

exp−1 ◦Φ((g?k−1)−1g?k)

)
(I)(ζ̂k),

which satisfy the following necessary conditions

(d-i) Optimal state dynamics (for all k ∈ [N ]):

g?k+1 = g?k exp(DζHν̂d(γ̂?k)),

ω?k+1 = DξHν̂d(γ̂?k);

(d-ii) Adjoint equations (for all k ∈ [N − 1]):

ξ̂k−1 = DωHν̂d(γ̂?k), (15)

ρ̂k−1 = Ad∗exp(−Dζ̂H
ν̂
d(γ?k)) ρ

k

+ T ∗Φg?k(I)
(
TgHd(γ?k)

)
; (16)

(d-iii) Transversality conditions:

ξ̂N−1 = −ν̂DωcN (g?N , ω
?
N ), (17)

ρ̂N−1 = −ν̂T ∗Φg?N (I)(TgcN (g?N , ω
?
N )); (18)

(d-iv) Hamiltonian non-positive gradient condition (for all k ∈ [N − 1]):〈
DdHν̂d(γ̂?k−1), dk−1

〉
≤ 0 for all d?k−1 + dk−1 ∈ Dk−1;
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(d-v) Non-triviality: ν̂ ≤ 0 and if ν̂ = 0 then at least one of the covectors is
non-zero.

3.3. (Step-iii) Amalgamation. Up until now, we have two Hamiltonians Hν̌u and
Hν̂d , and two sequences of covectors per Hamiltonian. The equations for the control
case were parametrised by the optimal disturbance sequence and vice versa which
makes the problem extremely hard to solve since they are two two-point boundary
value problems paramatrised by the solutions of each other. However, as we will
show, there emerges a single Hamiltonian and a single set of covectors which begins
to suggest that the problem could be tractable. We establish this through the
following steps

• Show that abnormal multipliers are non-zero

• Define the common Hamiltonian

• Covectors of both problems are negatives of each other, and can be obtained
from the common Hamiltonian

• Obtain the “saddle point” condition on the common Hamiltonian

We begin with an observation which we will use often.

Remark 5. For all k ∈ [N − 1], ζ̌k and ζ̂k are related to ρ̌k and ρ̂k through bijective

linear maps, and in particular, ζ̌k = 0 ⇐⇒ ρ̌k = 0 and ζ̂k = 0 ⇐⇒ ρ̂k = 0.

Proposition 3. If ν̌ = 0, then ζ̌k = 0 and ξ̌k = 0 for all k ∈ [N − 1].

Proof. This proof will utilise mathematical induction.

Base case: If ν̌ = 0 then (12), (11) and Remark 5 yield ζ̌N−1 = 0 and ξ̌N−1 = 0
respectively.

Induction hypothesis: Assume that the proposition holds for k = N−1, N−2, . . . , i
for any i ∈ {N − 2, N − 3, . . . , 1}. We will show it also holds for k = i− 1.

Induction step: The induction hypothesis makes

DωHν̌u(γ̌?i ) = 0, TgHν̌u(γ̌?i ) = 0.

Therefore from (10), (9) and Remark 5, ζi−1 = 0 and ξi−1 = 0 respectively. This
completes the induction. �

The foregoing result also shows that ν̌ = 0 is not allowed since it violates the
non-trviality condition (u-v). It follows that ν̌ < 0. It can similarly be shown that
ν̂ < 0. For convenience, we let ν̌ = ν̂ = −1 and scale the covectors in both problems
accordingly. See Appendix B for details of scaling ν̌, and a similar procedure follows
for ν̂. Define the common Hamiltonian

[N − 1]× Rn × Rn ×G× Rn × Rm × Rp 3
(k, ζ, ξ, g, ω, u, d) 7→ H(k, ζ, ξ, g, ω, u, d) :=

− ck(g, ω, u) + 〈ζ, f1(g, ω)〉+ 〈ξ, f2(g, ω, u, d)〉 .

We will proceed to establish conditions (H-ii), (H-iii).

Proposition 4. For all k ∈ [N − 1]

(i) ζ̌k = −ζ̂k and ξ̌k = −ξ̂k for all k ∈ [N − 1]

(ii) There exist covectors ζk, ξk ∈ Rn and

ρk := T ∗
(

exp−1 ◦Φ((g?k−1)−1g?k)

)
(I)(ζk)

which satisfy conditions (H-ii), (H-iii).
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Proof. Let us begin by proving the result for k = N − 1. Observe from (12),(18)
and (11),(17) that

ρ̌N−1 = −ρ̂N−1 = −T ∗Φg?N (I)(TgcN (g?N , ω
?
N )),

ξ̌N−1 = −ξ̂N−1 = −DωcN (g?N , ω
?
N ),

and from Remark 5 ,ζN−1 = −ζ̂N−1. Define ξN−1 := ξ̌N−1 and ζN−1 := ζ̌N−1 to
finish the proof for k = N − 1.

For k = N − 2, N − 3, . . . , 0 we use mathematical induction.

Base case: From the result for k = N − 1 we obtain

DωHν̌u(γ̌?N−1) = −DωHν̂d(γ̂?N−1) = DωH(γ?N−1),

Dζ̌H
ν̌
u(γ̌?N−1) = Dζ̂H

ν̂
d(γ̂?N−1) = DζH(γ?N−1),

TgHν̌u(γ̌?N−1) = −TgHν̂d(γ̂?N−1) = TgH(γ?N−1).

Thus from (10),(16), and (9),(15), observe that

ρ̌N−2 = −ρ̂N−2

= Ad∗exp(−DζHν(γ?N−1)) ρ̌
N−1

+ TΦg?N−1
(I)(TgH(γ?N−1)),

ξ̌N−2 = −ξ̂N−2 = DωH(γ?N−2),

and from Remark 5, ζN−2 = −ζ̂N−2. Define ξN−2 := ξ̌N−2 and ζN−2 := ζ̌N−2 to
finish the proof for k = N − 2.

Induction hypothesis: Assume that the condition (H-ii) holds for k = N − 2, N −
3, . . . , i for any i ∈ {N − 2, N − 3, . . . , 1}. We will show it also holds for k = i− 1.

Induction step: Using an argument parallel to the one used for the base case, the
induction step can be shown. �

Remark 6. An alternate proof can be given by first making the observation that
the covectors depend linearly on ν̌ (or ν̂, as the case may be), and then absorbing
the negative sign accompanying ck and cN in the maximisation case into ν̂.

To obtain the “saddle point” condition (H-iv), notice that the preceding induction
argument also shows that DuHν̌u(γ̌?k) = DuH(γ?k) and DdHν̂d(γ̂?k) = −DdH(γ?k) for
k ∈ [N − 1]. Hence for k ∈ [N − 1] we have,〈

DuHν̌u(γ̌?k), uk
〉
≤ 0 for allu?k + uk ∈ Uk

=⇒ 〈DuH(γ?k), uk〉 ≤ 0 for allu?k + uk ∈ Uk
and 〈

DdHν̂d(γ?k), dk
〉
≤ 0 for all d?k + dk ∈ Dk

=⇒ 〈DdH(γ?k), dk〉 ≥ 0 for all d?k + dk ∈ Dk
Condition (H-i) is obtained by direct calculation.

4. Example

To demonstrate the application of Theorem 2, we use a simple example of single axis
rotation of a spacecraft under bounded disturbance. It is essentially a continuation
of the example presented in [27], to keep the spirit of extension of that work intact.
Single axis rotation of a spacecraft evolves on SO(2). This is one of the easiest and
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most intuitive examples of a Lie group, which still preserves the structure intrinsic
to the problem. Consider the Lie group SO(2) and its Lie algebra so(2),

SO(2) := {g ∈ R2×2 | g>g = gg> = I,det(g) = 1}

so(2) := {v ∈ R2×2 | v> + v = 0}

Define an isomorphism σ, its inverse vex, and the exp map

R 3 x 7→ σ(x) :=

(
0 −x
x 0

)
∈ so(2), vex(

(
0 −x
x 0

)
) = x

so(2) 3 σ(x) 7→ exp(σ(x)) :=

(
cos(x) − sin(x)
sin(x) cos(x)

)
By virtue of the Riesz representation theorem, we identify (so(2))∗ with so(2) and
σ∗ with vex. For this Section, 〈η, v〉 = 1

2 tr(η>v) for all η ∈ (so(2))∗, v ∈ so(2).

Remark 7. Any element g ∈ SO(2) can be represented as g = exp(θ) for some
θ ∈ [0, 2π).

We model single axis rotation as

gk+1 = gkq1(gk, ωk) for all k ∈ [N − 1], (19a)

ωk+1 = q2(gk, ωk, uk, dk) for all k ∈ [N − 1] (19b)

where

• gk ∈ SO(2), ωk ∈ R for all k ∈ [N ],

• U := [−uc, uc], D := [−dc, dc] and uc, dc, h ∈ R>0 are fixed, and initial conditions
g0 = ḡ0, ω0 = ω̄0 are known,

•
SO(2)× R 3 (g, ω) 7→ q1(g, ω) :=(√

1− h2ω2 −hω
hω

√
1− h2ω2

)
∈ SO(2),

• SO(2)× R× R× R 3 (g, ω, u, d) 7→ q2(g, ω, u, d) := ω + h(u+ d).

The optimal control problem is

min
u

max
d

1

2

(
Λ2ω2

N +

N−1∑
k=0

λ2u2
k + Λ2ω2

k − µ2d2
k

+ ψ2(2− tr(gk))

)
(20a)

s.t. system (19), (20b)

uk ∈ Uk, dk ∈ Dk for all k ∈ [N − 1], (20c)

g0 = ḡ0, ω0 = ω̄0. (20d)

Remark 8. The modelling interpretation of cost function is as follows. λ2u2
k min-

imises control effort and Λ2ω2
k maintain low angular velocity. −µ2d2

k penalises
the effort exerted by the external disturbance, the justification for which is that
Nature also tries to exert minimum effort. The last term in the cost function,
(2− tr(gk)) penalises the deviation of gk from I. To see this, utilise Remark 7 and
let gk = exp(θk) for some θk ∈ [0, 2π). Therefore,

2− tr(gk) = 2(1− cos(θk)) = 4 sin2(
θk
2

).

The quantity attains its minimum at θk = 0 which is gk = I which can be visualised
in Fig. 1.
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Figure 1. Variation of (2− tr(gk)) in the cost function

Assume that µ, λ,Λ, ψ ∈ R>0 are carefully chosen so as to ensure that the cost func-
tion in (20a) admits a saddle point1. For the optimisation problem in (20) let the
optimal control and disturbance sequence be u? and d? respectively, corresponding
to which the state trajectory is g? and ω?. Applying Theorem 2, we define the
Hamiltonian (which is independent of the time instant since the cost, kinematics
and dynamics are independent of time instant) as:

(so(2))∗ × R∗ × SO(2)× R× R× R 3 (ζσ, ξ, g, ω, u, d) 7→

H(ζσ, ξ, g, ω, u, d) := −
(
λ2u2 + Λ2ω2 − µ2d2 − ψ2 tr(g)

2

)
+
〈
ζσ, exp−1(q1(g, ω))

〉
+ ξq2(g, ω, u, d)

= −
(
λ2u2 + Λ2ω2 − µ2d2 − ψ2 tr(g)

2

)
+ ζ sin−1(hω) + ξ(ω + h(u+ d))

where ζ := σ∗(ζσ) = vex(ζσ). The optimal state dynamics and adjoint dynamics
are obtained as(refer Appenndix C for details)

g?k+1 = g?kq1(g?k, ω
?
k), (21)

ω?k+1 = q2(g?k, ω
?
k, u

?
k, d

?
k), (22)

ζk−1
σ = Ad∗exp(−DζσH(γ?k)) ζ

k
σ + T ∗Φg?k(I)(TgH(γ?k)),

= q1(g?k, ω
?
k)ζkσ (q1(g?k, ω

?
k))
>

+ T ∗Φg?k(I)(TgH(γ?k)),

= ζkσ + ψ2 (g?k)> − g?k
2

, (23)

ξk−1 = DωH(γ?k) =
hζk√

1− (hω?k)2
+ ξk − Λ2ω?k,

ζN−1
σ = −T ∗Φg?N (I)(TgcN (g?N , ω

?
N )) = ψ2 (g?N )> − g?N

2
, (24)

ξN−1 = −DωcN (g?N , ω
?
N ) = −Λ2ω?N .

1In the simulations shown later, we verify numerically that the optimiser obtained is indeed a
saddle point.
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The adjoint dynamics simplify to the following for k ∈ [N − 1]

ζkσ =

N∑
i=k+1

ψ2 (g?i )> − g?i
2

, (25)

ξk = h

N−1∑
i=k+1

1√
1− (hω?k)2

N∑
j=i+1

ψ2 vex

(
(g?j )> − g?j

2

)

−
N∑

i=k+1

Λ2ω?i . (26)

Since the Hamiltonian is convex in u and concave in d, the optimal control and
disturbance are easily derived as

u?k = argmax
w∈[−uc,uc]

H(ζkσ , ξ
k, g?k, ω

?
k, w, d

?
k),

=


uc if

hξk

λ2
≥ uc

−uc if
hξk

λ2
≤ −uc

hξk

λ2
otherwise

(27)

d?k = argmin
w∈[−dc,dc]

H(ζkσ , ξ
k, g?k, ω

?
k, u

?
k, w),

=



dc if
hξk

µ2
≤ −dc

−dc if
hξk

µ2
≥ dc

−hξ
k

µ2
otherwise

(28)

Remark 9. If in (20), we let ψ = 0, the problem reduces to a linear quadratic
dynamic game (which is a robust linear system with quadratic cost). This is be-
cause (gk)Nk=1 doesn’t appear in (20a), hence the constraint imposed by (19a) can be
trivially satisfied, and (19b) and (20a) define a linear system with quadratic cost.
Additionally, if we let the control and disturbance be unconstrained, the solution of
the resulting problem is well known [2, Chapter 3.2.1], and it satisfies the necessary
conditions given by Theorem 2. See Appendix D for details.

If we substitute (25) and (26), into (27) and (28), and substitute the resulting
equations into (21) and (22), we effectively change the necessary conditions a set of

non-linear equations in {(g?k, ω?k)}Nk=0. We solve and simulate these equations nu-
merically using fsolve in MATLAB R2019a and present a few results. We verify
numerically whether the solution obtained is indeed a saddle point using Proposi-
tion 2. We will let N = 50, h = 0.1,Λ = 0.1, λ = 1, µ = 2 for all simulations and
ψ, ḡ0, ω̄0 will be changed. These initial conditions define the optimal control prob-
lem. The disturbance and control are assumed to be unconstrained so as to keep
the problem smooth, which makes the use of fsolve easier. We will use Remark 7
when plotting the optimal state trajectory. In the plots that we present, we employ
a counterclockwise convention for θ, which means, on going counterclockwise from
θ = 0, and transversing an angle π/2 we arrive at θ = π/2, and on going clockwise
and traversing an angle π/2 we arrive at θ = −π/2 ≡ θ = 3π/2. A positive value of
ω therefore represents a velocity in the counterclockwise direction, and a negative
value represents a velocity in the clockwise direction.
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We present simulations of five trajectories the details for which are in Table 1. For
an extensive simulation study refer [18]. For T1 we show the optimal configuration,
angular velocity and input sequences in Fig. 2. The initial condition starts at the
opposite end at θ̄0 = π but manages to reach θ = 0. This is an advantage of using a
geometric controller which might or might not be guaranteed by conventional linear
or nonlinear controllers. Comparing between Fig. 3a and 3b we see that changing
the direction of the angular velocity from counterclockwise in T2 to clockwise in T3

assists the controller in causing a drift towards θ = 0. This is expected intuitively
since the intended drift from θ̄0 = π/2 to θ = 0 is clockwise. The numerical algo-
rithm utilised by the solver requires an initial guess to begin the solution procedure.
Between T4 and T5, we change the solver initial guess keeping everything else the
same. The solver converges to a different saddle point in both cases. From Fig. 4b
we observe that T5 displays behaviour similar to quaternion unwinding (which is a
phenomenon in which the system first diverges from the desired equilibrium then
converges to it [5]) by first diverging away from θ = 0 and then converging towards
it.

Trajectory ψ ω̄0 θ̄0 Figure

(rad/s) (rad)

T1 0.3 0.3 0.3 Fig 2

T2 0.2 0.1 π/2 Fig 3a

T3 0.2 -0.1 π/2 Fig 3b

T4 0.3 -0.1 4π/3 Fig 4a

T5 0.3 -0.1 4π/3 Fig 4b

Table 1. Simulation Data

Appendix A. Proof of Proposition 1

We will first prove that Condition (P-i) is equivalent to Condition (P-ii). In Con-
dition (P-ii), the intersection is always non-empty since (u?, d?) ∈ U × D. Assume
that the intersection has one more point (u1, d1) 6= (u?, d?). Then necessarily
(u1, d1) ∈ Ω1 ∪ Ω2. If (u1, d1) ∈ Ω1 then d1 = d? and F (u1, d1) < F (u?, d?). Thus
(u?, d?) will not be a saddle point of F restricted to U × D. A similar conclusion
can be drawn for the case when (u1, d1) ∈ Ω2. Hence Condition (P-i) =⇒ (P-ii).

Assume that (u?, d?) is not a saddle point. Then there exists (u?, d?) 6= (u1, d1) ∈
U×D such that either d1 = d? and F (u1, d1) < F (u?, d?) or u1 = u? and F (u?, d?) <
F (u1, d1). Then (u1, d1) ∈ Ω1 ∪ Ω2. Then

(
Ω1 ∪ Ω2 ∪ {(u?, d?)}

)
∩ (U × D) =

{(u?, d?), (u1, d1)}. Hence Condition (P-ii) =⇒ (P-i).

We will now prove that Condition (P-ii) is equivalent to Condition (P-iii). Observe
that

Ω′1 ∪ Ω′2 = {(u?, d?)} ∪ Ω1 ∪ Ω2 ∪ {(u?, d?)},
= Ω1 ∪ Ω2 ∪ {(u?, d?)}
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(a) Optimal configuration trajectory
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Figure 2. Trajectory T1

Therefore, (
Ω1 ∪ Ω2 ∪ {(u?, d?)}

)
∩ (U × D) = {(u?, d?)},

⇐⇒ (Ω′1 ∪ Ω′2) ∩ (U × D) = {(u?, d?)},
⇐⇒

(
Ω′1 ∩ (U × D

)
∪
(
Ω′2 ∩ (U × D

)
= {(u?, d?)},

⇐⇒

{(
Ω′1 ∩ (U × D

)
= {(u?, d?)}(

Ω′2 ∩ (U × D
)

= {(u?, d?)}

The last double implication is justified as follows. We have two sets, both non-empty
(since they have at least one common point which is (u?, d?). Their intersection is
a singleton set. Hence both of them must individually be that singleton set.
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(b) Trajectory T3

Figure 3. Optimal configuration trajectory

Appendix B.

In this section we show that given r ∈ R>0, if the Hamiltonian in (8) is defined
using rν̌ as

[N − 1]× g∗ × (Rn)∗ ×G× Rn × Rm 3 (k, ζ̌, ξ̌, g, ω, u)

7→ Hrν̌u (k, ζ̌, ξ̌, g, ω, u) := rν̌ck(g, ω, u, d?k)

+
〈
ζ̌, exp−1(f1(g, ω))

〉
+
〈
ξ̌, f2(g, ω, u, d?k)

〉
, (29)

and the covectors are changed to (rζ̌)N−1
k=0 and (rξ̌)N−1

k=0 , then conditions (u-i)-(u-v)
are still satisfied.

To show this, first define Γ̌?k := (rζ̌k, rξ̌k, g
?
k, ω

?
k, u

?
k). Condition (u-i) is satisfied

since

Dζ̌H
ν̌
u(γ̌?k) = Dζ̌H

rν̌
u (Γ̌?k), Dξ̌H

ν̌
u(γ̌?k) = Dξ̌H

rν̌
u (Γ̌?k).
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(b) Trajectory T5

Figure 4. Optimal configuration trajectory

Conditions (u-ii) and (u-iv) are satisfied since Ad∗g(·) is a linear map for any g ∈ G,
Remark 5 holds and since

rDuHν̌u(γ̌?k−1) = DuHrν̌u (Γ̌?k−1),

rDωHν̌u(γ̌?k) = DωHrν̌u (Γ̌?k), rTgHν̌u(γ̌?k) = TgHrν̌u (Γ̌?k).

Condition (u-iv) is satisfied because ζ̌N−1 and ξ̌N−1 depend linearly on ν̌. Condi-
tion (u-v) is trivially satisfied.

Appendix C.

We will present the derivation of (23). As noted in Remark 7, let g?k = exp(θ?k) for
some θ?k ∈ [0, 2π). For arbitrary t ∈ R, define v := σ(t) ∈ so(2). Recall that

exp(v) =

(
cos(t) − sin(t)
sin(t) cos(t)

)
,
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and that for any symmetric S ∈ R2×2, tr(Sv) = 1
2 tr((S − S>)v). Then,〈

T ∗Φg?k(I)(TgH(γ?k)), v
〉

=
〈
TgH(γ?k), TΦg?k(I)v

〉
,

=
d

ds

∣∣∣∣
s=0

H(g?k exp(vs)) =
1

2

d

ds

∣∣∣∣
s=0

ψ2 tr (g?k exp(vs)) ,

=
d

ds

∣∣∣∣
s=0

ψ2 cos(θ + ts) = −tψ2 sin(θ),

=
1

2
tr(ψ2g?kv) =

1

2
tr(

(
ψ2 (g?k)> − g?k

2

)>
v),

=

〈(
ψ2 (g?k)> − g?k

2

)
, v

〉
.

(24) is derived similarly.

Appendix D.

If ψ = 0 the adjoint equations simplify to

ζk = 0, ξk = −
N∑

i=k+1

Λ2ω?i for all k ∈ [N − 1].

The optimal inputs retain the same expressions as (27), (28). We continue to assume
that µ, λ,Λ > 0 are carefully chosen so as to ensure that the cost function in (20a)
admits a saddle point [2, Lemma 3.1]. As per [2, Theorem 3.1], the solutions for
the optimal inputs, for k ∈ [N − 1] are (to maintain consistency between results,
we will, without any loss of generality, let λ = 1)

u?k = −hMk+1L
−1
k ωk,

d?k = µ−2hMk+1L
−1
k ωk,

ω?k+1 = L−1
k ω?k, ω?0 = ω̄0,

Mk = Λ2 +Mk+1L
−1
k , MN = Λ2,

Lk := 1 + h2Mk+1(1− µ−2).

To show that this solution satisfies our necessary conditions (27) and (28), we will
utilise mathematical induction.

Base Case:

u?N−1 = −hΛ2L−1
N−1ω

?
N−1,

= −hΛ2ω?N ,

= hξN−1.

Induction Hypothesis: Assume the claim to be true for k = N − 1, N − 2, . . . , i.

Induction Step:

u?i−1 = −hMiL
−1
i−1ω

?
i−1

= −h(Λ2 +Mi+1L
−1
i )L−1

i−1ω
?
i−1,

= −hΛ2ω?i − hMi+1L
−1
i ω?i ,

= −hΛ2ω?i + u?i = −hΛ2ω?i − Λ2
N∑

k=i+1

ω?k,

= hξi−1.
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This verifies our claim.
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