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An Explicit Parametrization of Closed Loops
for Spatially Distributed Controllers

with Sparsity Constraints
Emily Jensen1 and Bassam Bamieh2

Abstract—We study the linear time-invariant state-feedback
controller design problem for distributed systems. We follow
the recently developed System Level Synthesis (SLS) approach
and impose locality structure on the resulting closed-loop map-
pings; the corresponding controller implementation inherits this
prescribed structure. In contrast to existing SLS results, we
derive an explicit (rather than implicit) parameterization of all
achievable stabilized closed-loops. This admits more efficient IIR
representations of the temporal part of the closed-loop dynamics,
and it allows for the H2 design problem with closed-loop spatial
sparsity constraints to be converted to a standard model matching
problem, with the number of transfer function parameters
scaling linearly with the closed-loop spatial extent constraint.
We illustrate our results with two applications: consensus of
first-order subsystems and the vehicular platoons problem. In
the case of first-order consensus, we provide analytic solutions
and further analyze the architecture of the resulting controller
implementation. Results for infinite extent spatially-invariant
systems are presented to provide insight to the case of a large
but finite number of subsystems.

Index Terms—Distributed control, Optimal control, Spatially-
invariant systems, Infinite-dimensional systems, System level
synthesis

I. INTRODUCTION

We consider the linear time-invariant (LTI) state-feedback
controller design problem for spatially-distributed systems.
The controller to be designed is also a distributed system; each
subcontroller component has access to only a subset of local
system information that is shared across the network according
to an underlying communication graph. The design problem
of interest is to synthesize optimal controllers (with respect to
some performance measure) subject to structural constraints
that account for this limited information sharing architecture.

In many cases, imposing structural constraints directly on
the controller transfer matrix leads to non-convex design
problems. On the other hand, imposing sparsity constraints on
closed-loop mappings leads to convex optimization problems.
Indeed it has long been known that for any LTI system, the
set of all achievable and stabilized closed-loop mappings from
disturbance to performance output is convex [1]. However,
characterization of this convex set requires knowledge of
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the open-loop zeros and their directions, leading to complex
computation requirements.

The recently developed System Level Synthesis (SLS)
methodology provides a new way of looking at the closed-loop
design problem by parameterizing instead a different closed-
loop mapping: from specific filtered disturbances to state and
control action. In the state-feedback setting, SLS provides
an implicit affine subspace constraint to parameterize the set
of these alternate achievable stabilized closed-loop mappings
using only a state-space realization of the plant. Additional
structural constraints on these closed loops (such as sparsity
structure) preserve convexity of the design set. The SLS
methodology also proposes controller implementations that
inherit the prescribed structure of the closed-loop mappings,
and is thus an indirect method for structured controller design.

A potential limitation of the existing SLS literature is that
the (infinite-dimensional) implicit affine subspace constraint
utilized is typically enforced numerically, requiring temporal
FIR approximations. Negative effects of these approximations
have been shown in [2], e.g. infeasibility of affine subspace
constraints when dealing with stable uncontrollable, unobserv-
able modes [2, Sec. 5]. The main contribution of this paper
is the derivation of an explicit (rather than implicit) parame-
terization of all achievable stabilized closed-loop mappings to
allow for analytic IIR solutions.

Alternate explicit parameterizations of achievable stabilized
closed-loops are well-known. For instance, the standard Youla
parameterization provides a convex reformulation of the con-
troller design problem subject to structural constraints in
special cases (e.g. quadratic invariance [3] and funnel causality
[4]); however this problem remains non-convex in general
settings. In addition, the Youla parameterization requires an
explicit computation of a co-prime factorization of the plant,
while our approach appears to have such factorizations built
into the procedure. This argument is outlined in Section IV-A
for certain special cases.

We focus on the setting of distributed systems for which
the dynamics of the individual subsystems are decoupled in
open loop. This architecture is common in practice; relevant
applications include the consensus of first-order subsystems
or the vehicular platoons problem [5], [6], and vehicular
formation problems in general; coupling of the dynamics
is introduced through feedback and is not inherent in the
open-loop system. As illustrative examples, we apply our
parameterizations to derive analytic solutions to the closed-
loop structured H2 controller design problem for first-order
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consensus; numerical results are illustrated for the vehicular
platoon problem.

We study the infinite spatial extent spatially-invariant setting
to provide insight to the large but finite setting, as in e.g.
[5], [7]. Our approach allows us to provide commentary about
the performance limitations and scalings with system size for
these applications, complementing analysis of recent works
including [8]–[10].

Our parameterization allows for the optimal H2 controller
design problem with closed-loop sparsity constraints to be
reformulated as a standard model-matching problem [11]. This
allows for efficient numerical solutions, and in certain cases
analytic solutions may be derived. The number of transfer
function parameters in this model matching problem scales lin-
early with the spatial sparsity constraint on the closed-loop and
is finite even in the infinite spatial-extent spatially-invariant
setting (provided finite sparsity constraints are imposed).

The rest of the paper is structured as follows. In Section II
we provide preliminaries on spatially-invariant systems and
introduce a notion of system locality. In Section III we
formulate the closed-loop structured optimal controller design
problem. Our main result is the derivation of an explicit param-
eterization of all achievable stabilized closed-loop mappings.
This parameterization is derived for spatially-invariant systems
in Sections IV-V. Extensions to spatially-varying systems are
presented in Section VI. Illustrative examples are provided in
Section VII: consensus of first-order subsystems and vehicular
platoons. Section VIII analyzes the structure of the resulting
controller implementation for the consensus problem.

A preliminary version of some of these results is reported
in [12]. The preliminary version does not include proofs, the
analysis of the structure of controller implementations, results
applying to the spatially-varying setting, as well as analytical
results for the consensus application included in the present
manuscript.

II. NOTATION & PRELIMINARIES

We let R denote the set of proper and rational (possibly
matrix-valued) transfer functions and let R ⊂ R denote the
subspace of strictly proper transfer functions. We define a
transfer function to be stable if it has no poles in the closed
right half plane {s : Re(s) ≥ 0} and let Rs and Rs denote
the subsets of stable elements of R and R respectively. The
H2 norm provides one measure of a system G ∈ Rs:

‖G‖2H2
:= trace

(∫ ∞
−∞

G∗(jω)G(jω)dω

)
.

We consider spatially distributed dynamical (i.e. spatio-
temporal) systems where the state and all external signals
are functions of a spatial variable n as well as time t. We
denote such spatio-temporal signals using lower case letters
and denote their (temporal) Laplace transform using uppercase
letters, e.g. the (possibly vector-valued) state at location n and
time t is denoted by

x(n, t) or xn(t), n ∈ G, t ∈ R+ := [0,∞),

where the spatial index n takes values in the finite set G = ZN
or the countably infinite set G = Z, and its (temporal) Laplace
transform is denoted by

Xn(s) or X(n, s) :=

∫ ∞
0

xn(t) e−stdt.

We also represent signals as finite or infinite vectors

x(t) =
[
x0(t) · · · xN -1(t)

]T
,

x(t) =
[
· · · xT-1(t) xT0 (t) xT1 (t) · · ·

]T
,

depending on whether G is finite or countably infinite and
similarly represent Laplace transforms of such signals X(s).

We use the L2(G × R+) (denoted simply as L2) norm on
(vector-valued) spatio-temporal signals, defined by

‖x‖22 :=
∑
n∈G

∫ ∞
0

x∗n(t)xn(t) dt (1a)

=
∑
n∈G

∫ ∞
−∞

X∗n(jω)Xn(jω) dω, (1b)

where (∗) denotes the complex conjugate transpose, and the
equality follows from the Plancherel Theorem.

A. Spatially-Invariant Systems

Transfer matrices are used to describe LTI systems in the
finite space setting G = ZN , i.e.

X(s) = H(s) U(s),

where X(s) =
[
XT

0 (s) · · · XT
N−1(s)

]T
and U(s) =[

UT0 (s) · · · UTN−1(s)
]T

are the block partitioned input
and output of the system H . In the special case that the transfer
matrix H is circulant, i.e.

X(s) =


H0(s) HN−1(s) · · · H1(s)
H1(s) H0(s) · · · H2(s)

...
. . .

HN−1(s) HN−2(s) · · · H0(s)

U(s), (2)

we refer to the system as spatially-invariant. Relation (2) is
written equivalently as a spatial convolution in the transfer
function domain:

Xn(s) = (HU)n(s) :=
(
H (s) ∗ U(s)

)
n

:=
∑
m∈G

Hm(s)Un−m(s), (3)

where (∗) denotes circular convolution over G = ZN . With
some abuse of notation, we also use (∗) to denote standard
discrete convolution over G = Z so that representation (3)
applies to the infinite spatial domain setting as well. In this
infinite extent case (G = Z), H can be represented as an
infinite extent Toeplitz transfer matrix, i.e.

X(s) =


. . . . . . . . .

H1(s) H0(s) H−1(s)
H1(s) H0(s) H−1(s)

. . . . . . . . .

U(s),

(4)
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with each Hm(s) a finite-dimensional transfer matrix. Note
that for both G = ZN and G = Z, a spatially-invariant system
H is completely specified by the (possibly infinite) sequence
of transfer functions {Hm(s)}m∈G , which we refer to as the
convolution kernel of H . We say H = {Hm(s)}m∈G ∈ R
(resp. Rs, R, Rs) if each element of the convolution kernel
Hm ∈ R (resp. Rs, R, Rs). Spatial invariance is needed to
formalize our infinite-dimensional results, which are studied
to provide insight to the finite space setting as the number of
subsystems N → ∞. Throughout the remainder of the paper
we write spatially-invariant system to refer to both finite and
infinite extent settings unless otherwise stated. Special classes
of spatially-invariant systems include
• B = {Bn}n∈G is a pointwise multiplication operator if
Bn = 0 for all n 6= 0. With some abuse of notation we
often denote B0 = B.

• C is a spatial convolution operator if it is of the form

(Cx)n(t) := (C ∗ x)n(t) =
∑
m∈G

Cmxn−m(t),

with {Cm}m∈G a sequence of scalar-valued matrices.
Pointwise multiplication operators are represented by block
diagonal (possibly infinite extent) matrices and spatial convo-
lution operators are represented by static circulant (or Toeplitz)
matrices.

Example 2.1: The temporal differentiation operator,

ẋn(t) :=
d

dt
xn(t),

is a pointwise multiplication operator. It can be represented in
the transfer function domain as multiplication by the diagonal
(potentially infinite-dimensional) matrix sI:

ẋn(t) ↔ sI ·Xn(s).

B. Locality Constraints

We are interested in the design of localized controllers. In
other words, the control action at each spatial site is computed
using only information from nearby spatial locations where
‘nearby’ is specified by a known underlying communication
graph. We formalize this notion as follows.

Definition 2.1: Let H be a transfer matrix (or real-valued
matrix), block partitioned as

H =


H0,0 H0,1 · · · H0,N−1
H1,0 H1,1 · · · H1,N−1

...
HN−1,0 HN−1,1 · · · HN−1,N−1

 ,
and let A ∈ RN×N denote an adjacency matrix of a communi-
cation graph with N nodes. We say that H is structured with
respect to A if Hij = 0 whenever Aij = 0.

To specialize this notion to the spatially-invariant setting, we
consider a circle graph (G = ZN ) or an infinite chain graph
(G = Z) with edges between nodes of distance ≤ M away1

and denote the corresponding adjacency matrix by AM .

1in the case of the circle this distance is computed modulo the number of
nodes

Definition 2.2: The spatially-invariant system H is struc-
tured w.r.t. AM if its representation (3) can be written as

Xn(s) =
∑
|m|≤M

Hm(s)Un−m(s),

i.e. the convolution kernel defining H has entries Hn(s) ≡ 0
for |n| > M . We refer to M as the band size of H .

Note that the definitions of structure and band size of a
system depend only on its transfer function representation, and
are independent of the chosen state-space realization.

We summarize some useful properties of spatially-invariant
systems in the following proposition; the proof follows imme-
diately from the representation (3) and is omitted. We refer
the reader to [7], [13] for a review of this class of systems.

Proposition 2.1: Let K and H be spatially-invariant sys-
tems. Assume K,H are defined on signal spaces of appropri-
ate dimensions so that the composition operator (KH)(x) =
K(H(x)) is well-defined. Then the following hold:

1) KH is a spatially-invariant system. In particular, for each
positive integer n, Kn denotes the composition of K n
times and is a spatially-invariant system.

2) If K and H have finite band sizes M and L, respectively,
then KH has band size L + M . Thus the composition
of two spatially-invariant systems, each with finite band
size, will also have finite band size.

3) The inverse operator K−1, when it exists, is also a
spatially-invariant system.

III. PROBLEM FORMULATION

We consider the design of a (dynamic or static) state-
feedback controller

u(t) = (Kx)(t), (5)

for a spatially-distributed plant P with dynamics

ẋ(t) = (Ax)(t) + (B1w)(t) + (B2u)(t) (6a)
z(t) = (C1x)(t) + (D12u)(t), (6b)

where the spatio-temporal signals x, u, w, and z represent
the spatially distributed state, control action and exogenous
disturbance respectively. Recall that e.g. xn(t) represents the
local state at spatial index n ∈ G at time t ∈ R+. We consider
the following two settings:

i) A,B1, B2, C1, D12 are finite-dimensional real-valued
matrices and K can be represented by a transfer function
with finitely many inputs/outputs2, or

ii) A,B1, B2, C1, D12 are spatial convolution operators and
K is a spatially-invariant system. The spatial domain in
this case may be finite (G = ZN ) or infinite (G = Z).

A. Closed-Loop Mappings

Consider the system (6) in feedback with the (static or
dynamic) state-feedback controller (5). We let Φx and Φu

denote the resulting closed-loop mappings from disturbance

2With some abuse of notation we denote by K the mapping (5) or the
corresponding transfer function
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B1w to state x and control action u, respectively. In the
transfer function domain [14], [15][

X
U

]
=

[
Φx

Φu

]
B1W

:=

[
(sI −A−B2K)−1

K(sI −A−B2K)−1

]
B1W.

(7)

In either case (i) or case (ii), internal stability of the feedback
interconnection of plant P with controller K can be derived
from the stability of these closed-loop mappings. Formally, K
is (internally) stabilizing for (6) if the resulting closed-loop
mappings Φx, Φu are elements of Rs. Moreover, K can be
recovered from these closed-loops as

u = Kx := Φu (Φx)
−1
x.

The closed-loop map from disturbance w to performance
output z can be written in terms of these closed-loops as

z = F(P ;K)w :=
[
C1 D12

] [ Φx

Φu

]
B1w (8)

In case (i), Φx(s) and Φu(s) are transfer matrices with
finitely many inputs and outputs. When P is spatially-invariant
(case (ii)), we impose the additional constraint that K is
spatially-invariant. In this case, the following proposition
demonstrates that Φx and Φu are spatially-invariant systems;
the proof of this result follows directly from Proposition 2.1.

Proposition 3.1: Let u(t) = (Kx)(t) be a controller for
(6) with A,B1, and B2 spatial convolution operators. Then K
is a spatially-invariant system if and only if Φx,Φu (7) are
spatially-invariant. In this case, the closed-loop map F(P ;K)
is spatially-invariant as well.

B. Optimal Controller Design

We design the controller (5) to optimize some closed-
loop performance measure and, following the System Level
Approach [16], impose additional locality constraints on the
closed-loop mappings Φx and Φu. We focus on the setting of
spatially-invariant systems; in this case the controller design
problem of interest is as follows.3

Optimal spatially-invariant controller design with closed-
loop spatial sparsity constraints:

inf
Kstabilizing

∥∥∥∥[ C1 D12

] [ Φx

Φu

]
B1

∥∥∥∥
s.t. Φu,Φx have band size M

K spatially-invariant

(9)

where ‖ · ‖ denotes any well-defined system norm; common
choices (in the finite-dimensional setting) include theH2,H∞,
or L1 norm.

We note that the closed-loop structured controller design
problem (9) is not the same as the design problem subject
to constraints on the controller itself. However imposing this
closed-loop band size constraint 4 preserves convexity and has
the following consequences:

3When P is not spatially-invariant, the spatial invariance constraint on K
is removed from the optimal controller design problem.

4For simplicity we restrict to an odd number of subsystems N in the finite
space setting so that these constraints will be symmetric.

1) If Φu and Φx have band size M , then the corresponding
controller has an implementation for which subcontroller
communication is limited to a neighborhood of size M
(Sec. VIII),

2) When ‖ · ‖ denotes the H2 norm, (9) can be converted
to a standard finite-dimensional model-matching problem
with 2M+1 transfer function parameters where M is the
constrained closed-loop band size. This holds even in the
infinite spatial extent spatially-invariant setting, provided
C1 and D12 have finite band size (Sec. V-B).

C. Decoupled Dynamics
We focus on spatially distributed plants that satisfy the

assumption
1) (Decoupled subsystem dynamics) The state equation

(6a) for P can be written as:

ẋn(t) = A(n)xn(t) +B
(n)
1 wn(t) +B

(n)
2 un(t), n ∈ G,

(10)
i.e. the open-loop dynamics of subsystem n are indepen-
dent of all other subsystems m 6= n. (Note that coupling
may be introduced in the performance output by the
operators C1 and D12.)

In Appendix A we provide analogous results for systems
with coupled subsystem dynamics, allowing for A and B2 to
be spatial convolution operators (with finite band size) which
additionally satisfy either

a) The open-loop dynamics are stable, or
b) The operator from control to state (B2) is invertible.

Results presented in Appendix A follow from ideas of [15].
Extensions to general distributed systems with coupled subsys-
tem dynamics (i.e. removing assumptions (a) or (b)) remains
an open problem and is the subject of future work.

Distributed systems composed of subsystems with decou-
pled open-loop dynamics, i.e. systems satisfying assumption
(1), include the following examples which will be analyzed in
more detail in Section VII.

1) Consensus of first-order subsystems: The dynamics are
given by

ẋn = un + wn, n ∈ G, (11)

with each xn(t), un(t), wn(t) scalar-valued. Applications
for the first-order consensus problem include load balanc-
ing over a distributed file system.

2) Vehicular platoons (consensus of second order sub-
systems): Following [5], we let ξn represent the absolute
deviation of vehicle n from a desired trajectory ξn

ξn := vt+ nδ,

with v the specified cruising velocity. Defining vn := ξ̇n,
the dynamics are given by[
ξ̇n
v̇n

]
=

[
0 1
0 0

] [
ξn
vn

]
+

[
0
1

]
(un + wn) , n ∈ G.

(12)
The setting of spatially-invariant systems (case (ii)) with

decoupled subsystem dynamics is analyzed in detail in Sec-
tions IV -V. In Section VI, we will analyze decoupled sub-
system dynamics that are spatially varying (case (i)).
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IV. CLOSED-LOOP PARAMETRIZATION: LOCALLY 1ST

ORDER SYSTEMS

In this section, we study systems with dynamics of the form:

ẋn = axn + wn + un, n ∈ G. (13)

In vector form (13) is written as

ẋ = Ax + w + u, (14)

the “A-matrix”, A := aI , is a multiple of the (possibly
infinite extent) identity matrix. The dimension of the overall
state vector x(t) is equal to the cardinality of G, and can be
either finite or infinite. We call this class of systems spatially-
invariant locally 1st order. The first-order consensus problem
(11) provides one application of this system class; this example
will be further analyzed in Section VII-A.

The following theorem provides an explicit parameterization
of all achievable stabilized closed-loop mappings for spatially-
invariant locally 1st order systems in the case that Re(a) ≥ 0
(unstable plant dynamics)5.

Theorem 4.1: Let Re(p) > 0. A spatially-invariant state-
feedback controller K is stabilizing for the spatially-invariant
locally 1st order system (13) with Re(a) ≥ 0 if and only if
the resulting closed-loop mappings are of the form

Φx = (sI + pI)−1θ + (sI + pI)−1 (15a)

Φu = (s− a)(sI + pI)−1θ − (a+ p)(sI + pI)−1 (15b)

for some stable, spatially-invariant θ = {θn(s)}n∈G ∈ Rs.
Remark 1: An alternate parameterization for the class of

locally first-order systems is provided in Appendix A. The
usefulness of parameterization (15) over this alternate is that
it may be modified to apply to systems with operator B2 not
invertible. This modification is provided in Section V.

Proof: We consider here the finite space setting G = ZN ;
details for the infinite space setting are presented in Ap-
pendix B. By Proposition 2.1, K is spatially-invariant if and
only if Φx and Φu are. Then following the results of [14], the
set of all closed-loop mappings resulting from the feedback
interconnection of (13) with an internally stabilizing spatially-
invariant controller u = Kx is implicitly parameterized by the
affine subspace:{

(sI − aI)Φx(s)− Φu(s) = I

Φx,Φu ∈ Rs, spatially-invariant
(16)

Thus, it is sufficient to show that the resulting closed-loop
mappings Φx,Φu for (13) are in the affine subspace (16) if
and only if they are of the form (15) for a spatially-invariant
θ ∈ Rs.

First assume Φx,Φu are of the form (15) for a spatially-
invariant θ ∈ Rs. Then by Proposition 2.1, Φx and Φu

are spatially-invariant. Direct computations show that (sI −
aI)Φx(s) − Φu(s) = I and that Φx,Φu are strictly proper.
Stability of θ and (sI − pI)−1 imply stability of Φx and Φu.

Next assume Φx,Φu are in the subspace defined by (16).
Then

I + Φu(s) = (s− a)Φx(s), Φx ∈ Rs (17)

5The parameterizations presented in Appendix A apply to the stable open-
loop setting (a < 0).

implies the interpolation constraint

Φu(a) = −I (18)

must hold. Equivalently, Φu can be decomposed into the sum
of two terms as

Φu(s) =
s− a
s+ p

θ(s)− a+ p

s+ p
I, (19)

Substituting this into the relation Φx(s) = 1
s−a (I + Φu(s)),

we see that

Φx(s) =
1

s+ p
θ(s) +

1

s+ p
I. (20)

It remains to show that θ ∈ Rs. Rearranging (20), we see that
stability of Φx implies

θ(s) = (s+ p) (Φx(s)− I)

is stable. Rearranging (19), strict properness of Φu implies

θ(s) =
s+ p

s− a
Φu(s) +

a+ p

s− a
I

is the sum of two strictly proper transfer matrices, and is
therefore itself strictly proper.

Theorem 4.1 shows that each stable and strictly proper θ
leads to a stabilizing controller K. Thus, the optimal con-
troller design problem (9) may be written with this parameter
θ ∈ Rs as a decision variable; this will be formalized in
Equation (44a). Theorem 4.1 applies to a quite restrictive
setting but will be generalized to spatially-invariant systems
with higher order subsystem dynamics in Section V and to
the spatially-varying setting in Section VI.

Note that like the standard Youla parameterization, (15)
provides an explicit parameterization of all stabilizing con-
trollers. Thus, we claim that the co-prime factorization of
the plant that must be explicitly computed for the standard
Youla parameterization appears to be built in to our pa-
rameterization procedure. This is illustrated (for the setting
of identical unstable first-order subsystems) in the following
section, which demonstrates the relation of our parameter θ
to the standard Youla parameter Q. We remark that [17] has
also made comparisons between Youla and alternate controller
parameterizations.

A. Relation to Youla Parameterization

First note that a general open-loop mapping from control u
to state x of the form (sI −A)−1B can be factored as:

(sI −A)−1B =

(
I − 1

s+ p
(A+ pI)

)−1
1

s+ p
B (21)

For any Re(p) > 0 this is in fact a left coprime factorization
if and only if the pair (A,B) is stabilizable; to see this note
that

rank
[
I − 1

s+p (A+ pI) 1
s+pB

]
= rank

[
sI −A B

]
.

(22)
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For system (13) we denote the open-loop mappings from
control u to measurement x by P22; by stabilizability of
(A,B) = (aI, I), a left co-prime factorization is given by

P22 = (sI − aI)−1 =

(
I − a+ p

s+ p

)−1
1

s+ p
I

=

(
s− a
s+ p

I

)−1
1

s+ p
I =: M−1` N`,

(23)
for Re(p) > 0. In this case, the factors commute and we
immediately obtain a right co-prime factorization as well:

P22 = (sI − aI)−1 =
1

s+ p
I

(
s− a
s+ p

I

)−1
=: NrM

−1
r .

(24)
The set of all stabilizing controllers K is then parameterized
using the corresponding Bezout identity as follows: K is a
stabilizing controller for (13) if and only if

K = (Vr −MrQ)(Ur −NrQ)−1 (25)

for some stable Q [3], where Ur, Vr, U`, V` are given by

I =

[
U` −V`
−N` M`

] [
Mr Vr
Nr Ur

]
=

[
s+2p+a
s+p I (p+a)2

s+p I
−1
s+pI

s−a
s+p I

][
s−a
s+p I

−(p+a)2
s+p

1
s+pI

s+2p+a
s+p I

]
.

Moreover, K will be spatially-invariant if and only if Q is. The
closed-loop mappings for (13) corresponding to the controller
(25) are given by

Φx = (sI − aI −K)−1

= (sI − aI − (Vr −MrQ)(Ur −NrQ)−1)−1

=
s+ 2p+ a

(s+ p)2
I − 1

(s+ p)2
Q,

(26)

Φu = KΦx = (Vr −MrQ)(Ur −NrQ)−1Φx

=
−(a+ p)2

(s+ p)2
I − s− a

(s+ p)2
Q

(27)

Equating parameterizations (26)-(27) to the parameterizations
(15a) of Theorem 4.1, the parameter θ of (15a) can be written
in terms of the standard Youla parameter Q as

θ =
a+ p

s+ p
I − 1

s+ p
Q. (28)

V. LOCALLY nTH ORDER SYSTEMS: A BACK-STEPPING
APPROACH

To generalize the results of Section IV to the case of sub-
systems with higher order dynamics, we begin by considering
a single finite-dimensional system with dynamics of the form

ẋ = Ax + B1w + B2u, (29)

with (A,B2) controllable. We assume that (A + I,B2) is in
controllable-canonical form [18], i.e.

(A+ I) =


−a1Im −a2Im −a3Im · · · −arIm
Im 0 0 · · · 0
0 Im 0 · · · 0
...

. . . . . .
0 Im 0

 ,
B2 =

[
Im 0 0 · · · 0

]T
,

(30)
where Im denotes the m×m identity matrix. r is defined to be
the order of the system. We note that the assumed form (30)
is nonstandard and is chosen to simplify the use of Lemma
5.2. Moreover, this form may be assumed without loss of
generality, as demonstrated by the following proposition.

Proposition 5.1: If the finite-dimensional system (A,B2)
is controllable, then there exists an invertible transformation
matrix T such that Â := TAT−1, B̂2 := TB2 and (Â+I, B̂2)
is in controllable-canonical form, i.e. of the form (30).

Proof: A and (A+ I) have the same set of eigenvectors,
so that (A,B2) is controllable if and only if (A + I,B2) is.
Since (A+I,B2) is controllable, there exists a similarity trans-
formation which converts the system to controllable canonical
form [18].

We remark that this state transformation may be compu-
tationally expensive for very high order systems. However,
many relevant applications for this procedure are distributed
systems where the order of each individual subsystem is small;
the state transformation can be computed for each (low order)
subsystem and is therefore relatively inexpensive to compute.

Example 5.1: Each subsystem of the vehicular platoons
problem is of order r = 2. Defining a new state, xn :=[

(vn + ξn) ξn
]T

, the dynamics (12) for each order 2
subsystem may be written in form (30) as

ẋn =

[
1 −1
1 −1

]
xn +

[
1
0

]
wn +

[
1
0

]
un, n ∈ G. (31)

The dynamics of the overall system can be written as

ẋ = Ax+B1w +B2u, (32)

where A,B1, and B2 are the operators of pointwise multipli-
cation by the matrices

A :=

[
1 −1
1 −1

]
, B1 = B2 =

[
1
0

]
. (33)

This application will be analyzed in further detail in Sec-
tion VII-B.

Remark 2: When the original system is not in the form
(29) with (A + I,B2) controllable canonical, the controller
is designed in terms of the transformed state z := Tx as
u = K̂z and then transformed back to the original coordinates
as u = (K̂T )x =: Kx. The state transformation for open-loop
decoupled dynamics may be done site by site, so that these
transformations preserve any locality structure.

To extend our parameterizations to the case of higher order
subsystems we employ the following lemma, which follows
from a straightforward modification of [14, Thm. 1]. The
reasoning behind this modification is that for any Re(p) > 0
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operation of multiplication by (sI + pI) has an inverse that
preserves stability, i.e. (sI + pI)−1θ ∈ Rs whenever θ ∈ Rs.

Lemma 5.2: There exists a state feedback controller for (29)
that results in the closed-loop mappings Φx,Φu if and only if
Φx,Φu are strictly proper and satisfy the affine constraint[

(sI + pI)− (A+ pI) −B2

] [ Φx(s)
Φu(s)

]
= I, (34)

where p is any scalar. If Φx and Φu are stable, i.e. Φx,Φu ∈
Rs, then the corresponding controller is stabilizing.

Analogous to [14, Lem. 1], existence of a solution[
Φx

Φu

]
∈ Rs to (34) is equivalent to stabilizability of

(A,B2). We employ Lemma 5.2 with parameter p = 1 to
prove the following theorem6.

Theorem 5.3: The controller (5) is stabilizing for the system
(29) of order r, with (A + I,B2) in controllable-canonical
form, if and only if the resulting closed-loop mappings are of
the form

Φx(s) =


1
s+1Im
1

(s+1)2 Im
...

1
(s+1)r Im

 θ(s) +


1
s+1

Im 0 0 · · · 0
1

(s+1)2
Im

1
s+1

Im 0 · · · 0
1

(s+1)3
Im

1
(s+1)2

Im
1
s+1

Im · · · 0

...
. . .

1
(s+1)r

Im
1

(s+1)r−1 Im
1

(s+1)r−2 Im · · · 1
s+1

Im


=: F (s) θ(s) + L(s),

Φu(s) = χ(s) θ(s) + η(s)
(35)

for some θ ∈ Rs of dimension m×mr, where

χ(s) := 1 +
a1
s+ 1

+
a2

(s+ 1)2
+ · · ·+ ar

(s+ 1)r

with the ai’s given by (30) and η(s) is a transfer function of
dimension m×mr block partitioned as

η(s) =
[
η1(s) η2(s) · · · ηr(s)

]
ηk(s) :=

r∑
i=k

ai
(s+ 1)i+1−k I.

Proof: By Lemma 5.2, it is sufficient to show that
Φx,Φu ∈ Rs satisfy the affine constraint (34) if and only
if they are of the form (35). To show this we employ a
backstepping-like procedure similar to the approach for strict
feedback systems presented in [19]. Various works have em-
ployed similar techniques, e.g. [20], [21]. The full proof of
Theorem 5.3 is presented in Appendix B.

6The choice of pole at −p = −1 is arbitrary, and analogous formulations
would hold for alternate choice of stable pole −p with (A + pI,B2) in
controllable-canonical form

Remark 3: Equations (35) can be modified to provide a
parameterization of all stabilized closed loops for discrete-time
systems with dynamics of the form

x(t+ 1) = Ax(t) +B1w(t) +B2u(t)

with (A,B2) in standard controllable-canonical form [18] by
replacing all (s+ 1)−1 terms with z−1 and using the discrete-
time definitions of Φx,Φu presented in [14].

A. Spatially-Invariant Locally nth Order Systems
We next consider a spatially-invariant system composed of

subsystems that each have dynamics of the form (29). Consider
a system (of finite or infinite spatial extent) with dynamics

ẋn = Axn +B1wn +B2un, n ∈ G, (36)

where (A + I,B2) is in controllable-canonical form. r
denotes the order of each subsystem so that xn =[
xTn1 xTn2 · · · xTnr

]T
for each n ∈ G. We refer to

systems of the form (36) as spatially-invariant locally rth

order.
Theorem 5.4: A spatially-invariant state feedback controller

K is stabilizing for the spatially-invariant locally rth order
plant (36) if and only if the resulting closed-loops Φx =
{Φxn}n∈G and Φu = {Φun}n∈G are of the form:

Φxn(s) =

{
F (s)θn(s) + L(s), n = 0

F (s)θn(s), n 6= 0

Φun(s) =

{
χ(s)θn(s) + η(s), n = 0

χ(s)θn(s), n 6= 0,

(37)

for some spatially-invariant θ = {θn}n∈G ∈ Rs, where
F (s), L(s), χ(s), and η(s) are defined in Theorem 5.3. Equiv-
alently,

Φx = Fθ + L

Φu = χθ + η,
(38)

where F,L, χ, η are spatially-invariant systems defined by
pointwise multiplication by F (s), L(s), χ(s), η(s).

Proof: See Appendix B.
These parameterizations are utilized to simplify the optimal

controller design problem and easily allow for structural con-
straints on the closed loops. From (37) we see that the closed-
loop mappings Φx,Φu will have the same band size as the
parameter θ. Thus the optimal spatially-invariant, closed-loop
structured controller design problem for the class of systems
considered in this section is given in terms of the parameter
θ by

inf
K stabilizing

‖F(P ;K))‖

s.t. K spatially-invariant
Φx,Φu have band size M

=
inf
θ∈Rs

∥∥∥∥[ C1 D12

] [ Fθ + L
χθ + η

]
B1

∥∥∥∥
s.t. θ spatially-invariant with band size M

(39)

where F,L, χ, η are defined as in Theorem 5.4. In the case
of an H2 norm objective, the constrained controller design
problem (39) reduces further to a standard model matching
problem [11] with (2M + 1) transfer function parameters.
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B. Optimal H2 Design Problem

In examples throughout this paper, we measure closed-loop
performance with the H2 norm. One physical interpretation
of this is that {wn} is modeled as a mutually uncorrelated
white stochastic process and the steady-state variance of the
fluctuation of output z then provides a measure of performance
that can be calculated as the closed-loop H2 norm [22]. The
optimal controller design problem in this setting is

inf
K
‖F(P ;K)‖2H2

= inf
K

∥∥∥ [ C1 D12

] [ Φx

Φu

]
B1

∥∥∥2
H2

(40)
In the case of a spatially-invariant plant P , the stabilizing

controller K that optimizes (40) is known to be a static (in
time) spatial convolution kernel that can be solved for analyt-
ically using standard algebraic Riccati equation techniques in
the finite space setting and using the techniques of [7] in the
infinite space setting. With the added closed-loop band size
constraints however, the solution and its structural properties
remain an open problem.

The structure of circulant and Toeplitz transfer matrices sim-
plify the computation of the H2 norm in the spatially-invariant
setting. Given a spatially-invariant system H ∈ Rs, the H2

norm of the nth row of the circulant matrix representation (2)
or infinite Toeplitz matrix representation (4) of H corresponds
to the L2 norm of the output at spatial site n subject to impulse
disturbances at all inputs. Similarly, the H2 norm of the nth

column corresponds to the L2 norm of the output (at all spatial
sites) subject to an impulse disturbance at spatial site n. The
H2 norm of any row or any column of (2) or (4) will be
equivalent and can be computed as:
• Finite Space Setting (G = ZN ):

N−1∑
m=0

‖Hm‖2H2
= ‖Hej‖2H2

=
1

N2
‖H‖2H2 , (41)

where Hej denotes the product of the circulant matrix
H with the jth standard basis vector ej ∈ RN (e.g. e1 :=[

1 0 · · · 0
]T

).
• Infinite Space Setting (G = Z), with finite band size M :

M∑
m=−M

‖Hm‖2H2
= ‖Hej‖2H2

=
1

(2M + 1)2
‖H‖2H2

,

(42)
where Hej can be viewed as the product of the infinite-
dimensional Toeplitz matrix H with the infinite ar-
ray ej =

[
· · · ej(j − 1) ej(j) ej(j + 1) · · ·

]T
=[

· · · 0 1 0 · · ·
]T

; formally Hej is the convolution
of {Hn}n∈Z with the sequence defined by ej .

Note that the choice of index j in both (41) and (42) is
arbitrary due to spatial invariance. We refer to (41) and (42)
as the H2 norm per spatial site of a spatially-invariant system.
Thus in the spatially-invariant setting, optimizing the H2 norm
of the system (40) is equivalent to optimizing the H2 norm
per spatial site:∥∥∥∥[ C1 D12

] [ Φx

Φu

]
B1ej

∥∥∥∥2
H2

(43)

Employing our explicit closed-loop parameterizations, the
closed-loop constrained controller design problem with H2

norm (per spatial cite) objective (43) reduces as follows:

inf
θ∈Rs

∥∥∥∥[ C1 D12

] [ Fθ + L
χθ + η

]
B1ej

∥∥∥∥2
H2

s.t. θ spatially-invariant with band size M
(44a)

=
inf
θ∈Rs

‖(C1L+D12η)B1 + (C1F +D12χ) θ B1ej‖2H2

s.t. θ spatially-invariant with band size M
(44b)

(1)
= inf

ϑ∈Rs

‖H + UϑV ‖2H2
, (44c)

where F, L and η are defined in Theorems 5.3 and 5.4, H is
composed of the nonzero entries of (C1L+D12η)B1ej , and
U, V are constructed accordingly from (C1F +D12χ) and
B1ej . The variable ϑ includes all non-zero components of the
convolution kernel that specifies the parameter θ, i.e.

ϑ(s) :=

 θ−M (s)
...

θM (s)

 .
Thus even in the infinite space setting, this problem has finitely
many transfer function parameters, provided a constraint of
closed-loop band size M <∞ is imposed. For equality (1) to
hold, we assume that C1 and D12 have finite band size so that
(C1L+D12η)B1ej has only finitely many nonzero entries.
Examples of this procedure are provided in Section VII.

We refer to the form (44c) as a standard model matching
problem and refer back to this form throughout this paper.
The optimal solution of this model matching problem can be
computed analytically using the techniques of [11, Ch. 6],
when an inner-outer factorization U = UiUo is available7.
Even when such a factorization can not be computed, this
problem is still tractable to solve numerically.

VI. CLOSED-LOOP PARAMETERIZATIONS FOR
SPATIALLY-VARYING SYSTEMS

In this section we present an explicit parameterization of
all achievable stabilized closed-loop mappings for spatially-
varying systems with decoupled subsystem dynamics, gener-
alizing the results of Sections IV and V.

A. Locally 1st Order Systems

We begin by analyzing the case of first-order subsystems:

ẋn = anxn + wn + bnun, n ∈ ZN , (45)

We assume (45) is controllable so that bn 6= 0 for each n.
We refer to systems of this form as locally 1st order. This is
a generalization of the class of spatially-invariant locally 1st

order systems presented in Section VII-A.

7Such a factorization exists whenever U is stable and strictly proper [11];
it can be shown that this is always the case for U constructed from our
parameterization procedure
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At each spatial site n the local state xn is scalar-valued, but
the overall state x is a vector of dimension N composed of
all the local states. In vector form, (45) is written as

ẋ = Ax + w + B2u,

where the “A-matrix” and “B-matrix”, A := diag{an}n∈ZN

and B2 := diag{bn}n∈ZN
, are finite-dimensional diagonal

matrices. For A of this form,

(sI −A)
−1

= (sI − diag{an})−1 = diag

{
1

s− an

}
, (46)

so that the affine relation (34) (with p = 0) is simple to state
in terms of the rows of the relevant matrices as

rown(Φx) =
1

s− an
rown(I +B2Φu) . (47)

Using (47), we derive an explicit parameterization of all
achievable stabilized closed-loop mappings for the locally 1st

order system (45), as stated in the following theorem.
Theorem 6.1: A controller u = Kx is stabilizing for the

locally 1st order system (45) if and only if the resulting closed-
loop mappings are of the form

Φx(s) = B2 · diag{γn}θ(s) + diag{γn} (48)
Φu(s) = diag{αn}θ(s) + diag{βn}, (49)

for some θ ∈ Rs, where αn, γn, and βn are defined as
follows8:{

αn := 1, βn := 0, γn := 1
s−an , if Re(an) < 0,

αn := s−an
bn(s+1) , βn := − an+1

bn(s+1) , γn := 1
s+1 , else.

Proof: See Appendix B.
We next extend these spatially-varying results to the case

of higher order subsystems.

B. Locally finite-dimensional Subsystems

We next consider a distributed system with dynamics of the
form

ẋn = A(n)xn +B
(n)
1 wn +B

(n)
2 un, n ∈ ZN , (50)

with each (A(n) + I,B
(n)
2 ) of the form

(A(n) + I) =


−a(n)1 I −a(n)2 I · · · −a(n)rn I
I 0 · · · 0

. . . . . .
0

 ,
B

(n)
2 =

[
I 0 0 · · · 0

]T
and each local state of the form

xn =
[
xTn1 xTn2 · · · xTnrn

]T
where rn denotes the order of subsystem n. We refer to
systems of the form (50) as locally finite-dimensional. In
vector form (50) is written as

ẋ = Ax+B1w +B2u,

8The choice of pole at −p = −1 in the definitions of αn, βn, γn arbitrary,
analogous formulations for other stable poles choices could also be derived.

where A = diag{A(n)}n∈ZN
, B2 = diag{B(n)

2 }n∈ZN
. A

parameterization of all achievable stabilized closed-loop map-
pings for this class of systems is stated in the following
theorem, whose proof is provided in Appendix B.

Theorem 6.2: Let Φxij and Φuij denote the (i, j) entries of
the closed-loop mappings Φx and Φu respectively. Then the
corresponding controller u = Kx is stabilizing for the locally
finite-dimensional system (50) if and only if Φxij and Φuij are
of the form

Φxij(s) =

{
F (s)θij(s) + L(s), i = j

F (s)θij(s), i 6= j

Φuij(s) =

{
χi(s)θij(s) + ηi(s), i = j

χi(s)θij(s), i 6= j,

(51)

for some {θij} ∈ Rs, where F (s) and L(s) are defined

in (35), χi(s) := 1 +
ai1
s+1 + · · · +

airi
(s+1)ri , and ηi :=[

ηi1(s) · · · ηiri(s)
]

with ηik :=
∑ri
`=k

ai`
(s+1)`+1−k I .

VII. APPLICATIONS

A. Consensus of first-order Subsystems

We apply the parameterizations of Section IV to derive
analytic solutions to the optimal closed-loop structured H2

design problem for consensus of first-order subsystems (11)
with performance output

z =

[
y
γu

]
=

[
Cx
γu

]
=

[
C 0
0 γI

] [
Φx

Φu

]
w,

where C is a spatial convolution operator that captures some
measure of consensus. In the finite space setting (G = ZN )
we restrict our choice of band size constraint to M < N

2 so
that the constraint is nontrivial.

By Theorem 4.1, a spatially-invariant controller u = Kx is
stabilizing for (11) if and only if the closed-loops satisfy

Φx = (sI + I)−1θ + (sI + I)−1,

Φu = s(sI + I)−1θ − (sI + I)−1
(52)

for some spatially-invariant system θ = {θn}n∈G ∈ Rs.
The closed-loop structured H2 design problem (44a) for this
system may be written as:

J := inf
θ∈Rs

∥∥∥∥[ 1
s+1Cej
−γ
s+1ej

]
+

[ 1
s+1C
γs
s+1I

]
θej

∥∥∥∥2
H2

s.t. θ spatially-invariant with band size M

(53)

Remark 4: A problem of interest for consensus applications
is to restrict the controller to only have access to relative
state measurements, e.g. measurements of the form xi − xj .
However, when finite band size constraints are imposed on the
closed loops there does not exist a relative feedback controller
that achieves a finite solution to (53) for any nontrivial band
size constraint [23]. Thus the relative feedback controller
design problem is not addressed in this paper.

As shown in Section V-B, (53) can be converted to a
standard unconstrained model matching problem (44c) with
2M +1 transfer function parameters. We consider the specific
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cases of M = 1, 2 to illustrate this procedure and highlight
the usefulness of our parameterization in leading to analytic
solutions. For M = 1, (53) is written as

inf
θ−1,θ0,θ1∈Rs

∥∥∥∥∥∥
[ 1

s+1Ce1
−γ
s+1e1

]
+ U

 θ−1
θ1
θ0

∥∥∥∥∥∥
2

H2

, (54)

where U :=
[
u−1 u0 u1

]
with u−1, u0, u1 the last,

second and first column of
[ 1

s+1C
γs
s+1I

]
respectively, i.e. the

columns which correspond to the nonzero entries of {θn}.
A similar formulation holds for M = 2. We use these
formulations to compute analytic solutions for the optimal
closed-loop norm with closed-loop band size constraints of
M = 1, 2 for the following two measures of consensus:

1) Local Error
yn := xn − xn−1.

Compactly we write y = CLEx, where CLE is the spatial
convolution operator with convolution kernel c defined by
c0 = 1, c1 = −1 and ck = 0 for all k 6∈ {0, 1}. CLE can
be represented in the finite space setting by the circulant
matrix

CLE :=


1 0 · · · 0 −1
−1 1 · · · 0 0

. . . . . .
0 0 · · · −1 1

 ,
2) Deviation from Average

yn := xn −
1

N

N−1∑
m=0

xm.

Compactly we write y = CAvex. In the finite space
setting, CAve is given by the circulant matrix

CAve :=
1

N
·


N − 1 −1 · · · −1
−1 N − 1 · · · −1

. . .
−1 −1 · · · N − 1

 .
These solutions are summarized in Table I. Analytic expres-
sions for the optimal solution θopt of (53) for these cases and
detailed computations are provided in Appendix C.

TABLE I

Optimal Closed-Loop Norm
(per spatial site)

Local Error
Sparsity M = 1 γ

4

(
(2−

√
2)1/2 + (2 +

√
2)1/2

)
≈ 0.653 · γ

Sparsity M = 2 γ
6

(
(2−

√
3)1/2 +

√
2 + (2 +

√
3)1/2

)
≈ 0.644 · γ

Deviation From Ave.
Sparsity M = 1 γ

(
1
3

+ 1
6

√
1− 3

N

)
Sparsity M = 2 γ

(
1
8

+ 1
10

√
1− 5

N

)

To begin to physically interpret these solutions, we focus
on the dependence of entries in Table I on system parameters

γ and N , rather than focusing on exact values. All entries
scale linearly with control cost γ. However, due to the added
stochastic noise {wn} the scaling in network size N of the
solution to (53) will differ based on the choice of consensus
metric: for C = CLE (first two rows of Table I), the optimal
cost is independent of N and holds even for infinitely many
subsystems; in contrast for C = CAve (last two rows of
Table I), the optimal cost9 is affine in

√
N−ν
N for constant

ν. Such dependencies on system parameters become clear
with these analytic formulas, demonstrating a benefit of our
proposed parameterization.

B. Vehicular Platoons
We apply the parameterization presented in Theorem 5.4 to

the vehicle platoons problem (31). The plant dynamics and
performance output z are written compactly as

ẋ = Ax + B1w + B2u

z =

[
C
0

]
x +

[
0
γI

]
u

(55)

where A,B1, B2 are the pointwise multiplication operators
defined in Example 5.1. By Theorem 5.4, a spatially-invariant
controller K is stabilizing for (55) if and only if the corre-
sponding closed-loop mappings Φx = {Φxn}n∈G and Φu =
{Φun}n∈G are of the form:

Φxn(s) =

{
Fθn + L, n = 0

Fθn, n 6= 0

Φun(s) =

{
χθn +

[
η1 η2

]
, n = 0

χθn, n 6= 0

(56)

with F (s) =

[ 1
s+1
1

(s+1)2

]
, L(s) =

[ 1
s+1 0
1

(s+1)2
1
s+1

]
, χ(s) =

s2

(s+1)2 , η1(s) = −2s−1
(s+1)2 and

θn =
[
θ
(1)
n θ

(2)
n

]
∈ Rs

a 1 × 2 transfer matrix parameter. Denoting the spatially-
invariant systems by θ(1) = {θ(1)n }n∈G , θ(2) = {θ(2)n }n∈G ,
the optimal H2 design problem (44a) for (55) subject to
closed-loop band size constraints can be written in terms of
parameters θ(1) and θ(2) as

inf
θ(1),θ(2)∈Rs

∥∥∥∥[ C 0
0 γI

] [
F
[
θ(1) θ(2)

]
+ L

χ
[
θ(1) θ(2)

]
+ η

]
B1ej

∥∥∥∥2
H2

s.t. θ(1), θ(2) spatially-invariant with band size M

(1)
= inf

θ(1)∈Rs

∥∥∥∥[ C 0
0 γI

] [
Fθ1 + F
χθ(1) + η1

]
ej

∥∥∥∥2
H2

s.t. θ(1) spatially-invariant with band size M

= inf
θ(1)∈Rs

∥∥∥∥[ CF
γη1

]
ej +

[
CF
γχI

]
θ(1)ej

∥∥∥∥2
H2

s.t. θ(1) spatially-invariant with band size M
(57)

9We conjecture that the limit of the expressions for optimal cost provided
in these last two rows as N →∞ provides the closed-loop norm per spatial
site for the infinite space setting for CAve but do not formalize this here.
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where F,L, η1 represent pointwise multiplication by the finite-
dimensional transfer matrices F (s), L(s), η1(s). The equality
(1)
= follows from the fact that B1 =

[
I
0

]
. We consider C

corresponding to one of the following measures of consensus:
• Local error of vehicle position:

yn := (CLEx)n =
[

0 1
]

(xn − xn−1).

• Deviation from average of vehicle position:

yn := (CAvex)n =
[

0 1
]
xn −

1

N

N∑
i=1

[
0 1

]
xi,

with N the number of subsystems.
For either of these choices of C, we follow the procedure

of Section V-B to reduce (57) to an unconstrained model-
matching problem (44c) with 2M + 1 transfer function opti-
mization variables ϑ :=

[
θ1,−M · · · θ1,M

]T
and solve

this problem numerically for various choices of band size
constraint M . The results for the case of a control weight
γ = 3 and N = 71 subsystems are illustrated in Figure 1: the
optimal closed-loop cost is plotted as a function of closed-loop
band size M for a local error objective (top) and a deviation
from average objective (bottom). As band size M increases,
the closed-loop maps have less constrained structure, and the
corresponding closed-loop cost decreases toward the uncon-
strained optimal illustrated by the red lines.

In the local error case (top) the convergence appears roughly
exponential and the improvement in closed-loop cost with
each new communication link diminishes as the amount of
communication increases, i.e. after a certain point the amount
of performance gained for each new communication link
becomes negligible. The convergence rate for the deviation
from average measure (bottom) is qualitatively different; in
this case the improvement in closed-loop cost with each new
communication link increases as the amount of communication
increases. Quantifying these decay rates and understanding the
differences for these two measures is the subject of future
work. It is known that the optimal unconstrained controller
for the local error measure is a spatial convolution operator
with kernel that decays exponentially [7]. An interesting open
question is how to formalize such a notion of decay rate
for the dynamic closed-loop mappings in this setting and
prove whether such a structural property explains the apparent
exponential decay in Figure 1 (top).

VIII. STRUCTURED CONTROLLER IMPLEMENTATION

The closed-loop band size of M constraint in (9) ensures
that a disturbance entering into any subsystem does not affect
neighboring subsystems more than a distance of M away for
all time - e.g. a band size of one means that disturbances at
subsystem n may only affect subsystems n− 1, n, and n+ 1
for all time. This disturbance localization property is useful
in certain applications where it is desirable to completely
eliminate disturbance effects outside some spatial region for
all time. However, in many applications this property is overly
aggressive to achieve desired performance, and the true benefit

Fig. 1. The optimal closed-loop cost (H2 norm) of the constrained controller
design problem (57) for the vehicle platoons problem with local error metric
(top) and deviation from average metric (bottom) is plotted against the spatial
sparsity extent constraint M imposed on the closed-loop mappings for N =
71 vehicles and control cost weighting γ = 3. The red line illustrates the
optimal for the unconstrained problem, i.e. for band size M = N−1

2
= 35.

of this constraint is that the closed-loop band size carries over
to the locality of an implementation of the resulting controller.

The importance of the structure of a state-space realization
of a controller as opposed to the structure of the controller
transfer matrix has only recently been emphasized in the liter-
ature, e.g. [24]–[27]. The structure of state-space realizations
of controllers that result in structured closed-loops, as derived
from the SLS framework, has been analyzed in the discrete-
time FIR setting in [28] and in the IIR continuous time setting
in [29]. In this section, we examine the relation between
closed-loop transfer function structure and corresponding con-
troller realization structure with a case study.

We begin by introducing the following definition to formally
analyze the structure of a realization of a system.

Definition 8.1: Let

G(s) = C(sI −A)−1B +D (58)

with circulant matrices (i.e. spatial convolution operators)
A,B,C,D be a state-space realization of a spatially-invariant
system G over ZN . This realization (58) is said to be a struc-
tured realization with band size M if the matrices A,B,C,D
each have band size M (according to Definition 2.2). When
such a realization exists, G is said to be structured-realizable
with band size M .
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Fig. 2. Implementation of optimal controller with spatial sparsity extent of
one imposed on the closed-loop mappings. Each subplant Pi sends its local
state xi to subcontrollers Ki, Ki−1, and Ki+1. Each subcontroller Ki sends
its local state ψi :=

[
ξTi ζTi

]
to neighboring subcontrollers Ki−1 and Ki+1.

Each subcontroller Ki provides the local control action ui to plant Pi based
on this information exchange.

This notion of structured-realizability can be extended to
spatially-invariant systems over a countably infinite spatial
domain as follows. A spatially-invariant system G with input
u and output y is said to be structured-realizable with band
size M if there exists an implementation for which the output
at spatial location n, yn(t), can be computed using only
inputs um(τ) with |m − n| < M and τ ≤ t. This idea can
be formalized using the framework for infinite-dimensional
systems presented in [30] although we omit these technical
details here.

Lemma 8.1: Let θopt denote the optimizer of (53) for C =
CLE with closed-loop band size constraint M = 1, and let
Kopt denote the corresponding controller recovered from θopt,
i.e. Kopt is the H2 optimal controller for consensus of first
order subsystems under a local error metric, subject to closed-
loop band size constraint M = 1. Then Kopt has a structured
realization of band size M = 1, i.e. of the form:

ψ̇m =

m+1∑
i=m−1

A
(k)
i ψi +B(k)xi

um =

m+1∑
i=m−1

C
(k)
i ψi +D(k)xi, m ∈ G

(59)

where ψm denotes the state of subcontroller m.
The implementation (59) of Kopt is such that each local

subcontroller state is computed using only the states of sub-
controllers and subsystems within a neighborhood of size one,
i.e. ψm(t) is computed from ψj and xj for j = m− 1,m and
m + 1. (see Figure 2). The controller Kopt itself in general
is not a transfer matrix with finite band size. This highlights
the difference between the structure of a controller transfer
function (Definition 2.2) and the structure of a corresponding
realization (Definition 8.1); this distinction has been recently
emphasized in e.g. [23]–[26].

Proof: We leverage (a slight modification of) the im-
plementation suggested in [14], and implement the controller
u = Koptx as follows:

v = (I − (s+ p)Φx)v + x =: Φ̃xv + x
=: x̃+ x

u = ((s+ p)Φu)v =: Φ̃uv,

(60)

for Re(p) > 0 where Φx,Φu are the closed-loop mappings re-
sulting from the optimal controller Kopt (see Figure 3). Direct

Fig. 3. Implementation of controller K = Φu(Φx)−1 via closed-loop
mappings to preserve structure. Any choice of Re(p) > 0 will ensure internal
stability of the closed-loop mappings for Φu and Φx stable.

computations show that the mapping from x to u defined by
this feedback diagram is given by u = Φu(Φx)−1x = Koptx.
To see that the feedback loop from x to v in Figure 3 is well-
posed, note that the affine subspace constraint (34) shows that
I − (s + p)Φx = (A + pI)Φx − B2Φu is strictly proper. It
can also be shown that stability of Φx and Φu imply internal
stability of the feedback interconnection of this block diagram
representation of Kopt with plant P .

The spatially-invariant systems Φ̃x and Φ̃u (see Eq. (60) and
Figure 3) have the same band size as Φx and Φu of M = 1.
Thus Φ̃x and Φ̃u are specified by the 3 nonzero components
of their convolution kernels. Specifically,[

x̃n
un

]
=

[
Φ̃x−1 Φ̃x0 Φ̃x1
Φ̃u−1 Φ̃u0 Φ̃u1

] vn−1
vn
vn+1

 , (61)

where x̃n is the nth component of the output of Φ̃x and un is
the output of the subcontroller at site n. An explicit expression
for the transfer function (61) is calculated from the formulas
for Φx and Φu that are stated in Eq. (76) of Appendix C.
Realizations of (61) that lead to the structured realization (59)
of Kopt are provided in Appendix D.

Remark 5: The realization (59) is not relative, i.e. absolute
measurements of subsystem states are required to implement
the controller in this way. Thus, this implementation does not
provide a solution to the relative feedback control problem
addressed in [23].

IX. CONCLUSION

An explicit parameterization of the set of all achievable
stabilized closed-loop mappings for subclasses of spatially-
distributed systems was derived. In contrast to the implicit
parameterization introduced by SLS, our explicit parameteri-
zation eliminated the need for temporal FIR approximations,
allowing the H2 design problem to be converted to a stan-
dard unconstrained model matching problem and admitting
analytic IIR solutions. A relation of our parameterization to the
classical Youla parameterization was illustrated in a specific
case. We studied two applications (consensus of first-order
subsystems and the vehicular platoons problem) to comment
on performance scalings with system size and structural con-
straints. The consensus example was also used to demonstrate
the structure of controller implementations resulting from our
parameterizations. Future work includes extending the param-
eterizations provided in this paper to more general settings
(e.g. coupled dynamics and output feedback), and formally
analyzing convergence rates observed numerically.
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APPENDIX A
COUPLED SUBSYSTEM DYNAMICS

The results presented in this Section are straightforward
modifications/ generalizations of the results of [15]. Detailed
proofs of these results are presented in [31].

Theorem A.1: Consider the system (6) in feedback with a
controller u(t) = (Kx)(t) and assume that either

i) A and B are finite-dimensional matrices and K(s) is a
transfer function with finitely many inputs/outputs, or

ii) A and B are spatial convolution operators with con-
volution kernels {An}n∈G , {Bn}n∈G each having only
finitely many nonzero components, and K is a spatially-
invariant system.

Then the following hold:
a) When (6) has stable open-loop dynamics, K is internally

stabilizing if and only if the closed-loop mapping Φu ∈
Rs and Φx is of the form

Φx = (sI −A)−1(I +B2Φu). (62)

b) Let Re(p) > 0. When the operator B2 is invertible, K
is internally stabilizing if and only if the corresponding
closed-loop mappings are of the form

Φx =
1

s+ p
(I + θ)

Φu =
1

s+ p
B−12 ((sI −A) θ − (A+ pI)) ,

(63)

for some θ ∈ Rs.
In either setting, coupling between subsystem dynamics is
described by the ‘off-diagonal’ block entries of A and B.
Φx,Φu and θ are each finite-dimensional transfer functions
in case (i) and spatially-invariant systems in case (ii).

APPENDIX B
PROOFS OF THEOREMS

A. Proof of Theorem 4.1

Assume that K is spatially-invariant and provides a stabiliz-
ing controller for (13) in the case that G = Z and Re(a) ≥ 0.
Then following [15], the definitions (7) of Φx = {Φxn(s)}n∈Z

and Φu = {Φun(s)}n∈Z show that (sI − aI)Φx − Φu = I.
Equivalently

(s− a)Φxn(s)− Φun(s) =

{
0, n ∈ Z \ {0}
1, n = 0.
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Then by the arguments presented for the finite space setting,
Φx0 , and Φu0 are of the form:

Φx0(s) =
1

s+ p
θ0(s) +

1

s+ p
I,

Φu0 (s) =
s− a
s+ p

θ0(s)− a+ p

s+ p
I.

(64)

Similarly it can be shown that Φxn(s) = 1
s+pθn(s), Φun(s) =

s−a
s+pθn(s) for n 6= 0. From these formulations we see that
the spatially-invariant systems Φx,Φu are of the form (15a),
(15b). Conversely if Φx,Φu are of the form (15a), (15b), then
Φx,Φu ∈ Rs so that K is stabilizing. �

B. Proof of Theorem 5.3

If Φx,Φu are of the form (35) for some θ ∈ Rs, then
Φx,Φu ∈ Rs and direct computations show that these
mappings satisfy (34). Conversely, assume Φx,Φu ∈ Rs
satisfy (34). We will demonstrate through a back-stepping like
procedure that Φx,Φu are of the form (35).

1) Backstepping Algorithm: Partition Φx by block rows as

Φx =


Φx11 Φx12 · · · Φx1r
Φx21 Φx22 · · · Φx2r

...
Φxr1 Φxr2 · · · Φxrr

 =:


Φx1
Φx2
...

Φxr


If (A+ I) and B2 are of the form (29), then

((s+ 1) I − (A+ I)) =
(s+ 1 + a1)I a2I · · · ar−1I arI

−I (s+ 1)I · · · 0 0
0 −I · · · 0 0
...

. . .
0 0 · · · −I (s+ 1)I

 ,

and for any k 6= 1, the kth block row of the affine constraint
(34) can be rearranged as:

Φxk =
1

(s+ 1)

(
Ek + Φxk−1

)
, (65)

where Ek is defined to be the matrix whose kth block entry
is the identity, and all other entries are zeros:

Ek :=
[

0 · · · 0 I 0 · · · 0
]
.

Back-substituting, each block row, Φxk , can be written in terms
of the first block row, Φx1 , as:

Φxk =
1

(s+ 1)k−1
Φx1 +

1

s+ 1
Ek +

1

(s+ 1)2
Ek−1

+
1

(s+ 1)k−1
E2

(66)

From (66) it follows that Φx ∈ Rs whenever Φx1 ∈ Rs.
Rearranging the first block row, Φx1 , of (34) shows that

Φu = (s+ 1 + a1)Φx1 − E1 −
r∑

k=2

Φxk (67)

Substituting (66) into (67) shows that:

Φuk =

{
α(s)Φx1k(s) +

∑r
i=k

ai
(s+1)i+1−k I, k 6= 1

α(s)Φx11(s)− I, k = 1
(68)

where α(s) := (s+ 1) + a1 + a2
s+1 + · · ·+ ar

(s+1)r−1 , and we
have partitioned Φu and each Φxk by block columns as:

Φu =
[

Φu1 Φu2 · · · Φur
]

Φxk =
[

Φxk1 Φxk2 · · · Φxkr
]

From (68) we see that if Φx1k ∈ Rs then the following is a
necessary and sufficient condition for Φuk ∈ Rs:{

(s+ 1)Φx1k ∈ Rs, k 6= 1,

(s+ 1)Φx11(s)− I ∈ Rs, k = 1.

Equivalently,

Φx1k(s) =

{
1
s+1θk(s), k 6= 1
1
s+1θk(s) + 1

s+1I, k = 1
(69)

for some θk ∈ Rs. Substituting (69) into (68) and (66) shows
that Φu and Φx are of the form (35). �

C. Proof of Theorem 5.4

A direct application of the results of [15] shows that the
spatially-invariant system K stabilizes (36) if and only if the
resulting closed-loops Φx,Φu ∈ Rs and satisfy

((sI + I)− (A+ I)) Φx −B2Φu = I, (70)

where A and B2 are pointwise multiplication operators. Recall
that Φx and Φu will be spatially-invariant by Proposition 2.1.
The affine constraint (70) can be written equivalently in terms
of the convolution kernels of Φx and Φu as[
sI + I − (A+ I) −B2

] [ Φxn
Φun

]
=

{
0, n ∈ G \ {0}
I, n = 0

(71)
and Φx,Φu ∈ Rs if and only if each Φxn,Φ

u
n ∈ Rs.

Note that the two cases in this constraint lead to the two
parameterizations of (37). By Theorem 5.3, each Φx0 and Φu0
satisfy (71) if and only if they are of the form (37). It is
straightforward to modify this argument to show an equivalent
result for Φxn,Φ

u
n for n 6= 0. Thus, condition (71) is equivalent

to the formulation (37). �

D. Proof of Theorem 6.1

Let Φx,Φu denote the closed-loop mappings corresponding
to a controller K for (45). If Φx,Φu are of the forms (48)-
(49) for some θ ∈ Rs, then they are both elements of Rs and
direct computations show that (34) holds. Conversely, assume
that K is stabilizing. Then Φx,Φu ∈ Rs, and following [14],
direct computations show that Φx and Φu satisfy (34) with
p = 0:

(sI −A)Φx(s) = I +B2Φu(s), (72)

where A = diag{am}, B2 = diag{bm}. Equivalently,

Φxij(s) =

{
bi

s−ai Φuij(s), i 6= j
1

s−ai + bi
s−ai Φuij(s), i = j

(73)
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where Φxij and Φuij are the (i, j) components of Φx and Φu.
If Re(ai) ≥ 0, then a necessary condition for Φu to be stable
is that Φuij does not have a pole at ai for any j. Then, since
Φuij is strictly proper, it must be of the form:

Φuij(s) =

{
s−ai
s+1 θij(s) i 6= j
1
bi

(
s−ai
s+1 θii(s)−

ai+1
s+1

)
, i = j

(74)

which is equivalent to the parameterization (49). Substituting
(74) into (73) shows that Φx is of the form (48). �

E. Proof of Theorem 6.2:

By Lemma 5.2, it is sufficient to show Φx,Φu ∈ Rs satisfy
(34) (for p = 1) if and only if they are of the form (50). The
structure of A and B2 allow (34) (with p = 1) to be written
by components as:

(A(i) + I)Φxij −B
(i)
2 Φuij =

{
I, i = j

0, i 6= j
(75)

For the case i = j, parameterizations of Φxii and Φuii are then
given by Theorem 5.3. A back-stepping approach similar to
that used in the proof of Theorem 5.3 can be used to derive
a parameterization of Φxij and Φuij for the case i 6= j. The
details of this procedure are omitted. �

APPENDIX C
ANALYTIC SOLUTIONS FOR FIRST ORDER CONSENSUS

The case of a local error measure with closed-loop band
size M = 1 is analyzed in the following theorem. Similar
procedures can be used to derive analogous results for more
general choice of M 6= 1.

Theorem C.1: The optimal solution θopt = {θoptn (s)} ∈ Rs
of (53) with C = CLE and band size M = 1 is given by

θopt0 (s) =
2
√

2− 2γ2s+ γ(s− 1)(α+ β)

2(α+ γs)(β + γs)

θopt1 (s) =
γ(α− β)(s+ 1)

2
√

2(α+ γs)(β + γs)
= θopt−1 (s)

and the resulting optimal closed-loop norm per spatial site is

J =
γ

4
(α+ β),

where α := (2−
√

2)1/2, β := (2 +
√

2)1/2. The closed-loop
mappings resulting from Kopt are specified by the non-zero
entries of their convolution kernels as follows:

Φx0(s) =
4
√

2 + γ(α+ β)(3s− 1) + 2γ2s(s− 1)

4(s+ 1)(α+ γs)(β + γs)

Φx1(s) =
γ(α− β)

2
√

2(α+ γs)(β + γs)
= Φx−1(s)

Φu0 (s) =
-(α+ β)γs(s+ 3)− 4

√
2− 2γ2s2 − 2

√
2s

4(s+ 1)(α+ γs)(β + γs)

Φu1 (s) =
2
√

2 + (α+ β)γs

2(α+ γs)(β + γs)
= Φu−1(s).

(76)

Proof: We write (53) as

J = inf
θ∈Rs

∥∥∥


1
s+1
−1
s+1

0
0
−γ
s+1

0
0

+
1

s+ 1


-1 1 0
0 -1 1
0 0 -1
1 0 0
0 γs 0
0 0 γs
γs 0 0


[
θ-1
θ0
θ1

] ∥∥∥2
H2

=: inf
ϑ∈Rs

‖H + Uϑ‖2H2
(77a)

= inf
ϑ∈Rs

‖U∼i (H + UiUoϑ) ‖2H2

= inf
ϑ∈Rs

‖U∼i H + Uoϑ‖2H2

= inf
m∈Rs

‖U∼i H +m‖2H2
(77b)

where we compute an inner-outer factorization U = UiUo [11]
as follows. Uo is given as a spectral factor of U∼U :

U∼U =
1

(s+ 1)(−s+ 1)

(
V ΛV T +−γ2s2I

)
=

1

1− s
V (Λ1/2 − γsI) · 1

s+ 1
(Λ1/2 + γsI)V ∗ =: U∼o Uo,

where V ΛV ∗ is an eigenvector decomposition of

T :=

 2 -1 0
-1 2 -1
0 -1 2

 =


-1 1 0
0 -1 1
0 0 -1
1 0 0


T 

-1 1 0
0 -1 1
0 0 -1
1 0 0

 .
Ui is then computed as Ui := UU−1o . We solve (77b) with
standard projection methods [32]; the optimizer is

mopt = −(U∼i H)
∣∣
Rs
,

and the corresponding optimal cost is J = ‖ ((U∼i H)
∣∣
R⊥s
‖2H2

,

where (·)
∣∣
Rs

and (·)
∣∣
R⊥s

denote projections onto Rs and R⊥s
respectively. We compute

U∼i H =


α−γ√
2(s+1)

0
β−γ√
2(s+1)

 +

 γ
β(α−γs)

0
γ

α(β−γs)


= (U∼i H)

∣∣
Rs

+ (U∼i H)
∣∣
R⊥s

(78)

The solution ϑopt of (77a) is then

ϑopt = U−1o mopt = U−1o (U∼i H)
∣∣
Rs

=
1

2(α+ γs)(β + γs)


γ√
2
(α− β)(s+ 1)

2
√

2− 2γ2s+ γ(s− 1)(α+ β)
γ√
2
(α− β)(s+ 1)


(79)

Analytic expressions for the optimal closed-loop maps are
determined by ϑopt =

[
θopt-1 θopt0 θopt1

]T
using equation

(52) as  Φx−1
Φx0
Φx1

 =
1

s+ 1

 θ−1
θ0
θ1

+

 0
1
0


 Φu−1

Φu0
Φu1

 =
1

s+ 1

s
 θ−1

θ0
θ1

−
 0

1
0

 (80)
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to recover equations (76).

We next analytically compute the optimal θ which solves
(53) for varying consensus metrics and band size constraints:

• Local Error, Band Size 2

θopt0 =
-1
3

( γ − r1
r1 + γs

+
γ −
√

2√
2 + γs

+
γ − r2
r2 + γs

)
θopt1 = θopt-1 =

-1
2
√

3

( γ − r1
r1 + γs

+
r2 − γ
r2 + γs

)
θopt2 = θopt-2 =

1

6

( r1 − γ
r1 + γs

+
2(γ −

√
2)√

2 + γs
+

r2 − γ
r2 + γs

)
where r1 := (2−

√
3)1/2, r2 := (2 +

√
3
1/2

).

• Deviation from Average, Band Size 1

θopt0 =
2(γ − 1)

3(1 + γs)
−

√
1− 3/N − γ

3
(√

1− 3/N + γs
)

θopt1 = θopt-1 =
γ − 1

3(1 + γs)
−

√
1− 3/N − γ

3
(√

1− 3/N + γs
)

• Deviation from Average, Band Size 2

θopt0 =
-1
4
· 1− γ

1 + γs
+

γ −
√

1− 5/N

5
(√

1− 5/N + γs
)

θopt1 = θopt-1 =
1

5
· 1− γ

1 + γs
+

γ −
√

1− 5/N

5
(√

1− 5/N + γs
)

θopt2 = θopt-2 = θopt1 = θopt-1

We note that the optimal closed-loop mappings can be recov-
ered from θ through the formula (80).

APPENDIX D
CONSENSUS: STRUCTURED IMPLEMENTATION

We first form state-space realizations of the transfer matrices
made of the concatenation of the 3 non-zero components
of Φx and Φu given in Equation (76). A realization of[

Φx-1(s) Φx0(s) Φx1(s)
]

is:[
Ax Bx
Cx 0

]
=
[

Φx-1(s) Φx0(s) Φx1(s)
]
,

Ax =

 -γ+α+βγ 1 0
α+β
γ +

√
2

γ2 0 1
√
2

γ2 0 0

 , Cx =
[

1 0 0
]
,

Bx =
[
Bx,1 Bx,0 Bx,1

]
=

 0 2γ2 0
γ(α− β) 3γ(α+ β)− 2γ2 γ(α− β)

γ(α− β) 4
√

2− γ(α+ β) γ(α− β)


A realization of

[
Φu-1(s) Φu0 (s) Φu1 (s)

]
is:[

Ax Bu
Cx 0

]
=
[

Φu-1(s) Φu0 (s) Φu1 (s)
]
,

where Ax, Cx are as defined above and

Bu =
[
Bu,1 Bu,0 Bu,1

]
=


α+β
2γ -α+β+2γ

4γ
α+β
2γ√

2
γ2 + α+β

2γ - 3(α+β)4γ − 1√
2γ2

√
2

γ2 + α+β
2γ√

2
γ2 -

√
2

γ2

√
2

γ2


The local controller dynamics at spatial site m can be written
in terms of these matrices as follows:[

ξ̇m
ζ̇m

]
=

[
Ax +Bx,0Cx(Ax + I) 0
Bu,0Cx(Ax + I) Ax

] [
ξm
ζm

]
+

[
Bx,1Cx(Ax + I)
Bu,1Cx(Ax + I)

]
(ξm−1 + ξm+1) +

[
Bx,0
Bu,0

]
xm

+

[
Bx,1
Bu,1

]
(xm−1 + xm+1)

um =
[
CxBu,0 I

]
Cx(Ax + I)

[
ξm
ζm

]
+ CxBu,1Cx(Ax + I) (ξm−1 + ξm+1) + CxBu,0xm

+ CxBu,1(xm−1 + xm+1)
(81)

which is of the form (59) where the state ψm of subcontroller
m is ψm =

[
ξTm ζTm

]T
, i.e. (81) is a structured realization

with band size M = 1.
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