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An Operator-Theoretic Approach to Robust
Event-Triggered Control of Network Systems

with Frequency-Domain Uncertainties
Shiqi Zhang, Yuezu Lv, Member, IEEE , and Zhongkui Li, Member, IEEE

Abstract— In this paper, we study the robustness of the
event-triggered consensus algorithms against frequency-
domain uncertainties. It is revealed that the sampling errors
resulted by event triggering are essentially images of linear
finite-gain L2-stable operators acting on the consensus
errors of the sampled states and the event-triggered mech-
anism is equivalent to a negative feedback loop introduced
additionally to the feedback system. In virtue of this, the
robust consensus problem of the event-triggered network
systems subject to additive dynamic uncertainties and net-
work multiplicative uncertainties are considered, respec-
tively. In both cases, quantitative relationships among the
parameters of the controllers, the Laplacian matrix of the
network topology, and the robustness against aperiodic
event triggering and frequency-domain uncertainties are
unveiled. Furthermore, the event-triggered dynamic aver-
age consensus (DAC) problem is also investigated, wherein
the sampling errors are shown to be images of nonlinear
finite-gain operators. The robust performance of the pro-
posed DAC algorithm is analyzed, which indicates that the
robustness and the performance are negatively related to
the eigenratio of the Laplacian matrix. Simulation examples
are also provided to verify the obtained results.

Index Terms— Event-triggered control, operator theory,
frequency-domain uncertainties, robust control, distributed
control.

I. INTRODUCTION

EVent-triggered control, whose basic idea is to replace
the continuous or periodic sampling mechanism by the

aperiodic and sporadic one in the control algorithms [1],
[2], [3], [4], [5], [6], originates form the aperiodic sampling
problem [7] and shows great effectivity when applied in
controlling continuous-time systems with digital controllers.
In the last decade or so, it has been further introduced to
distributed control of network systems [8], [9], [10], [11], [12],
[13], [14], wherein not only the sampling mechanism but also
the communicating mechanism among agents is event-based.
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Compared to the continuous or time-driven distributed
control algorithms, event-triggered ones release information-
exchange burden and thus have lower communication cost.
Moreover, for some environments in which continuous com-
munication is restricted, forbidden or impossible, the event-
triggered algorithms are more practical [30]. Typical works
on distributed event-triggered control include [18], [20], [21],
[23] for integrator networks and [35], [36], [38] for general
linear systems. Reference [44] introduced the event-triggered
mechanism to dynamic average consensus (DAC) algorithms.
[11], [13], [14], [39], [40], [41] considered the event-triggered
leader-following tracking problems and [12] further consid-
ered distributed dynamic event-triggered control for nonlinear
multi-agent systems.

In the aforementioned works, the effectivity of the event-
triggered control algorithms relies on the assumption that the
system dynamics are accurately known. This assumption, how-
ever, is too stringent in reality due to the ubiquitous unmodeled
dynamics, the omnipresent communication constraints and
the universal parametric uncertainties. Therefore, it is quite
an imperative task to examine the robustness of the event-
triggered control algorithms in the presence of uncertainties.
To the knowledge of the authors, there are few works along this
line, except [16], [17]. Reference [16] considered the robust
event-triggered stabilization problem for discrete-time systems
and [17] studied the continuous-time case. These works are
fairly important in the sense that they provide conditions under
which the event-triggered control algorithms can still work in
the presence of time-domain uncertainties.

Apart from time-domain parametric uncertainties,
frequency-domain uncertainties, including unmodeled
dynamics, and modeling errors, are a more general class
of uncertainties [15], which may be encountered and need
to be dealt with in the event-triggered control problem. In
network systems, communication delays, package dropping
and network uncertainties are also very prevalent phenomena
and thus put forward new challenges to the distributed event-
triggered control algorithms. In virtue of these observations,
in this paper, we intend to handle the robustness of distributed
event-triggered control algorithms against frequency-domain
uncertainties.

Distributed control algorithms with continuous and ideal
communications have been proved robust to various kinds
of frequency-domain uncertainties such as additive dynamic
uncertainties [19], [32], network multiplicative uncertainties

ar
X

iv
:2

20
3.

02
36

3v
1 

 [
ee

ss
.S

Y
] 

 4
 M

ar
 2

02
2



2 GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2021

[24], [25], [26], coprime factor uncertainties [33] and so on.
It is a natural question that whether distributed event-triggered
algorithms also possess the robustness against frequency-
domain uncertainties. To answer this question, it is necessary
to adopt the frequency-domain robust control tools such as the
small gain theorem and the µ analysis. However, essentially
speaking, the event-triggered algorithms belong to a special
branch of the aperiodic sampling algorithms, whose definition,
modeling, and methodology are all based on the time-domain
analysis. More specifically, the triggering function, which
decides whether the certain agent updates its state estimation
and broadcasts it to its neighbors, is expressed in a time-
domain form. Moreover, it characterizes a time-domain point-
wise inequality constraint of the sampling error. Therefore,
the analysis and design of the event-triggered control problem
have almost always been based on the Lyapunov stability
analysis, which is severely different from the robust analysis
and synthesis tools mentioned above. In a word, because of
the systematic gap between the time-domain event triggering
and the frequency-domain uncertainties, the robustness of
event-triggered control of network systems against frequency-
domain uncertainties still remains an open and challenging
problem.

To solve this problem, one of the main difficulties is how to
build a bridge between the time-domain sampling mechanism
and frequency-domain uncertainties, or in other words, how to
‘translate’ the sampling mechanism into the frequency-domain
language. In this paper, we utilize the operator theory as our
basic tool to unify them. By studying the frequency-domain
properties of the sampling errors, we find that in classical
event-triggered consensus algorithms, the sampling errors are
images of the linear operators acting on the consensus error of
the sampled states. It is worth noting that these linear operators
are neither generally rational transfer matrices in RH∞ nor
sector bound uncertainties of logarithmic quantizers as in [31].
Nevertheless, we can ascertain from the triggering function
that the operators are finite gain L2 stable. The operator
gain, depending on the sampling parameters and the Laplacian
matrix of the topology graph, characterizes the extent of the
sampling error introduced by event triggering. In light of this,
the event-triggered mechanism is equivalent to additionally
introducing a negative feedback loop consisting of the linear
operators.

One of the crucial advantages of the proposed operator-
theoretic approach is that we can handle the robustness of the
event-triggered consensus problem of network systems with
respect to various kinds of frequency-domain uncertainties.
In this paper, we consider additive dynamic uncertainties
and network topology uncertainties for illustration. Inherent
constraints on the robustness, imposed by the parameters
of the controllers, the network topology, the bounds of the
additive/multiplicative uncertainties, and the gains of the op-
erators representing the event-triggered sampling, are unveiled.
Moreover, the results can be extended to the event-triggered
dynamic average consensus (DAC) problem, where the sam-
pling errors are found to be images of nonlinear but finite-
gain operators acting on the consensus errors of the sampled
states. Especially, we consider the event-triggered robust DAC

problem and examine the performance of the proposed DAC
algorithm under additive dynamic uncertainties. It is shown
that the smaller the eigenratio is, the better the robustness and
the tracking performance will be under event triggering and
additive dynamic uncertainties.

The remaining part of this paper is organized as follows:
In Section II, we introduce some necessary mathematical
preliminaries. In Section III, we revisit the event-triggered
consensus algorithm from a an operator-theoretic perspective.
In Section IV, we study the robustness of the event-triggered
consensus algorithms against frequency-domain uncertainties
under the operator-theoretic framework. In Section V, we
extend the results to the event-triggered DAC problem. Section
VI provides some simulation examples for illustration and
Section VII concludes this paper.

Notations: The notations used in this paper are fairly stan-
dard. Rn×m denotes the linear space of all n×m-dimensional
matrices. IN represents the N -dimensional identity matrix and
1N represents the N -dimensional vector whose elements are
all equal to 1. diag{a1, · · · , an} denotes the diagonal matrix
whose diagonal elements are equal to a1, · · · , an. The set of
all real rational stable transfer matrices is denoted by RH∞.

II. MATHEMATICAL PRELIMINARIES

This section reviews some useful results and conclusions
from the operator theory in Subsection II-A, from the robust
control theory in Subsection II-B and from the graph theory
in Subsection II-C, respectively.

A. Operator Theory and Hilbert Space
Definition 1: [29] Let H1 and H2 be two Banach spaces.

An operator φ(·) : H1 7→ H2 is called a linear operator if the
following two conditions hold:

1) φ(x+ y) = φ(x) + φ(y), for ∀x, y ∈ H1;
2) φ(λx) = λφ(x), for ∀ λ ∈ R.
Definition 2: The L2 norm of a signal f is defined as

‖f‖2 =

√∫ ∞
0

f∗(t)f(t)dt =

√
1

2π

∫ ∞
−∞

f∗(jω)f(jω)dω,

where L2 denotes the Banach space with L2 norm well
defined.

Definition 3: [29] Letting φ(·) : L2 7→ L2 be an operator
such that for ∀x ∈ L2, ‖φ(x)‖2 ≤ γ‖x‖2 + β, where γ > 0
and β > 0 are positive constants, then this operator is called
a finite-gain operator with operator norm ‖φ‖∞ ≤ γ.

Lemma 1: [29] Let φ(·) : L2 7→ L2 denote a linear
(finite-gain) operator in the time domain and suppose that
y(t) = φ(x(t)), where y(t) and x(t) are vectors in the L2

space. Denote by y(s) and x(s) the Laplace transformation
of y(t) and x(t). It then follows that y(s) = ∆(x(s)), where
∆(·) : L2 7→ L2 denotes a linear (finite-gain) operator in the
frequency domain.

B. Robust Control Theory
Lemma 2: [29] (Small Gain Theorem) Supposing that

G(·),∆(·) : L2 7→ L2 are finite-gain operators with operator
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Fig. 1. System interconnection.

norms ‖G‖∞ = γ1 and ‖∆‖∞ = γ2, the system interconnec-
tion shown in Fig. 1 is internally stable, if γ1γ2 < 1.

Definition 4 ( [15]): Let ∆ represent the set of structured
finite-gain L2- stable operators. For M ∈ Rm×n, µ∆(M) is
defined as

µ∆(M) =
1

min{σ̄(∆) : ∆ ∈∆,det(I −M∆) = 0}
unless no ∆ ∈∆ makes det(I−M∆) singular, in which case
µ∆(M) := 0.

Lemma 3 ( [15]): Let ∆ represent the set of structured
finite-gain L2- stable operators. The loop shown in Fig. 1 is
well-posed and internally stable for all ∆ ∈ ∆ with operator
norm ‖∆‖∞ ≤ γ if and only if supω∈R µ∆(G(jω)) < 1

γ ,
where µ∆(·) denotes the structured singular value.

Lemma 4 ( [15]): Assume that G(s) =
[
G11(s) G12(s)
G21(s) G22(s)

]
and ∆ =

[
∆1 0
0 ∆2

]
is the set of all finite-gain

L2 stable block diagonal operators with compatible
dimensions with G(s). Then we have µ∆(G(jω)) ≤√
‖G11(jω)‖2 + ‖G22(jω)‖2 + 2‖G12(jω)‖‖G21(jω)‖,

∀ω ∈ R. Moreover, suppose that ∆ =

[
∆1

∆2

∆3

]
and

G =

[
G11 G12 G13

G21 G22 G23

G31 G32 G33

]
. Then,

µ2
∆(G(jω)) ≤ ‖G11(jω)‖2 + ‖G22(jω)‖2 + ‖G33(jω)‖2

+ 2‖G12(jω)‖‖G21(jω)‖+ 2‖G13(jω)‖‖G31(jω)‖
+ 2‖G23(jω)‖‖G32(jω)‖.

Lemma 5 ( [15]): Let γ > 0 and Fu(M,∆) = M22 +
M21∆(I − M11∆)−1M12 denote the upper linear frac-
tional transformation with respect to ∆. For all ∆ ∈ ∆
with ‖∆‖∞ ≤ γ, the transfer function Fu(Gp,∆) is in-
ternally stable and ‖Fu(Gp,∆)‖∞ < 1

γ if and only if
supω∈R µ∆p

(Gp(jω)) < 1
γ , where ∆p =

[
∆

∆f

]
.

C. Graph Theory
An undirected graph G{V, E ,W} describes the network

topology among the agents, where V = {1, 2, · · · , N} de-
notes the set of vertices, E = {1, 2, · · · ,m} denotes the
set of the edges, and W = {· · · , w(i,j), · · · } or equivalently
{w1, w2, · · · , wm} denotes the set of the weights correspond-
ing to the edges. The adjacency matrix of the graph G is
denoted as A and aij is the (i, j)-th element of A defined
as aij = wij if (i, j) ∈ E and aij = 0 otherwise. Letting
di =

∑N
j=1 aij be the degree of the node i and H =

diag{d1, · · · , dN}. The Laplacian matrix of the graph G is

then defined as L = H−A. Let D ∈ RN×m be the incidence
matrix of G such that dij = −1 if i is the tail of the edge (i, j)
and dij = 1 if i is the head of the edge (i, j) and dij = 0
otherwise. It is easy to see that the sum of each column of D
is equal to 0.

Lemma 6: [27] For an undirected graph G, the Laplacian
matrix L = DWDT , where W = diag{w1, w2, · · · , wm}.

III. REVISIT OF THE EVENT-TRIGGERED ALGORITHM
FROM A ROBUST CONTROL PERSPECTIVE

Consider a network consisting of N single-input-single-
output agents with scalar states. The dynamics of each agent
can be described by a single integrator:

ẋi = ui, i = 1, · · · , N, (1)

with xi as the state variable of agent i and ui the control
input. It is assumed that the communication among the agents
is depicted by a graph G. The control objective of distributed
algorithms is to ensure that the states of the agents reach
consensus, i.e., xi − xj → 0, ∀i, j ∈ {1, · · · , N} as t → ∞.
Throughout this paper, the following assumption holds.

Assumption 1: The communication graph G is undirected
and connected.

In this paper, we consider the event-triggered mechanism.
Under this mechanism, instead of continuous communication
between agents, each agent (say agent i) only updates the
estimate of its state (x̂i) to the real value of xi and send it
to its neighbors at the triggering instants, between which the
estimate is calculated locally by itself and its neighbors. We
set the initial time t0 as the first triggering instant of each
agent and define a triggering function:

fi = e2
i − α

N∑
j=1

aij(x̂i − x̂j)2 − µe−νt, (2)

where α, µ, ν are positive constants and ei denotes the gap
between the estimate x̂i and the real state xi, i.e., ei = x̂i−xi.
The next event will happen whenever the triggering condition
fi ≥ 0 is satisfied, i.e., tik+1 = inf{t|t > tik, fi ≥ 0}.

In this section, we consider the following distributed control
law:

ui = −β
N∑
j=1

aij(x̂i − x̂j), i = 1, · · · , N. (3)

During the time interval between two triggering instants,
the estimate x̂i used by all its neighbors is held to be a
constant, i.e., x̂i(t) = xi(t

i
k), ∀t ∈ [tik, t

i
k+1). This estimating

mechanism is called zero-order holder (ZOH) [30].
The closed-loop system derived from (1) and (3) is

ẋi = −β
N∑
j=1

aij(x̂i − x̂j), i = 1, · · · , N. (4)

Define zi = 1
N

∑N
j=1(x̂i − x̂j). Then it follows that

ẋi = −β
N∑
j=1

aij [(xi − xj) + (ei − ej)] ,

zi =
1

N

N∑
j=1

[(xi − xj) + (ei − ej)].

(5)
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We can further rewrite (5) in a compact form as

ẋ = −βLx− βLe,
z = Mx+Me,

(6)

where M = I− 1
N 1N1TN and L is the Laplacian matrix of the

graph G.
It is clear from the triggering mechanism and the triggering

function (2) that ei is reset to be zero at each triggering
instant and increases from 0 to some positive value during
two triggering instants, and then drops again to zero at the
next triggering instant. The square of the sampling error ei is
bounded from above by a quadratic form of z(t) and an ex-
ponential decaying term at any time instant. While this bound
relationship is described by the time domain terminology, we
discover a frequency-domain relationship between e(s) and
z(s), as will be unveiled in the next theorem.

Theorem 1: For the closed-loop network (6) with the trig-
gering function (2), it follows that e(s) = ∆(z(s)), where
∆(·) : L2 7→ L2 is a linear operator in the frequency domain

with ‖∆(z)‖2 ≤
√

2αλN‖z‖2+
√

Nµ
ν , i.e., ‖∆‖∞ ≤

√
2αλN ,

where λN denotes the largest eigenvalue of L.
Proof: From (4) and the ZOH mechanism of x̂i, it is not

difficult to obtain that

ei(t) = x̂i(t)− xi(t)

= β

N∑
j=1

aij

∫ t

tik

(x̂i(τ)− x̂j(τ))dτ

= βLTi

∫ t

tik

x̂(τ)dτ

= βLTi M

∫ t

tik

x̂(τ)dτ

= βLTi

∫ t

tik

1(t− τ)z(τ)dτ,

where LTi denotes the i-th row of the Laplacian matrix and
1(t) = 1 when t ≥ 0 and 1(t) = 0 when t < 0. Therefore,
ei(t) = φi(z) where φi(·) : L2 7→ L2 is a linear operator
in the time domain. In light of Lemma 1, we have ei(s) =
∆i(z(s)), where ∆i(·) : L2 7→ L2 denotes a linear operator
in the frequency domain and thus we have e(s) = ∆(z(s)).

Note that

‖e‖22 =

N∑
i=1

‖ei‖22 =

N∑
i=1

∫ ∞
0

e∗i (t)ei(t)dt.

According to the triggering condition (2), for any time instant
t, we have

e2
i ≤ α

N∑
j=1

aij(x̂i − x̂j)2 + µe−νt.

Fig. 2. An operator theoretic reformulation of the distributed event-
triggered consensus algorithm.

Therefore,

‖e‖22 ≤
N∑
i=1

∫ ∞
0

α N∑
j=1

aij(x̂i − x̂j)2 + µe−νt

 dt

=

∫ ∞
0

α N∑
i=1

N∑
j=1

aij(x̂i − x̂j)2 +Nµe−νt

 dt

=

∫ ∞
0

(
2αzTLz +Nµe−νt

)
dt

≤ 2αλN‖z‖22 +
Nµ

ν

≤

(√
2αλN‖z‖2 +

√
Nµ

ν

)2

.

This completes the proof.
Remark 1: The importance of this theorem lies in the

following aspects. Firstly, it illustrates that the sampling errors
can be seen as the images of linear finite-gain operators
in the frequency domain acting on the consensus errors of
the sampled states. This paves the way to examine the ro-
bustness of the event-triggered algorithm to the frequency-
domain uncertainties. These operators, generally speaking, are
not rational transfer matrices in RH∞ in the classic robust
control. Nevertheless, these operators are finite-gain L2 stable.
Secondly, it uncovers a quantitative relationship among the
sampling parameter α, the largest eigenvalue of the Laplacian
matrix, and the L2 gain of the operators which quantifies
the effect of aperiodic event-triggering. More specifically, the
larger λN and α are, the larger the L2 gain of the operators
will be.

Remark 2: The event-triggered consensus algorithm has an
equivalent block structure shown in Fig. 2. Note that the
effect of the event-triggered mechanism is actually equivalent
to introducing the virtual additional feedback loop in the
dotted green block. The transfer function from x to x̂ is
R = (I − ∆M)−1, i.e., x̂ = (I − ∆M)−1x. When there
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is no event triggering, the operator ∆ is equal to zero and
thus R = I . The event-triggered consensus algorithm (4) then
reduces to the classical one with continuous communication
as in [28].

In the next theorem, a frequency-domain robust control
framework will be utilized to find the condition under which
the network system reaches consensus by the event-triggered
protocol (3).

Theorem 2: The network system (1) reaches consensus
under event-triggered control law (3), if the parameter α in
the triggering function fi are selected to satisfy 2αλN < 1.
Moreover, the closed-loop system does not exhibit the Zeno
behavior as long as µ > 0 and ν > 0.

Proof: Letting U be the unitary matrix such that
UTLU = Λ = diag{0, λ2, · · · , λN} = diag{0, Λ̄}, and
denoting x̃ = UTx, z̃ = UT z, ẽ = UT e, it is easy to find
that consensus is reached if and only if x̃i is asymptotically
stable ∀i = 2, · · · , N . Setting x̄ = x̃2:N , z̄ = z̃2:N , ē = ẽ2:N ,
where (·)2:N denotes the subvector that takes the second to
the N -th elements of the original vector. We can then derive
from (5) that

˙̄x = −βΛ̄x̄− βΛ̄ē,

z̄ = x̄+ ē.
(7)

Note also that U can be written as
[

1N√
N

Y
]

with Y TY =

IN−1 and Y Y T = M . It is not difficult to see that

ẽ = UT∆(UUT z)

=

[
1T√
N

Y T

]
∆(

1√
N
z̃1 + Y z̄)

=

[
1T√
N

Y T

]
∆(Y z̄),

where we use z̃1 ≡ 0 to get the last equality. Therefore, we
have

ē = Y T∆(Y z̄) = ∆̄(z̄), (8)

where ∆̄ is a linear operator, and it is easy to verify that

‖ē‖22 =

∫ ∞
0

∆∗(Y z̄)M∆(Y z̄)dt

≤ ‖∆(Y z̄)‖22

≤

(√
2αΛN‖Y z̄‖2 +

√
Nµ

ν

)2

=

(√
2αλN‖z̄‖2 +

√
Nµ

ν

)2

.

Therefore,

‖∆̄(z̄)‖2 ≤
√

2αλN‖z̄‖2 +

√
Nµ

ν
,

which is equivalent to saying that ‖∆̄‖∞ ≤
√

2αλN . In light
of Lemma 2, the system is internally stable if ‖Tēz̄‖∞‖∆̄‖∞ <
1, where Tēz̄ denotes the transfer matrix from ē to z̄, calculated
by

Tēz̄ = −(sI + βΛ̄)−1βΛ̄ + I = (sI + βΛ̄)−1sI.

Note that

‖Tēz̄‖∞ = max
i=2,··· ,N

∥∥∥∥ s

s+ βλi

∥∥∥∥
∞

= 1.

Therefore, the system (7) is internally stable, if ‖∆̄‖∞ < 1,
which is satisfied if 2αλN < 1.

Next, we exclude the Zeno behavior. Notice that during each
time interval between any two consecutive triggering instants,
i.e., [tik, t

i
k+1), ėi = −ẋi = β

∑N
j=1 aij(x̂i−x̂j) is bounded by

a positive real number, say H . Suppose that there exists Zeno
behavior. Then there exists an agent i, such that limk→∞ tik =

T < ∞. Thus, for a small positive number δ <
√
µe−

νT
2

H ,
there exists a positive integer K such that for ∀k ≥ K, tik ∈
(T − δ, T ]. Notice that at the triggering instant tiK , ei = 0.
And the next triggering time is the first time when e2

i reaches
α
∑N
j=1 aij(x̂i − x̂j)2 + µe−νt. Then there must exist some

time instant T0 when e2
i (T0) = µe−νT0 . Since

e2
i (T0) = (xi(t

i
K)− xi(T0))2 =

∫ T0

tiK

β

N∑
j=1

(x̂i − x̂j)dt

2

,

we have
e2
i (T0) ≤ H2(T0 − tiK)2.

On the other hand, µe−νT0 ≥ µe−νT . Thus we have

H2(T0 − tiK)2 ≥ µe−νT ,

which implies

tiK+1 − tiK ≥ T0 − tiK ≥
√
µe−

νT
2

H
.

Since δ <
√
µe−

νT
2

H , it follows that the K + 1-th triggering
instant tK+1 > tiK + δ > T , which leads to a contradiction.

Remark 3: This theorem unveils some essential require-
ments to achieve consensus under event-triggered protocol (3)
that the gain (norm) of the operator should not be too large.
The operator gain characterizes the extent of the sampling
error introduced by the aperiodic event triggering. The larger
the operator gain is, the larger the L2 norm of the sampling
errors will be. From the quantitative relationship shown in this
theorem, if λN is larger, then it is more reliable to trigger more
frequently in the sense that α should be smaller.

Remark 4: Different from most of the previous works, e.g.,
[18], [20], [21], [22], [23], where time-domain Lyapunov sta-
bility analysis is used, in this section an operator is constructed
to characterize the relationship between the sampling error e
and the variable z. A robust control method based on the small
gain theorem is utilized to get the consensus condition. Inter-
estingly, since λN ≤ 2di, the consensus condition in Theorem
2 is less conservative than that of [18]. More importantly, this
method provides a feasible way to handle the robustness of
event-triggered control when the network systems are subject
to frequency-domain uncertainties, as will be shown in the
next section.



6 GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2021

IV. ROBUST CONSENSUS CONTROL VIA
EVENT-TRIGGERED PROTOCOLS

In the last section, we analyze the event-triggered consensus
problem of the integrator network without uncertainties in a
frequency domain approach. One of the major merits of this
approach is that it can handle various kinds of frequency-
domain uncertainties in a unified framework. In this section
we take additive dynamic uncertainties and network topology
uncertainties as two illustrating examples.

A. Additive Dynamic Uncertainties

In this subsection, we consider the event-triggered consen-
sus problem for the integrator network subject to additive
dynamic uncertainties. The robust synchronization of linear
multi-agent systems under such additive dynamic uncertainties
with continuous communications was previously considered in
[19]. Instead of measuring and exchanging the state informa-
tion directly at the triggering instants, each agent can only
fetch an output variable yi that consists of the state variable
xi and the disturbance signal di caused by the dynamic
perturbation ∆a

i . The agent dynamics are described by

ẋi = ui,

yi = xi + di,

di(s) = ∆a
i (ui(s)), i = 1, · · · , N

(9)

where ∆a
i is a linear finite-gain L2 stable operator with

operator gain ‖∆a
i ‖∞ ≤ η. Note that this definition include

transfer matrices in RH∞ as special cases.
We consider the following distributed output feedback pro-

tocol:

ui = −β
N∑
j=1

aij(ŷi − ŷj), i = 1, · · · , N, (10)

where ŷi denotes the estimate of the output yi, which is
updated to the real value yi(t

i
k) and broadcasted to all its

neighbors at the k-th triggering instant of the agent i, i.e.,
tik and keeps constant (ZOH) during two triggering instants.
Define εi = ŷi−yi. Moreover, the triggering function of agent
i is set to be

fi = ε2i − α
N∑
j=1

aij(ŷi − ŷj)2 − µe−νt. (11)

According to (9) and (10), we have

ẋi = −β
N∑
j=1

aij [(xi − xj) + (di − dj) + (εi − εj)] . (12)

Denote wi = 1
N

∑N
j=1(ŷi−ŷj). We can obtain the closed-loop

network dynamics as follows:

ẋ = −βLx− βLd− βLε,
u = −βLx− βLd− βLε,
w = Mx+Md+Mε.

(13)

Theorem 3: For the network (9) under the control law (10)
with the triggering function (11), it follows that ε(s) =

Fig. 3. Event-triggered network system with additive dynamic uncer-
tainties.

∆b(w(s)), where ∆b(·) : L2 7→ L2 is a linear operator with
the operator gain ‖∆b‖∞ ≤

√
2αλN .

Proof: From the definition of εi we know that εi(t) =
ŷi − yi = y(tik) − yi(t) = xi(t

i
k) + di(t

i
k) − xi(t) − di(t).

According to (9) and (10), when t ∈ [tik, t
i
k+1),

xi(t)− xi(tiki) = −β
∫ t

tiki

N∑
j=1

aij(ŷi(τ)− ŷj(τ))dτ

= −β
∫ t

tik

LTi ŷ(τ)dτ

= −βLTi
∫ t

tik

w(τ)dτ.

Thus, we have xi(t)−xi(tiki) = ψi(w(t)), where ψi(·) : L2 7→
L2 is a linear operator. Since di(s) = ∆a

i (ui(s)), we let
di(t) = ∆̃a

i (ui(t)) and d(tik) = ∆̄a
i (ui(t)), and we have that

∆̃a
i (·) and ∆̄a

i (·) are linear operators in the time domain. It is
then not difficult to find that di(tiki)−di(t) is a linear operator
of ui(t).

Denote di(t
i
k) − di(t) = φi(ui(t)) and note that ui(t) =

−β
∑N
j=1 aij(ŷi(t)−ŷj(t)) = −βLTi ŷ(t) = −βLTi w(t). Thus

di(t
i
k)− di(t) = φi(−βLTi w(t)) = φ′i(w(t)),

and it is evident that φ′i(·) : L2 7→ L2 is a linear operator.
Therefore, εi = −ψi(w(t)) + φ′i(w(t)) = Ψi(w(t)), where
Ψ′i(·) : L2 7→ L2 is a linear operator. According to Lemma
1, εi(s) = ∆b

i (w(s)), where ∆b
i (·) : L2 7→ L2 is a linear

operator in the frequency domain. Moreover, ε = ∆b(w(s)),
where ∆ : L2 7→ L2 is a linear operator. The operator gain
‖∆b‖∞ can be similarly determined as in Theorem 1 and is
omitted here for brevity.

Remark 5: It is worth noting that two blocks of operators
∆a and ∆b appearing in Fig. 3 are essentially different. The
first block of operator represents the uncertainties of the agent
dynamics in RH∞, possibly caused by model uncertainties,
unmodeled dynamics, or nonlinear behavior of the agent itself.
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The second block of operator ∆b is caused by the event-
triggered sampling mechanism and in general does not belong
to RH∞. Quite interestingly, these two blocks of operators
generated by totally different mechanisms can be unified
in an operator-theoretic framework, since the two blocks of
uncertainties are both linear finite-gain L2 stable operators in
the frequency domain.

As will shown in the the next theorem, the two blocks of
operators in the Fig. 3 cannot be too large in order to guarantee
the robust consensus of the network system.

Theorem 4: Let γ = max{η,
√

2αλN}. The uncertain
network (9) reaches robust consensus under event-triggered
control law (10) with the triggering function (11), if the
positive constants β, α, µ, and ν satisfy that (βλN +1)γ < 1.
Moreover, the closed-loop system does not exhibit the Zeno
behavior.

Proof: Notice that the interconnecting system can be
rewritten into the following form:

ẋ = −βLx+
[
−βL −βL

] [d
ε

]
,[

u
w

]
=

[
−βL
M

]
x+

[
−βL −βL
M M

] [
d
ε

]
,

d(s) = ∆a(u(s)),

ε(s) = ∆b(w(s)).

(14)

Here ∆a(·) = diag{∆a
1 , · · · ,∆a

N} is also a linear operator
with operator gain ‖∆a‖∞ ≤ η. Similarly to Theorem 2,
denoting ε̃ = UT ε, w̃ = UTw, ε̄ = ε̃2:N , w̄ = w̃2:N , we
can get that the system (14) reaches robust consensus if and
only if the following system interconnection:

˙̄x = −βΛ̄x̄+
[
−βΛ̄ −βΛ̄

] [d̄
ε̄

]
,[

ū
w̄

]
=

[
−βΛ̄
I

]
x̄+

[
−βΛ̄ −βΛ̄
I I

] [
d̄
ε̄

]
,

d̄(s) = Y T∆a(Y ū(s)) = ∆̄a(ū(s)),

ε̄(s) = Y T∆b(Y w̄(s)) = ∆̄b(w̄(s))

(15)

is internally stable, where ∆̄a(·) : L2 7→ L2 and ∆̄b(·) : L2 7→
L2 are linear operators with operator gains ‖∆̄a‖∞ ≤ η and
‖∆̄b‖∞ ≤

√
2αλN , respectively. Note that we can further

derive that [
d̄(s)
ε̄(s)

]
= ∆

[
ū(s)
w̄(s)

]
, (16)

where ∆ is a linear block diagonal operator defined as

∆ =

[
∆̄a(·) 0(·)
0(·) ∆̄b(·)

]
and ‖∆‖∞ ≤ γ. In light of Lemma 3, the system (15) reaches
internal stability if µ∆(G(jω)) < 1

γ , where G is the transfer

matrix from
[
d̄T ε̄T

]T
to
[
ūT w̄T

]T
. From (15), it is easy

to derive that

G(s) =

[
−βsΛ̄(sI + βΛ̄)−1 −βsΛ̄(sI + βΛ̄)−1

s(sI + βΛ̄)−1 s(sI + βΛ̄)−1

]
,

[
G11(s) G12(s)
G21(s) G22(s)

]
,

where

‖G11(jω)‖2 = ‖G12(jω)‖2

= ‖jωβΛ̄(jωI + βΛ̄)−1‖2

= max
i=2,··· ,N

β2λ2
iω

2

ω2 + β2λ2
i

=
β2λ2

Nω
2

ω2 + β2λ2
N

,

and

‖G22(jω)‖2 = ‖G21(jω)‖2

= ‖jω(jωI + βΛ̄)−1‖2 =
ω2

ω2 + β2λ2
2

.

According to Lemma 4, the system interconnection (15) is
internally stable, if βλN |ω|√

ω2+β2λ2
N

+ |ω|√
ω2+β2λ2

2

< 1
γ , which holds

if βλN+1 < 1
γ . Next, it remains to rule out the Zeno behavior.

This procedure is quite similar to the counterpart of Theorem
2, and is omitted here for conciseness.

Remark 6: Though the time-domain sampling mechanism
and the frequency-domain uncertainties are incompatible
seemingly, they can indeed be tackled in a unified way under
our operator-theoretic framework. This theorem quantitatively
characterizes the relationship among Laplacian matrix, the
output feedback gain and the robustness of the event-triggered
consensus algorithm against event triggering and frequency-
domain uncertainties. From this theorem, it is not difficult to
find that the smaller λN and the parameter β are, the larger γ
can be, meaning that the more robust the network is against
frequency-domain uncertainties and sparser triggering.

Remark 7: To the our best knowledge, in most of the
literatures in this realm, e.g., [18], [20], [21], [22], [23],
frequency-domain uncertainties have not been addressed yet.
The operator-theoretic approach proposed here links for
the first time the time-domain sampling mechanism to the
frequency-domain uncertainties, and lays the foundation of the
robust analysis and synthesis of event-triggered control.

B. Network Topology Uncertainties
In the previous parts of this paper, it is assumed that the

agents interact via a fixed and known graph G. In practice,
however, the topology graph may be subject to various kinds
of perturbations, which will render the network graph uncer-
tain and time-varying [24]. In this subsection, we consider
a network graph with uncertain communication strengths.
Specifically, each element aij in the adjacency matrix cannot
be known exactly but is rather perturbed to a bounded region
that can be expressed in the form of aij(1 + ∆c

ij(·)), where
∆c
ij(·) : L2 7→ L2 is a linear finite-gain operator in the time

domain with operator norm ‖∆c
ij‖∞ ≤ δ < 1. In this case,

distributed control law (3) then becomes

ui = −β
N∑
j=1

aij(x̂i − x̂j)− β
N∑
j=1

aij∆
c
ij(x̂i − x̂j)

= −β
N∑
j=1

aij(x̂i − x̂j)− β
N∑
j=1

(a
1
2
ij∆

c
ij(a

1
2
ij x̂i)

− a
1
2
ij∆

c
ij(a

1
2
ij x̂j))

= −βLTi x̂− βDiW
1
2 ∆c(W

1
2DT x̂),

(17)
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where Di is the i-th row of the incidence matrix of the graph G
and ∆c(·) is the block diagonal linear finite-gain operator with
∆c
ij(·) as its diagonal elements. It is easy to see that ‖∆c‖∞ ≤

δ. Letting v = ∆c(W
1
2DT x̂) and w = W

1
2DT x̂, we have

v = ∆c(w). According to Lemma 1, v(s) = ∆̄c(w(s)). Define
the sampling error ei = x̂i − xi. The triggering function of
the agent i is

fi = e2
i − α

N∑
j=1

aij(x̂i − x̂j)2 − µe−νt. (18)

Recalling (1), then the system interconnection can be rewritten
in the following compact form:

ẋ = −βLx− βLe− βDW 1
2 v,

w = W
1
2DTx+W

1
2DT e,

z = Mx+Me,

v(s) = ∆̄c(w(s)).

(19)

Similarly, we have

ei(t) =β

∫ t

tik

LTi x̂(τ)dτ + β

∫ t

tik

DiW
1
2 ∆c(W

1
2DT x̂(τ))dτ

=β

∫ t

tik

DiWz(τ)dτ + β

∫ t

tik

DiW
1
2 ∆c(W

1
2 z(τ))dτ

=∆d(z(t)),

where ∆d(·) : L2 7→ L2 is a linear operator in the time
domain, following the proof of Theorem 1. In virtue of Lemma
1, ei(s) = ∆̄d(z(s)), where ∆̄d(·) : L2 7→ L2 is a linear
operator in the frequency domain. Then, in light of Theorem
1, it is easy to see that ‖∆̄‖d∞ ≤

√
2αλN . Moreover,

‖∆̄c‖2∞ = sup
‖w‖2=1

1

2π

∫ ∞
−∞

v∗(jω)v(jω)dω

= sup
‖w‖2=1

∫ ∞
0

v∗(t)v(t)dt

= ‖∆c‖2∞ ≤ δ2.

We have ‖∆̄c‖∞ ≤ δ.
Theorem 5: The network (1) reaches consensus under the

event-triggered control law (17) with the triggering function
(18), if γ <

√
λ2
2

λ2
2+λ2

N
where γ = max{δ,

√
2αλN}. Moreover,

the closed-loop system does not exhibit the Zeno behavior.
Proof: Letting ξ = Mx, the system interconnection can

be written in the following form:

ξ̇ = −βLξ +
[
−βDW 1

2 −βL
] [v
e

]
,[

w
z

]
=

[
W

1
2DT

M

]
ξ +

[
0 W

1
2DT

0 M

] [
v
e

]
,[

v(s)
e(s)

]
=

[
∆̄c

∆̄d

] [
w(s)
z(s)

]
.

(20)

It is also worth noting that the state x of the system reaches
consensus if and only if ξ is asymptotically stable, i.e., the
system interconnection (20) is internally stable. According to

Lemma 3, it is enough to let µ∆(G(jω)) < 1
γ , where G is

the transfer matrix from
[
vT eT

]T
to
[
wT zT

]T
and

G ,

[
G11(s) G12(s)
G21(s) G22(s)

]
=

[
−βW 1

2DT (sI + βL)−1DW
1
2 sW

1
2DT (sI + βL)−1

−βM(sI + βL)−1DW
1
2 sM(sI + βL)−1

]
.

Note that

‖G11(jω)‖2

= ρ(β2W
1
2DT (−jωI + βL)−1L(jωI + βL)−1DW

1
2 )

= ρ(β2(−jωI + βΛ)−1Λ(jωI + βΛ)−1Λ)

=
β2λ2

N

ω2 + β2λ2
N

≤ β2λ2
N

ω2 + β2λ2
2

.

Similarly,

‖G12(jω)‖2 ≤ ω2λN
ω2 + β2λ2

2

,

‖G21(jω)‖2 = max
i=2,··· ,N

β2λi
ω2 + β2λ2

i

≤ β2λN
ω2 + β2λ2

2

,

and
‖G22(jω)‖2 =

ω2

ω2 + β2λ2
2

.

According to Lemma 4, the system interconnection is inter-
nally stable, if

(βλN + |ω|)2

β2λ2
2 + ω2

<
1

γ2
, ∀ω ∈ R. (21)

It is not difficult to find that a sufficient condition for (21) to
hold is γ <

√
λ2
2

λ2
2+λ2

N
. The excluding of the Zeno behavior is

quite similar to the counterpart of Theorem 2 and is omitted
here for brevity.

Remark 8: Different from the additive dynamic uncertainty
case considered in the previous subsection, the robustness of
the event-triggered consensus algorithm against the network
topology uncertainties is closely related to the eigenratio λN

λ2

of the Laplacian matrix. When the eigenratio λN
λ2

is smaller,
the robust margin γ is larger in the sense that the network
can tolerant larger network uncertainties and larger sampling
errors.

Remark 9: Note that the uncertainties of the network topol-
ogy can be either time-domain or frequency-domain, which
are equivalent according to Lemma 1. Actually, it is not
necessary for the uncertainties to be in RH∞. As long as the
uncertainties are finite-gain L2-stable operators, e.g., bounded
communication delays or nonlinearities, the robust event-
triggered consensus problem can be solved in our operator-
theoretic framework.

V. EXTENSION TO DYNAMIC AVERAGE CONSENSUS

In the previous sections, the control objective is to reach
static average consensus, i.e., each state variable xi converges
to the average of the initial states of all agents. In this section,
we generalize the results to the event-based dynamic average
consensus (DAC) problem. Different from the static average
consensus problem, the DAC problem aims to make the state
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of each agent converge to the average of the reference signals
[43]. Till now, there have been a lot of DAC algorithms
proposed in the literatures for first-order network systems, e.g.,
[42], [43]. An event-triggered DAC algorithm is provided in
[44], where the agent model is assumed to be be nominal and
there are no uncertainties. Here, we consider the following
network subject to additive dynamic uncertainties:

ẋi = ui + ṙi,

yi = xi + di,

di(s) = ∆a
i (ui(s)), i = 1, · · · , N,

(22)

where ri denote the reference signals and ∆a
i is defined as in

(9). The objective of the robust DAC problem considered in
this section is to ensure that for the uncertain agents in (22),
xi → 1

N

∑N
i=1 ri,∀i = 1, · · · , N as t → ∞. Throughout this

section, we suppose that the following assumption holds.
Assumption 2: The reference signals ri are bounded.
To achieve DAC, the following event-triggered algorithm is

utilized:

ẇi = −θ(wi − yi)− β
N∑
j=1

aij(ŵi − ŵj),

ui = −β
N∑
j=1

aij(ŵi − ŵj),

(23)

where wi is the augmented state variable. To save the com-
munication cost, the event-triggered scheme is used. At the
k-th triggering instant tik of the agent i, the i-th agent updates
its estimate of its own states ŵi to w(tik) and its estimate
of its own output ŷi to y(tik) and broadcasts them to all its
neighbors. During two triggering instants of the agent i, ŵi is
calculated in the following way:

ŵi(t) = e−θ(t−t
i
k)w(tik) +

∫ t

tik

e−θ(t−τ)θŷi(τ)dτ,

and
ŷi(t) = y(tik).

The triggering function of the agent i is given by

fi = ε2i − α
N∑
j=1

aij(ŵi − ŵj)2 − µe−νt, (24)

where εi = ŵi − wi denotes the sampling error. Define
zi = 1

N

∑N
j=1(ŵi − ŵj), z =

[
z1 · · · , zN

]T
and ε =[

ε1 · · · , εN
]T

. It then follows that z = Mŵ. Similarly, we
have the following claim about the relationship between ε and
z.

Theorem 6: For the triggering function (24), it follows that
ε(s) = ∆e(z(s)), where ∆e(·) is a nonlinear finite-gain L2

stable operator with the operator norm ‖∆e‖∞ ≤
√

2αλN .
Proof: It follows from (23) that for t ∈ [tik, t

i
k+1),

wi(t) =e−θ(t−t
i
k)w(tik) +

∫ t

tik

e−θ(t−τ)θyi(τ)dτ

−
∫ t

tik

e−θ(t−τ)β

N∑
j=1

aij(ŵi(τ)− ŵj(τ))dτ.

Therefore,

εi =ŵi − wi

=

∫ t

tik

e−θ(t−τ)β

N∑
j=1

aij(ŵi(τ)− ŵj(τ))dτ

+

∫ t

tik

e−θ(t−τ)θ(ŷi(τ)− yi(τ))dτ

=

∫ t

tik

e−θ(t−τ)θ((ŷi(τ)− yi(τ))− (r̂i(τ)− ri(τ)))dτ

+

∫ t

tik

e−θ(t−τ)θ(r̂i(τ)− ri(τ))dτ

+

∫ t

tik

e−θ(t−τ)β

N∑
j=1

aij(ŵi(τ)− ŵj(τ))dτ,

where r̂i(t) = ri(t
i
k), ∀t ∈ [tik, t

i
k+1). On the other hand,

ŷi − yi = x(tik) + d(tik)− (x(t) + d(t))

= d(tik)− d(t) + β

∫ t

tik

N∑
j=1

aij(ŵi − ŵj)dτ

− ri(t) + ri(t
i
k).

Since di(s) = ∆a
i (ui(s)), we have d(t) = ∆̃a

i (ui(t))
and d(tik) = ∆̄a

i (ui(t)), where ∆̃a
i (·) and ∆̄a

i (·) are linear
operators in the time domain. Notice that

di(t
i
k)− di(t) =∆̄a

i (ui(t))− ∆̃a
i (ui(t))

=Θi(ui(t))

=Θi(−β
N∑
j=1

aij(ŵi − ŵj))

=Ξi(z(t))

where Θ,Ξ(·) : L2 7→ L2 are linear operators. Therefore,

ŷi − yi − (r̂i − ri) = β

∫ t

tik

N∑
j=1

aij(ŵi − ŵj)dτ

+ d(tiki)− d(t)

= βLTi

∫ t

tik

z(τ)dτ + Ξi(z(t))

= Φi(z(t)),

where Φi(·) : L2 7→ L2 is a linear operator. Note also that

∫ t

tik

e−θ(t−τ)β

N∑
j=1

aij(ŵi(τ)− ŵj(τ))dτ

= βLTi

∫ t

tik

e−θ(t−τ)z(τ)dτ = Γi(z(t)),
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where Γi(·) : L2 7→ L2 is a linear operator. We then have

εi(t) =

∫ t

tik

e−θ(t−τ)θΦi(z(τ))dτ + Γi(z(t))

+

∫ t

tiki

e−θ(t−τ)θ(r̂i(τ)− ri(τ))dτ

=Ψi(z(t)) +

∫ t

tik

e−θ(t−τ)θ(r̂i(τ)− ri(τ))dτ,

where Ψi(·) : L2 7→ L2 is a linear operator. Since ri is
bounded ∀t > 0, then we have εi(s) = ∆e

i (z(s)) where
∆e
i (·) : L2 7→ L2 is a nonlinear operator in the frequency do-

main. It then remains to determine the operator gain ‖∆e‖∞.
This procedure is quite similar to the counterpart of Theorem
1, and is omitted here for brevity.

Remark 10: Different from the static event-triggered aver-
age consensus problem in the previous sections, due to the
introducing of the exogenous reference signals, the sampling
errors in the DAC problem are no longer images of linear
operators acting on the consensus error of the sampled states.
Nevertheless, the triggering function ensures that these opera-
tors are finite-gain L2 stable and thus can be handled together
with the additive dynamic uncertainties using the operator-
theoretic approach.

Define the DAC tracking error of the agent i as ei = xi −
1
N

∑N
i=1 ri. Denoting further pi = xi−ri, p = [p1, · · · , pN ]T ,

e = [e1, · · · , eN ]T , d = [d1, · · · , dN ]T , r = [r1, · · · , rN ]T ,
u = [u1, · · · , uN ]T and w = [w1, · · · , wN ]T , the DAC system
can then be rewritten in a compact form as follows:[

ṗ
ẇ

]
=

[
0 −βL
θI −θI − βL

] [
p
w

]

+

[
0 −βL 0
θI −βL θI

]dε
r

 ,
uz
e

 =

0 −βL
0 M
I 0

[p
w

]
+

0 −βL 0
0 M 0
0 0 M

dε
r

 .
(25)

Denoting ũ = UTu, ū = ũ2:N , z̃ = UT z, z̄ = z̃2:N , d̃ =
UT d, d̄ = d̃2:N , ε̃ = UT ε, ε̄ = ε̃2:N , p̃ = UT p, p̄ = p̃2:N ,
w̃ = UTw, w̄ = w̃2:N , ẽ = UT e, r̃ = UT r, we have[

˙̄p
˙̄w

]
=

[
0 −βΛ̄
θI −θI − βΛ̄

] [
p̄
w̄

]

+

[
0 −βΛ̄ 0
θI −βΛ̄ θI

]d̄ε̄
r̃

 ,
ūz̄
ẽ

 =

0 −βΛ̄
0 I
I 0

[ p̄
w̄

]
+

0 −βΛ̄ 0
0 I 0
0 0 M

d̄ε̄
r̃

 .
(26)

Note that
d̄ = Y T∆a(Y ū) = ∆̄a(ū),

ε̄ = Y T∆e(Y z̄) = ∆̄e(z̄),

where ∆̄a, ∆̄b : L2 7→ L2 are nonlinear finite-gain operators
with ‖∆̄a‖∞ ≤ η and ‖∆̄e‖∞ ≤

√
αλN .

In this section, we aim to examine the robustness of the
event-triggered DAC algorithm (22) and (23) under additive
dynamic uncertainties, which lies in two aspects: First, when
there is no external reference signal r, the states x and w in
the DAC algorithm achieve robust consensus; Second, when
there is a reference signal r, we want to see how small the
H∞ norm of the transfer function from the reference signal r
to the average tracking error e, i.e., ‖Tre‖∞, could be.

We now address the first problem and assume that the
reference signal r does not exist temporarily. It is obvious
that x and w reach consensus if and only if p̄ and w̄ are both
asymptotically stable. It is easy to derive from (26) that[

d̄
ε̄

]
=

[
∆̄a 0
0 ∆̄e

] [
ū
z̄

]
,[

ū
z̄

]
=

[
G11 G12

G21 G22

] [
d̄
ε̄

]
,

(27)

where

G11 = −θβsΛ̄Π, G12 = −β(s2 + sθ)Λ̄Π,

G21 = sθΠ, G22 = (s2 + sθ)Π,

Π = (s2I + s(θI + βΛ̄) + θβΛ̄)−1.

Following similar lines in proving Theorem 4, we can obtain
the following theorem which gives a sufficient condition for
the event-triggered DAC system to reach robust consensus.

Theorem 7: Let γ = max{η,
√

2αλN}. The uncertain net-
work system (22) reaches robust consensus under the event-
triggered DAC algorithm (23), if θβλN

θ+βλN
+ 1 < 1

γ .
Remark 11: This theorem unveils the quantitative relation-

ship among the robustness of the event-triggered DAC algo-
rithm against aperiodic event triggering and additive dynamic
uncertainties, the parameters θ and β in the DAC algorithm
and the largest eigenvalue of the Laplacian matrix.

Next, we move on to consider the DAC tracking perfor-
mance, quantified by ‖Tre‖∞. Given the reference signal r,
the smaller the ‖Tre‖∞ is, the smaller the tracking error would
be. From (26), we have[

d̄
ε̄

]
=

[
∆̄a 0
0 ∆̄e

] [
ū
z̄

]
,ūz̄

ẽ

 =

G11 G12 G13

G21 G22 G23

G31 G32 G33

d̄ε̄
r̃

 , (28)

where
G13 =

[
0N−1 −βsθΛ̄Π

]
,

G23 =
[
0N−1 sθΠ

]
,

G31 =
[
0N−1 −ΠθβΛ̄

]T
,

G32 =
[
0N−1 −Π(sβΛ̄ + θβΛ̄)

]
,

G33 =
[
M − θβΠ̃Λ

]
,

Π̃ = (s2I + s(θI + βΛ) + θβΛ)−1.

Note that (28) is an upper linear fractional transformation form
and the closed-loop transfer function is Tr̃ẽ = Fu(G,∆).
Therefore, the performance index ‖Tre‖∞ = ‖Tr̃ẽ‖∞ =
‖Fu(G,∆)‖∞.
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Theorem 8: Suppose that the parameter α, θ, β, µ and ν
are chosen such that

(
θ

βλ2
+1)2+(

θβλN
θ + βλN

+1)2+2
θβλN
θ + βλN

+
2

βλ2
<

1

γ2
, (29)

where γ = max{η,
√

2αλN}. Then the DAC tracking per-
formance ‖Tre‖∞ ≤ 1

γ is achieved by the event-triggered
protocol (23). Moreover, the closed-loop system does not
exhibit the Zeno behavior.

Proof: In light of Lemma 5, to achieve the robust tracking
performance ‖Tre‖∞ < 1

γ for all
[

∆̄a

∆̄b

]
∈
[

∆1

∆2

]
and∥∥∥[ ∆̄a

∆̄b

]∥∥∥
∞
≤ γ, it is enough to let

µ∆̃

G11 G12 G13

G21 G22 G23

G31 G32 G33

 <
1

γ
,

where

∆̃ =

∆1

∆2

∆f

 .
It can be derived by some simple calculations that

‖G11(jω)‖2 =
ω2θ2β2λ2

N

(ω2 + θ2)(ω2 + β2λ2
N )
,

‖G12(jω)‖ =

√
β2λ2

Nω
2

ω2 + β2λ2
N

,

‖G21(jω)‖ =

√
ω2θ2

(ω2 + θ2)(ω2 + β2λ2
2)
,

‖G22(jω)‖2 =
ω2

ω2 + β2λ2
2

,

‖G13(jω)‖ =

√
θ2β2λ2

Nω
2

(ω2 + θ2)(ω2 + β2λ2
N )
≤ θβλN
θ + βλN

,

‖G31(jω)‖ =

√
θ2β2λ2

N

(ω2 + θ2)(ω2 + β2λ2
N )
≤ 1,

‖G23(jω)‖ =

√
θ2ω2

(ω2 + θ2)(ω2 + β2λ2
2)
≤ 1,

‖G32(jω)‖ =

√
β2λ2

N

ω2 + β2λ2
N

≤ 1,

‖G33(jω)‖2 = max
i=2,··· ,N

ω4 + (θ + βλi)
2ω2

(ω2 + θ2)(ω2 + β2λ2
i )

≤ (
θ

βλ2
+ 1)2.

In light of Lemma 4, we can derive that ‖Tre‖∞ < 1
γ , if

(29) holds. The Zeno behavior can be similarly excluded as
in Theorem 2 and is omitted here for brevity.

Remark 12: Not surprisingly, we can easily see from (29)
that a necessary condition of the robust performance specifi-
cation is θβλN

θ+βλN
+ 1 < 1

γ . This coincides with the fact that
the robust performance specification requires that the robust
consensus specification holds when there are no reference
signals. Moreover, it can also be observed from (29) that to
ensure that the event-triggered DAC algorithm has a better

Fig. 4. The network graph.

robustness and tracking performance under additive uncertain-
ties, the proportional gain θ should be chosen to be as small
as possible. Moreover, the parameter α in the event-triggered
mechanism should be relatively small. This is because when
α increases, the gain of the operator will be larger, which
will lead to larger sampling errors and thus a worse control
performance.

VI. SIMULATION RESULTS

In this section, simulation examples will be provided to
validate the effectiveness of the theoretical results.

Consider a multi-agent system with six agents whose com-
munication graph is shown in Fig. 4. The Laplacian matrix
of the graph is

L =


3.5 −1 −2 0 −0.5 0
−1 2 0 0 0 −1
−2 0 3 0 −1 0
0 0 0 1 −1 0
−0.5 0 −1 −1 3.5 −1

0 −1 0 0 −1 2

 .

We randomly generate transfer matrices representing the ad-
ditive dynamic uncertainties from ∆a

1 to ∆a
6 as follows:

∆a
1 =

 −55.4 140.7 −8.24
−155.7 −71.41 −1.28
3.3989 −5.4689 0.1022

 ,
∆a

2 =

 −55.4 140.7 −5.1520
−163.7 −39.56 −9.2230

2.03 −2.14 0.2760

 ,
∆a

3 =

[
−0.3 −0.28

0.5454 0.0460

]
,

∆a
4 =

 −5.4 14.7 −1.24
−15.7 −1.41 −0.28
0.1150 −2.4610 0.0920

 ,
∆a

5 =

 −55.4 140.7 −3.0150
−155.7 −71.41 −3.1122

0.33 −2.14 0.4133

 ,
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Fig. 5. The evolution of the state x when β = 0.2 under additive
dynamic uncertainties.

Fig. 6. The evolution of the state x when β = 0.1 under additive
dynamic uncertainties.

∆a
6 =


−44.4 140.7 −57.4 −0.24
−19.7 −18.41 −6.32 −1.28
45.70 29 −130.84 1.16
4.4563 −10.2542 4.2646 0.2875

 .
Note that ∆a

i ∈ RH∞ ∀i = 1, · · · , 6 and ‖∆a
i ‖∞ ≤

0.4654 = η. We then choose α = 0.02, µ = 0.1 and ν = 5
in the triggering function (11). It is easy to calculate that
γ = max{η,

√
2αλ6} = 0.4680. We select the controller

gain β to be 0.2 such that the robust consensus condition
in Theorem 4 is satisfied. Theorem 4 states that the network
reaches consensus asymptotically under the event-triggered
algorithm (3). To illustrate this, we depict the evolution of the
state x in Fig. 5. Denote the consensus error ζ = Mx. The
time instant after which ‖ζ‖ < 0.1 is denoted as tmin. When
β = 0.2, tmin = 14.7304. We then decrease the parameter
β to 0.1 and let the other parameters remain unchanged. The
evolution of the state x with respect to the time t is depicted
in Fig. 6. When β = 0.1, tmin = 26.6796, which is evidently
larger than that when β = 0.2. Clearly, the convergence speed
slows down with the decrease of β. On the other hand, if
we increase the parameter β for too much, then in virtue of
Theorem 4, the robust consensus cannot be guaranteed. For
example, if we increase β to 1.2. Then the state x cannot reach
consensus anymore. To show that the closed-loop system does
not exhibit the Zeno behavior, we draw the triggering instants

Fig. 7. Triggering instants of the six agents when β = 0.1 under
additive dynamic uncertainties.

Fig. 8. The evolution of the state x under network topology uncertain-
ties.

of the six agents when β = 0.2 in Fig. 7.
We next move on to test the robustness against network

topology uncertainties and verify the result in Theorem 5.
We consider the communication topology as in Fig.4. For
illustration, we randomly generate a dynamical perturbation
for each edge within a H∞ norm bound δ = 0.1315, namely,
∆c
i ,i = 1, · · · , 7. To satisfy the condition provided in Theorem

5, we choose β = 0.08, α = 0.002, µ = 0.1 and ν = 5. It
is easy to verify that γ = max {δ,

√
2αλ6} = 0.1480 and

γ <
√

λ2
2

λ2
2+λ2

6
. The evolution of the states of the six agents

is depicted in Fig.8. It is shown that the six agents reach
state consensus. Furthermore, the triggering instants of the six
agents are drawn in Fig.9.

To test the robust performance of the event-triggered DAC
algorithm (23) in the presence of additive dynamic uncer-
tainties, we choose α = 0.02, µ = 0.1, and ν = 5 in
the triggering function (24). The perturbations ∆a

i are the
same as in the first case (the case when agents are subject
to additive dynamic uncertainties). To satisfy the robust per-
formance specification in Theorem 8, we can choose θ =
0.25 and β = 1.2 in the DAC algorithm (23). Supposing
that the reference signals whose average the agents need to
track are r = [6.1 sin(0.02t); 19.1 cos(0.02t); 4.8 cos(0.07t +
8); 2.2 sin(0.06t); 1.9 cos(0.041t)e−0.09t; 2.5 sin(0.05t)]T , we
can calculate the evolution of the average tracking error e.
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Fig. 9. Triggering instants of the six agents under network topology
uncertainties.

Fig. 10. The evolution of the DAC tracking errors e.

Fig. 11. Triggering instants of the agents from 194s to 200s.

By depicting the evolution of e, Fig. 10 illustrates that the
event-triggered DAC algorithm has a pre-specified tracking
performance. The triggering instants of the six agents from
194s to 200s are depicted in Fig. 11.

VII. CONCLUSION

In this paper, a novel operator-theoretic approach has been
put forward to study the robustness of the event-triggered
consensus algorithms against frequency-domain uncertainties.
By treating the event-triggered sampling mechanism as a neg-
ative feedback loop and the sampling errors resulted by event

triggering as the images of the finite-gain L2 stable operators,
a frequency-domain analysis framework has been established.
The developed approach effectively builds a bridge between
the time-domain triggering mechanism and the frequency-
domain uncertainties.

There are many potential extensions to this paper. Perhaps
the most direct one is to consider the case where the agent
dynamics are higher-order integrators or even general linear
systems. It should be noted that the introduction of the
system matrix A will definitely make the problem much more
challenging. This is for sure an important problem we will
consider in the future.
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