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Abstract

We study the problem of controlling a partially observed Markov decision process (POMDP) to

either aid or hinder the estimation of its state trajectory. We encode the estimation objectives via the

smoother entropy, which is the conditional entropy of the state trajectory given measurements and

controls. Consideration of the smoother entropy contrasts with previous approaches that instead resort to

marginal (or instantaneous) state entropies due to tractability concerns. By establishing novel expressions

for the smoother entropy in terms of the POMDP belief state, we show that both the problems of

minimising and maximising the smoother entropy in POMDPs can surprisingly be reformulated as

belief-state Markov decision processes with concave cost and value functions. The significance of these

reformulations is that they render the smoother entropy a tractable optimisation objective, with structural

properties amenable to the use of standard POMDP solution techniques for both active estimation and

obfuscation. Simulations illustrate that optimisation of the smoother entropy leads to superior trajectory

estimation and obfuscation compared to alternative approaches.
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I. INTRODUCTION

The problem of controlling a stochastic dynamical system to either aid or hinder the estimation

of its time-varying state arises across numerous applications in automatic control, signal process-

ing, and robotics. Applications in which the problem has been investigated in its active estimation

form to aid state estimation include active state estimation and dual control in automatic control

[3]–[6], controlled sensing in signal processing and robotics [7]–[13], and active simultaneous

localisation and mapping (SLAM) in robotics [14]–[19]. Conversely, applications in which the

problem has been investigated in its active obfuscation form to hinder state estimation include

privacy in cyber-physical systems [20]–[25], and covert navigation in robotics [26], [27]. Despite

these many applications, few works have explicitly addressed active estimation or obfuscation of

entire state trajectories, with most instead focusing on aiding or hindering state estimation as it

relates to the performance of Bayesian filters. Bayesian filters provide marginal state estimates

given a history of observations and controls. However, in many applications such as target

tracking and SLAM, (joint) state trajectory estimates are of greater interest than marginal state

estimates. For instance, in surveillance applications, it can be important to estimate or conceal

not just where a target currently is, but from where it came and what points it visited. Similarly

in SLAM, better estimates of the past robot trajectory help reconstruct a more accurate map of

the environment. Motivated by such applications, in this paper we investigate novel approaches

to active state estimation and obfuscation that explicitly relate to estimating or concealing entire

state trajectories.

A. Related Work

Developing meaningful measures of state uncertainty (or estimation performance) that are

tractable to optimise within standard stochastic optimal control frameworks such as partially

observed Markov decision processes (POMDPs) is a key challenge in active estimation and

obfuscation. The solution of standard POMDPs involves reformulating them as fully observed

Markov decision processes (MDPs) in terms of a belief (or information) state corresponding to the

state estimate provided by a Bayesian filter. Numerous algorithms exist for solving the resulting

belief-state MDPs, with the vast majority relying on the fact that standard POMDPs have cost

and value (or cost-to-go) functions that are concave or piecewise-linear concave (PWLC) in terms

of the belief state (see [7], [28]–[32] and references therein). The intrinsic relationship between

Bayesian filters and belief-state approaches for solving POMDPs has resulted in state-uncertainty
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measures related to filter estimates dominating the literature of both active state estimation and

obfuscation (see [7], [11], [21], [32], [33] and references therein) — with particular interest paid

to state-uncertainty measures that are concave or PWLC functions of the belief state (cf. [33]

and [7, Chapter 8]).

State-uncertainty measures previously considered for active estimation include the error prob-

abilities [3], [32], mean-squared error [8], [9], [32], Fisher information [34], expected confidence

[13], and entropy [6], [15], [16], [32] of Bayesian filter estimates (see also [7, Chapter 8] and

references therein). Similarly, active obfuscation approaches such as [21] consider minimising

the probability mass of filter estimates at the true states. Unfortunately, these popular state-

uncertainty measures based on filter estimates are of limited use in describing and optimising

the uncertainty associated with entire (time-varying) state trajectories, since they neglect temporal

correlations between states that arise due to the state dynamics. Without consideration of temporal

correlations, active estimation approaches may select actions that lead to highly random (or

uncertain) state transitions, and active obfuscation approaches such as [21] leave open the

possibility of adversaries accurately inferring states at isolated times and using correlations to

estimate the entire trajectory via Bayesian smoother-like algorithms (e.g., fixed-interval Bayesian

smoothers and the Viterbi algorithm, cf. [7, Section 3.5]).

Bayesian smoother-like algorithms are concerned with inferring the states of partially observed

stochastic systems given entire measurement and control trajectories. Unlike Bayesian filters,

they are capable of exploiting correlations between past, present, and future measurements and

controls to compute state estimates (cf. [7, Section 3.5]). Bayesian smoother-like algorithms

have been studied over many decades and constitute key components in many target tracking

(cf. [35]) and robot SLAM (cf. [15]) systems. The problem of controlling a system so as to either

aid or hinder the estimation of its state trajectory with smoother-like algorithms has received

limited attention, with most efforts confined to the robotics literature on active SLAM (cf. [14],

[17], [18]). Treatments in robotics have, however, avoided the use of state-uncertainty measures

related to trajectories due to tractability concerns, and have instead resorted to sums of marginal

(or instantaneous) state-uncertainty measures without consideration of temporal state correlations

between states (cf. [17], [18]). Indeed, few state-uncertainty measures explicitly related to entire

trajectories or trajectory estimates have been investigated for active estimation.

Most recently, the problem of obfuscating entire state trajectories from any conceivable esti-

mator has been investigated by drawing on ideas from privacy in static settings (e.g., datasets)
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including differential privacy [22], [36], [37] and information theory [22], [23], [38], [39]. These

works, however, sidestep complete POMDP treatments either by only increasing the state’s

unpredictability [24], [27] or by only degrading the measurements [23], [38], [39] (rather than

a combination of the two). Furthermore, as noted in [40], POMDPs for information-averse or

obfuscation problems frequently involve cost and value functions that are not concave in the belief

state, and so may have been mostly avoided until recently because no satisfying (approximate)

solution techniques existed.

B. Contributions

In this paper, we investigate the conditional entropy of the state trajectory given measure-

ments and controls as a tractable state-uncertainty measure for both active state estimation

and obfuscation in POMDPs. We dub this conditional entropy the smoother entropy since it

plays a pivotal role in tight upper and lower bounds on the minimum achievable probability

of error for any conceivable state-trajectory estimator (cf. [41]), including Bayesian smoother-

like algorithms. Prior literature has dismissed the smoother entropy as an intractable objective in

POMDPs (cf. [17], [18]), since it has not been shown to be a function of the POMDP belief state

with structural properties (e.g. additivity and concavity in the belief state) amenable to the use

of standard POMDP solution techniques (e.g., dynamic programming). However, by using the

Marko-Massey theory of directed information [42]–[45], we show that there are multiple belief-

state forms of the smoother entropy, with one form leading to a belief-state MDP reformulation

of active state estimation with concave cost and value functions, and another leading to a belief-

state MDP reformulation of active state obfuscation with concave cost and value functions. These

concavity results are surprising since active estimation involves minimising the smoother entropy

whilst active obfuscation involves maximising it, and POMDP formulations of obfuscation have

frequently been avoided due to non-concave cost and value functions (cf. [40]). They are also

practically important since they enable the use of standard POMDP solution techniques.

The key contributions of this paper are:

1) The derivation of two novel expressions for the smoother entropy in POMDPs in terms of the

POMDP belief state, through the use of the Marko-Massey theory of directed information;

and,

2) The surprising demonstration that both the problems of minimising and maximising the

smoother entropy in POMDPs can be formulated as belief-state MDPs with concave cost
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and value functions, using our novel expressions for the smoother entropy.

The practical significance of these contributions is that they render the smoother entropy a

tractable objective in POMDPs for both active state estimation and active state obfuscation

with structural properties amenable to the use of standard POMDP solution techniques. We

specifically present a bounded-error dynamic programming solution technique based on PWLC

approximations of the cost and value functions for either minimising the smoother entropy (for

active state estimation) or maximising it (for active state obfuscation).

Compared to our early work in [1], [2], significant extensions in this paper include: 1) Use

of the Marko-Massey theory of directed information to unify the derivations of belief-state

smoother entropy forms and enable comparison with the directed-information work of [23], [38];

2) Characterisation of the structural properties of all belief-state MDP formulations of our active

estimation and obfuscation problems; 3) Development of PWLC (approximate) solutions and

their associated error bounds; and 4) Numerical and theoretical analysis examining the operational

relationship between smoother-entropy optimisation and estimation error probabilities.

C. Paper Organisation

This paper is structured as follows. In Section II, we introduce the smoother entropy and an

active estimation or obfuscation problem involving its minimisation or maximisation. In Section

III, we establish novel additive and belief-state forms of the smoother entropy. In Section IV, we

exploit our smoother entropy forms to reformulate our active estimation or obfuscation problem

as belief-state MDPs, examine the structure of these belief-state MDPs, and use their structure to

develop an approach to finding bounded-error solutions to them via standard POMDP techniques.

In Section V, we discuss the operational significance of our smoother entropy results. Finally,

we illustrate our results in simulations in Section VI and provide conclusions in Section VII.

D. Notation

Random variables will be denoted by capital letters, and their realisations by lower case letters

(e.g., X and x). Sequences of random variables and their realisations will be denoted by capital

and lower case letters, respectively, with superscripts denoting their final index (e.g., XT ,

{X0, X1, . . . , XT} and xT , {x0, x1, . . . , xT}). With a mild abuse of notation, the probability

mass function (pmf) of a random variable X (or its probability density function if it is continuous)

will be written as p(x), the joint pmf of X and Y as p(x, y), and the conditional pmf of X given
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Y = y as p(x|y) or p(x|Y = y). For a function f of X , the expectation of f evaluated with

p(x) will be denoted EX [f(x)] (i.e., random variables in expectations will be denoted by lower

case letters). The conditional expectation of f evaluated with p(x|y) will be similarly denoted

E[f(x)|y]. With a common abuse of notation, Eµ[·] is also used to indicate the dependence

of an expectation on a policy µ. The pointwise (discrete) entropy of X given Y = y will be

written H(X|y) , −
∑

x p(x|y) log p(x|y) with the (average) conditional entropy of X given

Y being H(X|Y ) , EY [H(X|y)]. The mutual information between X and Y is I(X;Y ) ,

H(X) − H(X|Y ) = H(Y ) − H(Y |X).1 The pointwise conditional mutual information of X

and Y given Z = z is I(X;Y |z) , H(X|z)−H(X|Y, z) with the (average) conditional mutual

information given by I(X;Y |Z) , EZ [I(X;Y |z)]. Where there is no risk of confusion, we will

omit the adjectives “pointwise” and “conditional”. Where entropies and mutual informations are

associated with expectations involving a policy µ, a subscript will be used (e.g., Hµ(X) and

Iµ(X;Y )).

II. PROBLEM FORMULATION AND SOLUTION APPROACH

In this section, we formulate an active state estimation or obfuscation problem using the

smoother entropy, and sketch our approach to solving it as a POMDP.

A. Active Estimation or Obfuscation Problem Formulation

Let Xk for k ≥ 0 be a discrete-time first-order Markov chain with a finite state space X ,

{1, 2, . . . , Nx}. Let the initial pmf of X0 be the vector ρ ∈ ∆ with components ρ(x) , P (X0 =

x) for x ∈ X . The initial pmf belongs to the (Nx − 1)-dimensional probability simplex ∆ ,

{π ∈ [0, 1]Nx :
∑

x∈X π(x) = 1}. We shall let the (controlled) transition dynamics of Xk be

described by:

Ax,x̄(u) , p(Xk+1 = x|Xk = x̄, Uk = u) (1)

for k ≥ 0 with the controls Uk belonging to the finite set U , {1, 2, . . . , Nu}. The state process

Xk is (partially) observed through a stochastic measurement process Yk for k ≥ 0 taking values

in a (potentially continuous) metric space Y . The measurements Yk are distributed according to:

Bx,y(u) , p(Yk = y|Xk = x, Uk−1 = u) (2)

1If Y is continuous-valued, then H(Y ) (H(Y |X)) is replaced with the differential entropy h(Y ) (resp. conditional differential

entropy h(X|Y )) [46].
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for k > 0 with Bx0,y0 , p(Y0 = y0|X0 = x0) and where the kernel (2) is a conditional probability

density function (pdf) when Y is continuous, and a conditional pmf when Y is finite.

The controls Uk for k ≥ 0 are given by a potentially stochastic output-feedback policy µ ,

{µikk : k ≥ 0} described by (conditional) pmfs

µikk (uk) , p(Uk = uk|Y k = yk, Uk−1 = uk−1)

where ik , (yk, uk−1) is a realization of the information state Ik , (Y k, Uk−1). A policy

µ = {µikk : k ≥ 0} will be said to be deterministic if, at all times k ≥ 0, the support of µikk
is concentrated at a single control uk; otherwise µ is stochastic. We shall denote the set of all

policies (stochastic or deterministic) as P , the probability law induced by a policy µ ∈ P as pµ,

and the expectation corresponding to pµ as Eµ[·].

In general, the controls Uk affect both the state values and the uncertainty associated with

them in a phenomenon known as the dual-control effect [47]. The dual-control effect is often

exploited to solve problems that involve selecting controls for the dual purpose of optimising

both a system-performance measure dependent on the state and control values (e.g. state and

control costs) and a state-uncertainty measure dependent on the uncertainty associated with the

states (e.g. statistics of state estimates). As a system-performance measure, we consider the

standard additive cost functional

J(µ) , Eµ

[
cT (xT ) +

T−1∑
k=0

ck (xk, uk)

]
(3)

with arbitrary cost functions ck : X × U → R for 0 ≤ k < T and cT : X → R. As a

state-uncertainty measure, we consider the conditional entropy of the state trajectory XT given

measurements Y T and controls UT−1 for T ≥ 0, i.e.,

Hµ(XT |Y T , UT−1) , Eµ[H(XT |yT , uT−1)] (4)

where Hµ(X0|Y 0, U−1) , H(X0|Y0) does not dependent on the controls (and policy µ), and

H(XT |yT , uT−1) is the pointwise entropy of the conditional pmf p(xT |yT , uT−1) (which also

does not depended on the policy given the controls). We shall refer to (4) as the smoother

entropy.

Our consideration of the smoother entropy (4) as a state-uncertainty measure is motivated by

its relationship to the conditional pmf p(xT |yT , uT−1), which is the (joint) posterior distribution

of concern in Bayesian state estimation — with Bayesian smoothers computing its marginals
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p(xk|yT , uT−1) for 0 ≤ k ≤ T and the Viterbi algorithm computing its mode (cf. [7], [48]).

Intuitively, the smoother entropy describes the uncertainty about the value of the state trajectory

XT given the measurement and control trajectories Y T and UT−1. Hence, the smaller (greater) the

smoother entropy, the less (more) uncertain we expect state trajectory estimates from smoother-

like algorithms. In the extreme case Hµ(XT |Y T , UT−1) = 0, the state trajectory can be uniquely

recovered from the measurement and control trajectories.

We seek to find control policies that minimise (arbitrary) combinations of the system-performance

measure (3) and the smoother entropy (4) by solving

inf
µ∈P

βHµ(XT |Y T , UT−1) + J(µ)

s.t. Xk+1|Xk, Uk ∼ Axk+1,xk(uk), X0 ∼ ρ

Yk+1|Xk+1, Uk ∼ Bxk+1,yk+1(uk), Y0|X0 ∼ Bx0,y0

Uk|Ik ∼ µikk (uk)

(5)

for any given (potentially negative) real-valued constant β ∈ (−∞,∞). When β > 0, (5) is

a formulation of active state estimation concerned with finding control policies that minimise

the smoother entropy so as to aid the estimation of the state trajectory XT . When β < 0, (5)

is a novel formulation of active state obfuscation concerned with finding control policies that

maximise the smoother entropy so as to hinder (and ideally prevent) the estimation of the state

trajectory XT . When β = 0, (5) reduces to a standard POMDP concerned only with optimising

the system-performance measure J(µ). The sign of β in (5) thus determines whether (5) is an

active state estimation or active state obfuscation problem. The magnitude of β in (5) determines

the degree to which we are willing to prioritise optimising the smoother entropy (and hence the

objectives of active state estimation or obfuscation) over minimising J(µ). We will provide

further interpretations of (5) in Section V, after we have examined its solution.

We note that (5) resembles entropy-regularised POMDPs and MDPs that have recently ap-

peared in the reinforcement-learning literature (e.g. [49]–[51]). However, the entropy of inter-

est in these reinforcement-learning works is that of the controls or policy, i.e. Hµ(Uk|ik) =

−
∑

u∈U µ
ik
k (u) log µikk (u). In contrast, for active state estimation or obfuscation, the entropies of

interest are primarily related to state distributions, such as pµ(xk|yk, uk−1) (cf. [7, Chapter 8],

[33], [40] and references therein), with the novelty of (5) being consideration of the smoother

entropy Hµ(XT |Y T , UT−1) for both active state estimation and obfuscation (i.e. β positive or

negative).
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9

B. POMDP Solution Approach

To examine the solution of (5) for any β ∈ (−∞,∞), let us define the belief state πk ∈ ∆

as the conditional pmf of the state Xk given the information state ik = (yk, uk−1), that is,

πk(x) , p(Xk = x|yk, uk−1) for x ∈ X . The belief state evolves via the Bayesian filter:

πk+1(x) =
Bx,yk+1(uk)

∑
x̄∈X π̄k+1|k(x, x̄)∑

x̃,x̄∈X B
x̃,yk+1(uk)π̄k+1|k(x̃, x̄)

(6)

for k ≥ 0 and all x ∈ X where π̄k+1|k(x, x̄) , p(Xk+1 = x,Xk = x̄|yk, uk) is the joint predicted

belief state given by

π̄k+1|k(x, x̄) = Ax,x̄(uk)πk(x̄) (7)

for x, x̄ ∈ X . The Bayesian filter (6) is a mapping of πk, uk and yk+1 to πk+1 that we shall

write compactly as

πk+1 = Π(πk, uk, yk+1) (8)

for k ≥ 0, with the initial belief state π0 given by the mapping π0(x0) = Bx0,y0ρ(x0)/(
∑

x∈X B
x,y0ρ(x))

for x0 ∈ X , which we shall write as π0 = Π0(ρ, y0).

When β = 0, (5) reduces to a standard POMDP so can be reformulated (cf. [7, Chapter 7])

as the belief-state MDP

inf
µ̄

Eµ̄

[
CT (πT ) +

T−1∑
k=0

Ck (πk, uk)

]
s.t. πk+1 = Π (πk, uk, yk+1) , π0 = Π0(ρ, y0)

Yk+1|πk, Uk ∼ p(yk+1|πk, uk), Y0|ρ ∼ p(y0|ρ)

Uk = µ̄k(πk) ∈ U

(9)

with the optimisation over deterministic policies µ̄ , {µ̄k : 0 ≤ k < T} defined by functions of

the belief state, µ̄k : ∆→ U . The cost functions are CT (πT ) , EXT [cT (xT )|πT ] and Ck(πk, uk) ,

EXk [ck(xk, uk)|πk, uk], with

p(yk+1|πk, uk) =
∑
x,x̄∈X

Bx,yk+1(uk)A
x,x̄(uk)πk(x̄) (10)

for k ≥ 0 and p(y0|ρ) =
∑

x0∈X ρ(x0)Bx0,y0 .

Numerous techniques based on dynamic programming exist for finding (approximate) solu-

tions to POMDPs of the form of (5) with β = 0 (and their belief-state MDPs, as shown in
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(9)). These techniques are increasingly able to handle large state, measurement, and control

spaces by exploiting structural properties of the cost functions Ck(πk, uk) and CT (πT ) and the

resulting dynamic programming value (or cost-to-go) functions (see [7], [28], [29], [31], [33]

and references therein). In particular, the vast majority of POMDP techniques exploit the fact

that the cost and value functions of standard POMDPs of the form in (9) are concave (or PWLC)

in the belief state πk for all uk ∈ U (cf. [33] and [7, Chapter 8.4.4]).2

However, when β 6= 0, the presence of the smoother entropy Hµ(XT |Y T , UT−1) in (5)

complicates its solution in the same manner as standard POMDPs of the form in (9) with cost and

value functions that are additive and concave in the belief state. Indeed, the smoother entropy has

previously been dismissed as difficult or problematic to minimise, due to the correlations between

successive states that it captures [17], [18], [52], and the closest (exact) results in [53] establish

only an additive (non-belief-state) expression for the pointwise conditional entropy H(XT |yT )

for (uncontrolled) hidden Markov models. In this paper, we therefore focus on establishing novel

belief-state forms of the smoother entropy that possess an additive structure that allows us to

reformulate and solve (5) using standard techniques regardless of whether β > 0 or β < 0.

III. ADDITIVE AND BELIEF-STATE FORMS OF THE SMOOTHER ENTROPY

In this section, we establish novel additive and belief-state forms of the smoother entropy

Hµ(XT |Y T , UT−1) using concepts from the Marko-Massey theory of directed information [42]–

[45]. These novel forms will enable us to later reformulate (5) as multiple (fully-observed)

belief-state MDPs.

A. Marko-Massey Directed-Information Forms

To establish our first main result, let us define the causally conditioned directed information

from the states XT to the measurements Y T given the controls UT−1 under a policy µ ∈ P as

[44], [45]

Iµ(XT → Y T‖UT−1) ,
T∑
k=0

Iµ(Xk;Yk|Y k−1, Uk−1) (11)

2Due to the control space U being finite, standard POMDP techniques are not usually concerned with structural properties

with respect to the controls.
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where Iµ(X0;Y0|Y −1, U−1) , I(X0;Y0), which does not depend on the controls (and hence

policy). Similarly, let the causally conditioned entropy of the states XT given the measurements

Y T−1 and controls UT−1 under µ be [44], [45]

Hµ(XT‖Y T−1, UT−1) ,
T∑
k=0

Hµ(Xk|Xk−1, Y k−1, Uk−1) (12)

where Hµ(X0|X−1, Y −1, U−1) , H(X0), which does not depend on the controls (or policy).

Intuitively, Iµ(XT → Y T‖UT−1) describes the total “new” information causally gained over

each time-step about the states from the measurements given the controls, whilst Hµ(XT‖Y T−1, UT−1)

describes the total uncertainty about the state trajectory over each time-step given causal knowl-

edge of past states, measurements, and controls. The following theorem establishes that the (non-

causal) smoother entropy Hµ(XT |Y T , UT−1) is the difference between Hµ(XT‖Y T−1, UT−1) and

Iµ(XT → Y T‖UT−1).

Theorem 3.1: Consider any (potentially stochastic) policy µ ∈ P . Then for any T ≥ 0,

Hµ(XT |Y T , UT−1)

= Hµ(XT‖Y T−1, UT−1)− Iµ(XT → Y T‖UT−1).
(13)

Proof: We prove (13) via induction on T . For T = 0,

Hµ(X0‖Y −1, U−1)− Iµ(X0 → Y 0‖U−1)

= H(X0)− I(X0;Y0) = H(X0|Y0)

and so (13) holds for T = 0. Suppose then that (13) holds for trajectory lengths smaller than

T where T > 0. From the definitions of the causally conditioned directed information (11) and

causal conditional entropy (12), we have that

Iµ(XT → Y T‖UT−1)

= Iµ(XT−1 → Y T−1‖UT−2) + Iµ(XT ;YT |Y T−1, UT−1)

and

Hµ(XT‖Y T−1, UT−1) = Hµ(XT−1‖Y T−2, UT−2)

+Hµ(XT |XT−1, Y T−1, UT−1).
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Combining these two equations gives

Hµ(XT‖Y T−1, UT−1)− Iµ(XT → Y T‖UT−1)

=Hµ(XT−1‖Y T−2, UT−2) +Hµ(XT |XT−1, Y T−1, UT−1)

− Iµ(XT−1 → Y T−1‖UT−2)− Iµ(XT ;YT |Y T−1, UT−1)

=Hµ(XT−1|Y T−1, UT−2) +Hµ(XT |XT−1, Y T−1, UT−1)

− Iµ(XT ;YT |Y T−1, UT−1) (14)

where the last equality follows from the induction hypothesis that (13) holds for trajectories

shorter than T > 0. To simplify (14), note that the definition of mutual information implies that

Iµ(XT ;YT |Y T−1, UT−1)

= Hµ(XT |Y T−1, UT−1)−Hµ(XT |Y T , UT−1)

= Hµ(XT−1|Y T−1, UT−2) +Hµ(XT |XT−1, Y T−1, UT−1)

−Hµ(XT |Y T , UT−1) (15)

where the last equality follows from the chain rule for conditional entropy, and by noting that

UT−1 is conditionally independent of XT−1 given UT−2 and Y T−1 by virtue of the measurement

kernel (2) and the feedback control policy µ. Substituting (15) into (14) then gives that

Hµ(XT‖Y T−1, UT−1)− Iµ(XT → Y T‖UT−1)

= Hµ(XT |Y T , UT−1)

and so (13) holds for T > 0. The proof is complete.

The causal conditioning on Y T−1 in Hµ(XT‖Y T−1, UT−1) can be omitted in (13) since

the Markov property of the state process Xk and (12) implies that Hµ(XT‖Y T−1, UT−1) =

Hµ(XT‖UT−1). Hence, (13) resembles the trivial expression of the smoother entropy as

Hµ(XT |Y T , UT−1)

= Hµ(XT |UT−1)− Iµ(XT ;Y T |UT−1).
(16)

Expressions (13) and (16) are subtly different since the causally conditioned directed information

and entropy terms in (13) involve conditional probabilities of the states Xk given only the infor-

mation state Ik = (Y k, Uk−1), whilst the standard conditional entropy and mutual information

terms in (16) involve conditional probabilities of the states Xk given the entire trajectories of
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measurements Y T and controls UT−1. This difference means that (13) will lead directly to

belief-state forms of the smoother entropy.

To express the smoother entropy in terms of the belief state, we require the following corollary

to Theorem 3.1.

Corollary 3.1: Consider any (potentially stochastic) policy µ ∈ P . The smoother entropy has

the additive forms:

Hµ(XT |Y T , UT−1)

=
T∑
k=0

[Hµ(Xk|Xk−1, Uk−1)− Iµ(Xk;Yk|Y k−1, Uk−1)] (17)

=
T∑
k=0

[Hµ(Xk|Y k, Uk−1)− Iµ(Xk;Xk−1|Y k−1, Uk−1)] (18)

= Hµ(XT |Y T , UT−1) +
T−1∑
k=0

Hµ(Xk|Xk+1, Y
k, Uk) (19)

where Hµ(X0|X−1, U−1) , H(X0), Iµ(X0;Y0|Y −1, U−1) , I(X0;Y0), Hµ(X0|Y 0, U−1) ,

H(X0|Y0), and Iµ(X0;X−1|Y 0, U0) , 0.

Proof: The definition of mutual information implies

Iµ(Xk;Yk|Y k−1, Uk−1)

= Hµ(Yk|Y k−1, Uk−1)−Hµ(Yk|Xk, Y k−1, Uk−1)

= Hµ(Yk|Y k−1, Uk−1)−Hµ(Yk|Xk, Y
k−1, Uk−1)

= Iµ(Xk;Yk|Y k−1, Uk−1)

where the second equality holds due to the Markov property of the state process Xk. Thus, (11)

is equivalent to

Iµ(XT → Y T‖UT−1) =
T∑
k=0

Iµ(Xk;Yk|Y k−1, Uk−1)

with Iµ(X0;Y0|Y −1, U−1) = I(X0;Y0). Substituting this expression and the definition of the

causally conditioned entropy (12) into (13), noting also that

Hµ(Xk|Xk−1, Y k−1, Uk−1) = Hµ(Xk|Xk−1, Uk−1)

due to the Markov property of the state Xk, gives (17).
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Now, the summands in (17) can be rewritten as

Hµ(Xk|Xk−1, Uk−1)− Iµ(Xk;Yk|Y k−1, Uk−1)

= Hµ(Xk|Xk−1, Y
k−1, Uk−1)− Iµ(Xk;Yk|Y k−1, Uk−1)

= Hµ(Xk|Xk−1, Y
k−1, Uk−1)−Hµ(Xk|Y k−1, Uk−1)

+Hµ(Xk|Y k, Uk−1)

= Hµ(Xk|Y k, Uk−1)− Iµ(Xk;Xk−1|Y k−1, Uk−1)

where the first equality holds due to the Markov property of the state Xk, and the remainder

follow from the definitions of the conditional mutual informations between Xk and Yk, and Xk

and Xk−1. The second additive form (18) follows.

Finally, symmetry of the mutual information in (18) implies

Hµ(XT |Y T , UT−1)

=
T∑
k=0

[Hµ(Xk|Y k, Uk−1)− Iµ(Xk;Xk−1|Y k−1, Uk−1)]

=
T∑
k=0

[Hµ(Xk|Y k, Uk−1)−Hµ(Xk−1|Y k−1, Uk−1)

+Hµ(Xk−1|Xk, Y
k−1, Uk−1)]

= Hµ(XT |Y T , UT−1) +
T∑
k=1

Hµ(Xk−1|Xk, Y
k−1, Uk−1)

where the last equality follows by noting that consecutive entropy terms Hµ(Xk|Y k, Uk−1)

cancel since Hµ(Xk−1|Y k−1, Uk−1) = Hµ(Xk−1|Y k−1, Uk−2) by virtue of the state Xk−1 being

conditionally independent of the control Uk−1 given Y k−1 and Uk−2 due to (1) and the feedback

policy (cf. the conditions of Theorem 3.1). The third additive form (19) follows and the proof

is complete.

The additive forms established in Corollary 3.1 each provide different interpretations of the

smoother entropy. The first form (17) provides the interpretation of the smoother entropy as the

sum of the uncertainty from the state transitions, i.e. Hµ(Xk|Xk−1, Uk−1), minus the information

about the states gained from the measurements, i.e. Iµ(Xk;Yk|Y k−1, Uk−1). The second form (18)

suggests that the smoother entropy can be viewed as the sum of the marginal (or instantaneous)

state uncertainties, i.e. Hµ(Xk|Y k, Uk−1), minus the dependency between consecutive states,
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i.e. Iµ(Xk;Xk+1|Y k, Uk). Finally, the third form (19) offers an interpretation of the smoother

entropy backwards in time, with it being the uncertainty associated with the final state XT ,

i.e., Hµ(XT |Y T , UT−1), plus the uncertainty accumulated via (backwards) state transitions, i.e.,

Hµ(Xk|Xk+1, Y
k, Uk).

B. Belief-State Forms of the Smoother Entropy

The significance of the forms of the smoother entropy established in Corollary 3.1 is that they

lead to expressions of it in terms of the belief state πk, as we shall now show.

1) First Belief-State Form: The third additive form of the smoother entropy established in

Corollary 3.1, i.e. (19), can be expressed in terms of pointwise entropies as

Hµ(XT |Y T , UT−1)

= Eµ

[
H(XT |yT , uT−1) +

T−1∑
k=0

H(Xk|Xk+1, y
k, uk)

]
.

Since H(XT |yT , uT−1) is the entropy of the terminal belief state πT , it is solely a function of

πT in the sense that

H(XT |yT , uT−1) = −
∑
x∈X

πT (x) log πT (x)

, g̃T (πT ). (20)

Similarly, the conditional entropy H(Xk|Xk+1, y
k, uk) is a function of πk and uk due to it being

defined in terms of the joint pmf p(xk, xk+1|yk, uk) (which is the joint predicted belief π̄k+1|k in

(7)) and the conditional pmf p(xk|xk+1, y
k, uk) (which can be computed from the joint predicted

belief π̄k+1|k via appropriate marginalisation and division). Hence,

H(Xk|Xk+1, y
k, uk)

= −
∑
x,x̄∈X

Ax,x̄(uk)πk(x̄) log
Ax,x̄(uk)πk(x̄)∑
x̃∈X A

x,x̃(uk)πk(x̃)

, g̃(πk, uk). (21)

Thus, (19) yields the belief-state form of the smoother entropy:

Hµ(XT |Y T , UT−1) = Eµ

[
g̃T (πT ) +

T−1∑
k=0

g̃(πk, uk)

]
. (22)
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2) Second Belief-State Form: The second additive form in Corollary 3.1, i.e. (18), yields

an alternative belief-state expression for the smoother entropy. Specifically, by recalling the

definition of mutual information, (18) can be expressed as the expectation of the sum of pointwise

entropies, namely,

Hµ(XT |Y T , UT−1)

= H(X0|Y0) + Eµ

[
T−1∑
k=0

[
H(Xk+1|yk+1, uk)

−H(Xk+1|yk, uk) +H(Xk+1|Xk, y
k, uk)

]]
. (23)

The first term in (23), H(X0|Y0), is the conditional entropy of the initial state X0 given the

initial observation Y0, which depends only on the initial state pmf ρ and Bx0,y0 via p(x0, y0) =

Bx0,y0ρ(x0), and not on the controls UT−1 or policy, µ. Since this term in uncontrolled (and

fully determined by the initial conditions of the problem (5)), we write it outside of the policy-

dependent expectation.

Considering the terms in the expectation in (23), the first term, H(Xk+1|yk+1, uk), is the

entropy of πk+1 given by

H(Xk+1|yk+1, uk) = −
∑
x∈X

πk+1(x) log πk+1(x)

, ˜̀
1(πk, uk, yk+1) (24)

where the last line holds since πk+1, and hence H(Xk+1|yk+1, uk), is a function, ˜̀
1, of πk, yk+1

and uk via the Bayesian filter (8). Similarly, the second term in the expectation in (23) is a

function of πk and uk, namely,

H(Xk+1|yk, uk)

= −
∑
x,x̄∈X

Ax,x̄(uk)πk(x̄) log
∑
x̃∈X

Ax̄,x̃(uk)πk(x̃)

, ˜̀
2(πk, uk). (25)
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Finally, the last term in the expectation in (23), H(Xk+1|Xk, y
k, uk), is a function of πk and uk,

namely,

H(Xk+1|Xk, y
k, uk)

= −
∑
x,x̄∈X

Ax,x̄(uk)πk(x̄) logAx,x̄(uk)

, ˜̀
3(πk, uk) (26)

since p(xk+1|xk, yk, uk) = p(xk+1|xk, uk) due to the Markov property of the state. Thus, (23)

yields the belief-state form of the smoother entropy:

Hµ(XT |Y T , UT−1)

= H(X0|Y0) + Eµ

[
T−1∑
k=0

˜̀(πk, uk, yk+1)

]
(27)

where

˜̀(πk, uk, yk+1) , ˜̀
1(πk, uk, yk+1)− ˜̀

2(πk, uk)

+ ˜̀
3(πk, uk).

(28)

We shall exploit the belief-state forms of the smoother entropy in (22) and (27) to solve (5) for

any β ∈ (−∞,∞) in the same manner as standard POMDPs. That is, we shall reformulate (5)

for any β ∈ (−∞,∞) as a belief-state MDP with cost and value functions that are concave in

the belief state. Surprisingly, we will show that for β > 0, (5) has concave costs when optimising

the belief-state form of the smoother entropy in (22) but not when optimising that in (27), and

vice versa for β < 0.

IV. BELIEF-STATE MDP REFORMULATIONS, STRUCTURAL RESULTS, AND

BOUNDED-ERROR SOLUTIONS

In this section, we establish two distinct belief-state MDP reformulations of (5) based on the

novel belief-state expressions of the smoother entropy in (22) and (27). We provide dynamic

programming descriptions of the value functions and optimal solutions of these belief-state

MDPs, including their structural properties. We then exploit these results to identify bounded-

error (approximate) solutions to (5) for any β ∈ (−∞,∞) using a standard POMDP solution

technique.
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A. Belief-State MDP Reformulations

The following theorem establishes two distinct belief-state MDP reformulations of (5) using

(22) and (27).

Theorem 4.1: Consider (5) with any β ∈ (−∞,∞). Define

gβk (πk, uk) , EXk [βg̃(πk, uk) + ck(xk, uk)|πk, uk]

and

`βk(πk, uk)

, EYk+1,Xk

[
β ˜̀(πk, uk, yk+1) + ck(xk, uk)

∣∣∣ πk, uk]
for 0 ≤ k < T with gβT (πT ) , EXT [βg̃T (πT ) + cT (xT )|πT ] and `T (πT ) , EXT [cT (xT )|πT ].

Then, (5) is equivalent to the belief-state MDP

inf
µ̄
Eµ̄

[
gβT (πT ) +

T−1∑
k=0

gβk (πk, uk)

]
, (29)

and also to the second belief-state MDP

βH(X0|Y0) + inf
µ̄
Eµ̄

[
`T (πT ) +

T−1∑
k=0

`βk (πk, uk)

]
. (30)

Both infima are over deterministic belief-state policies µ̄ = {µ̄k : 0 ≤ k < T} with µ̄k : ∆→ U

being functions of πk, and are subject to the constraints

πk+1 = Π (πk, uk, yk+1) , π0 = Π0(ρ, y0)

Yk+1|πk, Uk ∼ p(yk+1|πk, uk), Y0|ρ ∼ p(y0|ρ)

Uk = µ̄k(πk) ∈ U

(31)

for 0 ≤ k < T .

Proof: Substituting (22) into (5) gives

Eµ

[
cT (xT ) + βg̃T (πT ) +

T−1∑
k=1

{βg̃(πk, uk) + ck (xk, uk)}

]
.

The linearity and tower properties of expectation imply that Eµ [cT (xT ) + βg̃T (πT )] = Eµ[gβT (πT )],

and, Eµ [βg̃(πk, uk) + ck (xk, uk)] = Eµ[gβk (πk, uk)]. The optimisation objective in (5) is thus

equivalently

Eµ

[
gβT (πT ) +

T−1∑
k=0

gβk (πk, uk)

]
.
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The constraints in (5) imply that πk must satisfy the Bayesian filter mapping Π with π0 =

Π0(ρ, y0), and that the observations Yk+1 given the belief state are distributed according to (10)

with Y0|ρ ∼ p(y0|ρ). Thus, (5) is equivalent to:

inf
µ̄

Eµ

[
gβT (πT ) +

T−1∑
k=0

gβk (πk, uk)

]
s.t. πk+1 = Π (πk, uk, yk+1) , π0 = Π0(ρ, y0)

Yk+1|πk, Uk ∼ p(yk+1|πk, uk), Y0|ρ ∼ p(y0|ρ)

Uk|Ik ∼ µikk (uk).

(32)

Furthermore, since the belief state πk is a sufficient statistic for ik = (yk, uk−1) (cf. [54, Section

5.4.1]), we can equivalently consider belief-state policies µ = {µπkk : k ≥ 0} with pmfs

µπkk (uk) , p(Uk = uk|πk).

The constraint Uk|Ik ∼ µikk (uk) in (32) is thus equivalently Uk|πk ∼ µπkk (uk) (see [54, Section

5.4.1] for detailed justification). It follows that (32) is a (fully-observed) MDP with continuous

state-space ∆. Finally, standard MDP results (cf. [54, Chapter 4] and [7, Section 6.3 and Theorem

6.2.2]) give that there is no loss of optimality in considering only deterministic policies (of the

belief state πk), proving the equivalence of (29) to (5) under the constraints (31).

The equivalence of (30) under the constraints (31) to (5) is proved similarly. Specifically,

substituting (27) into (5) gives

βH(X0|Y0)

+ Eµ

[
cT (xT ) +

T−1∑
k=0

{
β ˜̀(πk, uk, yk+1) + ck (xk, uk)

}]
.

The linearity and tower properties of expectation imply that Eµ [cT (xT )] = Eµ[`T (πT )], and

similarly, Eµ[β ˜̀(πk, uk, yk+1) + ck (xk, uk)] = Eµ[`βk(πk, uk)] noting that πk is a deterministic

function of (yk, uk−1) via (8). Thus, the optimisation objective in (5) is

βH(X0|Y0) + Eµ

[
`T (πT ) +

T−1∑
k=0

`βk(πk, uk)

]
.
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By noting that the first term βH(X0|Y0) is constant with respect to the controls (and is determined

by the constraints on X0 and Y0), we have that (5) is optimised by policies solving

inf
µ̄

Eµ

[
`T (πT ) +

T−1∑
k=0

`βk(πk, uk)

]
s.t. πk+1 = Π (πk, uk, yk+1) , π0 = Π0(ρ, y0)

Yk+1|πk, Uk ∼ p(yk+1|πk, uk), Y0|ρ ∼ p(y0|ρ)

Uk|Ik ∼ µikk (uk).

As in the case of the first belief-state MDP reformulation (29), it suffices to consider deterministic

belief-state policies in solving this optimisation, and the proof is complete.

Remark 4.1: Note that the term βH(X0|Y0) in (30) is constant under the constraints (31), and

so does not affect the optimal policy. Thus, (30) can equivalently be written

inf
µ̄
Eµ̄

[
`T (πT ) +

T−1∑
k=0

`βk (πk, uk)

]
.

We next examine the dynamic programming equations associated with the two belief-state

MDP reformulations of our active estimation or obfuscation problem (5) in (29) and (30).

B. Dynamic Programming Equations

The value (or cost-to-go) function of our first belief-state MDP reformulation (29) is defined

as

V β,g
k (πk) , inf

µ̄T−1
k

Eµ̄T−1
k

[
gβT (πT ) +

T−1∑
m=k

gβm (πm, um)

∣∣∣∣∣ πk
]

for 0 ≤ k < T with V β,g
T (πT ) , gβT (πT ) where µ̄T−1

k denotes the subsequence of functions

{µ̄k, µ̄k+1, . . . , µ̄T−1} from the deterministic belief-state policy µ̄ = {µ̄0, µ̄1, . . . , µ̄T−1}. Simi-

larly, the value function of our second belief-state MDP reformulation (30) (which omits the

constant βH(X0|Y0)) is

V β,`
k (πk) , inf

µ̄T−1
k

Eµ̄T−1
k

[
`T (πT ) +

T−1∑
m=k

`βm (πm, um)

∣∣∣∣∣ πk
]

for 0 ≤ k < T and V β,`
T (πT ) , `T (πT ). By following standard dynamic programming arguments

(cf. [7, Section 8.4.3]), the value function V β,g
k of (29) satisfies

V β,g
k (πk) = inf

uk∈U
{gβk (πk, uk)

+ EYk+1
[V β,g
k+1(Π(πk, uk, yk+1))|πk, uk]}

(33)
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for 0 ≤ k < T with V β,g
T (πT ) = gβT (πT ) and where the distribution of Yk+1 given (πk, uk) is

given by (10). Similarly, the value function V β,`
k of (30) satisfies

V β,`
k (πk) = inf

uk∈U
{`βk(πk, uk)

+ EYk+1
[V β,`
k+1(Π(πk, uk, yk+1))|πk, uk]}

(34)

for 0 ≤ k < T with V β,`
T (πT ) = `T (πT ) and where the distribution of Yk+1 given (πk, uk) is

given by (10).

The value functions V β,g
k and V β,`

k are, in general, not equal since the belief-state forms of the

smoother entropy in (22) and (27) used to construct (29) and (30) breakdown the smoother

entropy into different increments. Indeed, the explicit separation of the conditional entropy

H(X0|Y0) in (27) results in the following corollary to Theorem 4.1 describing the relationship

between V β,g
k and V β,`

k at k = 0.

Corollary 4.1: Consider (5) with any β ∈ (−∞,∞). Then, V β,g
0 (π0) = V β,`

0 (π0)+βH(X0|Y0).

Proof: Note that V β,g
0 is equal to the infimum in (29) (under the constraints (31)), whilst

V β,`
0 is equal to the infimum in (30) (under the constraints (31)). Since Theorem 4.1 gives that

(29) and (30) are equal to (5), we have that

V β,g
0 (π0) = inf

µ∈P

{
βHµ(XT |Y T , UT−1) + J(µ)

}
= V β,`

0 (π0) + βH(X0|Y0)

subject to the constraints in (5). The proof is complete.

Regardless of any differences between the value functions V β,g
k and V β,`

k , the next corollary

to Theorem 4.1 highlights that they must both describe belief-state policies solving (5).

Corollary 4.2: Consider (5) with any β ∈ (−∞,∞). If a policy µ̄β∗ = {µ̄β∗k : 0 ≤ k < T}

satisfies

µ̄β∗k (πk) = uβ∗k ∈ arg inf
uk∈U

{`βk(πk, uk)

+ EYk+1
[V β,`
k+1(Π(πk, uk, yk+1))|πk, uk]}

for 0 ≤ k < T , or

µ̄β∗k (πk) = uβ∗k ∈ arg inf
uk∈U

{gβk (πk, uk)

+ EYk+1
[V β,g
k+1(Π(πk, uk, yk+1))|πk, uk]}

for 0 ≤ k < T , then it solves (5).
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Proof: From Theorem 4.1, (29) and (30) are equivalent reformulations of (5) (with (30)

being equivalent up to the additive constant βH(X0|Y0), which does not affect the optimising

policy). Thus, policies solving (29) and (30), and hence satisfying their associated dynamic

programming equations (33) and (34), also solve (5). The proof is complete.

Corollary 4.2 reinforces the key conclusion of Theorem 4.1, namely, that we can find optimal

policies solving (5) by instead solving either (29) or (30) via (belief-state) dynamic programming.

Whilst solving dynamic programming equations for optimal policies is typically difficult, (ap-

proximate) solutions can be found when the underlying cost and value functions have the same

structural properties as standard POMDPs of the form in (9). Specifically, if either (29) or (30)

have cost and value functions that are concave in the belief state, then we can employ standard

POMDP techniques to solve (5) (cf. [33] and [7, Chapter 8]). We therefore now investigate the

structural properties of (29) and (30).

C. Structural Results

We first examine the structure of the instantaneous and terminal cost functions of the first

belief-state MDP (29).

Lemma 4.1: Consider (29) with any β ∈ (−∞,∞). The terminal cost function gβT (π), and the

instantaneous cost functions gβk (π, uk) for any uk ∈ U and 0 ≤ k < T , are:

i) Concave and continuous in π ∈ ∆ for β > 0;

ii) Convex and continuous in π ∈ ∆ for β < 0; and,

iii) Linear and continuous in π ∈ ∆ for β = 0.

Proof: For any β ∈ (−∞,∞), the definition of gβT gives

gβT (πT ) = EXT [βg̃T (πT ) + cT (xT )|πT ]

= βH(XT |yT , uT−1) +
∑
x∈X

πT (x)cT (x).

The second term on the right-hand side of this equation is linear and continuous in πT for

any β ∈ (−∞,∞) (hence gβT is linear when β = 0). Since the sum of a concave (or convex)

function with a linear function remains concave (resp. convex), the structure of gβT when β 6= 0

is determined solely by the first term, i.e. βH(XT |yT , uT−1). Noting that H(XT |yT , uT−1) is

the entropy of the belief state πT , which is concave and continuous in πT via standard results

(cf. [46, Theorem 2.7.3]), it follows that βH(XT |yT , uT−1) is concave for β > 0 and convex for

β < 0. The lemma assertion for gβT follows.
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Similarly, for any uk ∈ U , 0 ≤ k < T , and β ∈ (−∞,∞), the definition of gβk gives that

gβk (πk, uk) = EXk [βg̃(πk, uk) + ck(xk, uk)|πk, uk]

= βH(Xk|Xk+1, y
k, uk) +

∑
x∈X

πk(x)ck(x, uk).

The second term on the right-hand side is linear in πk. Hence, gβk is linear when β = 0, and the

structure of gβk (πk, uk) when β 6= 0 is determined by the first term, i.e. βH(Xk|Xk+1, y
k, uk).

Note H(Xk|Xk+1, y
k, uk) is a conditional entropy so it is continuous and concave in the (joint)

pmf p(xk, xk+1|yk, uk) (cf. [55, Appendix A] or [56, Facts 1.4.6 and 1.7.9]). The pmf p(xk, xk+1|yk, uk)

is the joint predicted belief π̄k+1|k, which is a linear function of πk for any uk ∈ U , as shown

in (7). Thus, H(Xk|Xk+1, y
k, uk) is a concave function of a linear function of πk, and so it is

concave and continuous in πk. It follows that βH(Xk|Xk+1, y
k, uk) (and gβk (πk, uk)) is concave

in πk for β > 0, and convex in πk for β < 0. The proof is complete.

We next examine the structure of the instantaneous and terminal cost functions of the second

belief-state MDP (30).

Lemma 4.2: Consider (30) with any β ∈ (−∞,∞). The terminal cost function `T (π) is linear

in π, and the instantaneous cost functions `βk(π, uk) for any uk ∈ U and 0 ≤ k < T are:

i) Convex and continuous in π ∈ ∆ for β > 0;

ii) Concave and continuous in π ∈ ∆ for β < 0; and,

iii) Linear and continuous in π ∈ ∆ for β = 0.

Proof: The definition of `T implies that

`T (πT ) = EXT [cT (xT )|πT ] =
∑
x∈X

πT (x)cT (x),

which is linear and continuous in πT , regardless of β.

The definition of `βk for any β ∈ (−∞,∞) gives that

`βk(πk, uk)

= EYk+1

[
β ˜̀

1(πk, uk, yk+1)
∣∣∣ πk, uk]

− β ˜̀
2(πk, uk) + β ˜̀

3(πk, uk) + EXk [ck(xk, uk)|πk, uk]

= βH(Xk+1|Yk+1, y
k, uk)− βH(Xk+1|yk, uk)

+ βH(Xk+1|Xk, y
k, uk) + EXk [ck(xk, uk)| πk, uk]
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= βH(Xk+1|Xk, y
k, uk)− βI(Xk+1;Yk+1|yk, uk)

+
∑
x∈X

πk(x)ck(x, uk)
(35)

where the last equality holds since I(Xk+1;Yk+1|yk, uk) = H(Xk+1|yk, uk)−H(Xk+1|Yk+1, y
k, uk).

For any uk ∈ U , the first and third terms in (35) are linear and continuous in πk for any

β ∈ (−∞,∞), as shown in (26) for the first term. Hence, `βk is linear when β = 0. Furthermore,

since the sum of a concave (or convex) function with linear functions remains concave (resp.

convex), the structure of `βk(πk, uk) when β 6= 0 is thus determined solely by the second term

in (35), i.e. −βI(Xk+1;Yk+1|yk, uk).

For uk ∈ U , −I(Xk+1;Yk+1|yk, uk) is convex in πk since:

1) −I(Xk+1;Yk+1|yk, uk) is convex and continuous in p(xk+1|yk, uk) via [46, Theorem 2.7.4]

with the conditional pmf p(yk+1|xk+1, y
k, uk) = p(yk+1|xk+1, uk) fixed and determined by

the measurement kernel (2); and,

2) p(xk+1|yk, uk) is a linear function of πk since it is the marginal of the joint predicted belief

π̄k+1|k from (7).

That is, −I(Xk+1;Yk+1|yk, uk) is convex in a linear function of πk, and thus is convex and

continuous in πk. Hence, −βI(Xk+1;Yk+1|yk, uk) (and `βk ) is convex in πk when β > 0, and

concave when β < 0, completing the proof.

Lemmas 4.1 and 4.2 are surprising because they show that the terminal and instantaneous cost

functions of the two belief-state MDPs (29) and (30) have different structural properties, despite

both being reformulations of (5). Specifically, the terminal and instantaneous costs of (29) are

concave (convex) when β > 0 (resp. β < 0), whilst the terminal and instantaneous costs of (30)

are convex (concave) when β > 0 (resp. β < 0). Since standard POMDP solution techniques

require the terminal and instantaneous costs of belief-state MDP reformulations to be concave

in the belief state (cf. [7], [33]), the convexity results of Lemmas 4.1 and 4.2 do not assist us in

solving (5). However, the concavity results of Lemmas 4.1 and 4.2 lead directly to the following

theorem establishing that the value function V β,g
k of (29) is concave for β ≥ 0, whilst the value

function V β,`
k of (30) is concave for β ≤ 0.

Theorem 4.2: Consider (5) for any β ∈ (−∞,∞).

i) If β ≥ 0, then the value function V β,g
k (πk) of the first belief-state MDP reformulation of

(5) in (29) is concave in πk ∈ ∆ for all 0 ≤ k ≤ T .
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ii) Conversely, if β ≤ 0, then the value function V β,`
k (πk) of the second belief-state MDP

reformulation of (5) in (30) is concave in πk ∈ ∆ for all 0 ≤ k ≤ T .

Proof: The assertions follow from [7, Theorem 8.4.1] due to the concavity and continuity

of gβk and gβT established in Lemma 4.1 for β ≥ 0, and the concavity and continuity of `βk and

`T established in Lemma 4.2 for β ≤ 0.

The structural results of Lemmas 4.1 and 4.2, and Theorem 4.2 are surprising because they

imply that (5) can be reformulated as a belief-state MDP with the same concavity properties as

standard POMDPs of the form in (9), regardless of whether we are minimising or maximising

the smoother entropy via β ≥ 0 or β ≤ 0, respectively. Specifically, if we wish to minimise the

smoother entropy via β ≥ 0, the belief-state MDP reformulation (29) has the same concavity

properties as standard POMDPs of the form in (9). Conversely, if we wish to maximise the

smoother entropy via β ≤ 0, the alternative belief-state MDP reformulation (30) has the same

concavity properties as standard POMDPs of the form in (9). We note, however, that despite

Lemmas 4.1 and 4.2 establishing that the cost functions gβk for β < 0 and `βk for β > 0 are

convex in the belief state, Theorem 4.2 does not characterise the structure of the corresponding

value functions V β,g
k for β < 0 or V β,`

k for β > 0. Such a characterisation will prove unnecessary

since the structural results we have established are already sufficient to enable the solution of

(5) using standard POMDP techniques regardless of whether β ≥ 0 or β ≤ 0.

D. Apparent Paradox of Convex Instantaneous Cost Functions

The convexity (concavity) of the instantaneous cost functions `βk in the belief state for β > 0

(resp. β < 0) established in Lemma 4.2 is particularly surprising because the minimisation

(resp. maximisation) of most standard state-uncertainty measures leads to concave (resp. convex)

instantaneous cost functions (cf. [7, Section 8.4.3] and [40]). The concavity (convexity) of

standard belief-state cost functions associated with minimising (maximising) standard state-

uncertainty measures reflects the intuition that the belief states that represent the least (most)

state uncertainty correspond to the vertices (resp. centre) of the probability simplex ∆. Upon first

inspection, our structural results for the instantaneous cost functions `βk might appear to contradict

this intuition. However, there is no contradiction because the instantaneous cost functions `βk are

not themselves directly interpretable as measures of state uncertainty — they only correspond to

the smoother entropy Hµ(XT |Y T , UT−1) after taking expectations and when combined with the

initial constant H(X0|Y0) (which can separated and omitted during the optimisation in (30)).
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For example, consider (5) in the simple case where T = 1, β = 1, and cT and ck are zero

functions, then (30) (and its proof in Theorem 4.1 using (27)) implies that

inf
µ∈P

Hµ(X1|Y 1, U0) = H(X0|Y0) + inf
µ∈P

Eµ
[
`1

0 (π0, u0)
]

= inf
µ∈P

Eµ
[
H(X0|y0) + `1

0 (π0, u0)
]

subject to the constraints in (5) with the second line holding because H(X0|y0) = −
∑

x∈X π0(x) log π0(x)

is the entropy of π0. From the last expression, we see that whilst `1
0 (π0, u0) is convex in π0

for any u0 ∈ U via Lemma 4.2, it is still possible for the total cost within the expectation,

i.e. H(X0|y0) + `1
0 (π0, u0), to be concave in π0 due to the concavity of the entropy H(X0|y0)

in π0 [46, Theorem 2.7.3].

E. Solving (5) via Standard POMDP Techniques

The results developed in Lemmas 4.1 and 4.2, and Theorem 4.2 are practically significant

because they enable the solution of (5) using standard POMDP techniques, regardless of whether

β ≥ 0 or β ≤ 0. Here, we present one such standard technique that was originally introduced in

[33] for infinite-horizon discounted ρ−POMDPs, but which we shall show also yields tractable

bounded-error approximate solutions to our finite-horizon undiscounted problem (5) by exploiting

(29) for β ≥ 0 and (30) for β ≤ 0. This approach involves:

1) Constructing bounded-error piecewise-linear concave (PWLC) approximations of the con-

cave costs gβk for β > 0 and `βk for β < 0; and,

2) Using the PWLC approximations of gβk and `βk with standard POMDP algorithms to solve

(33) or (34) for PWLC approximations of the value functions V β,g
k for β > 0 and V β,`

k for

β < 0.

To present this approach, we shall assume that the measurement space Y is finite (e.g., as given

or obtained by discretising a continuous space).

1) Bounded-Error PWLC Cost Approximations: The concavity of the cost functions gβk and

`βk established in Lemmas 4.1 and 4.2 allows us to approximate them using PWLC functions.

Specifically, let us consider a finite set Ξ ⊂ ∆ of base points ξ ∈ Ξ at which the gradients

∇πg
β
k (ξ, u) and ∇π`

β
k(ξ, u) of gβk (·, u) and `βk(·, u), respectively, are well defined for all u ∈ U .

For each control u ∈ U , the tangent hyperplane to gβk (·, u) at ξ ∈ Ξ is

ωg,uk,ξ (π) , gβk (ξ, u) +
〈

(π − ξ),∇πg
β
k (ξ, u)

〉
=
〈
π, αg,uk,ξ

〉
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and the tangent hyperplane to `βk(·, u) at ξ ∈ Ξ is

ω`,uk,ξ(π) , `βk(ξ, u) +
〈

(π − ξ),∇π`
β
k(ξ, u)

〉
=
〈
π, α`,uk,ξ

〉
for π ∈ ∆ where 〈·, ·〉 denotes the inner product, and αg,uk,ξ , gβk (ξ, u)+∇πg

β
k (ξ, u)−

〈
ξ,∇πg

β
k (ξ, u)

〉
∈

RNx and α`,uk,ξ , `βk(ξ, u) +∇π`
β
k(ξ, u) −

〈
ξ,∇π`

β
k(ξ, u)

〉
∈ RNx (with the addition of a vector

and a scalar here meaning the addition of the scalar to all elements of the vector). Due the the

concavity results in Lemmas 4.1 and 4.2, the hyperplanes ωg,uk,ξ and ω`,uk,ξ form (upper bound)

PWLC approximations ĝβk and ˆ̀β
k to gβk and `βk for β > 0 and β < 0, respectively. That is,

ĝβk (π, u) , min
ξ∈Ξ

〈
π, αg,uk,ξ

〉
≥ gβk (π, u)

for β > 0, and

ˆ̀β
k(π, u) , min

ξ∈Ξ

〈
π, α`,uk,ξ

〉
≥ `βk(π, u)

for β < 0. PWLC approximations of the concave terminal costs gβT for β > 0 are constructed in an

identical manner without the need to consider the controls (since `T is linear, no approximations

are needed). As shown in the following lemma, the approximation errors associated with ĝβk and
ˆ̀β
k are bounded for β > 0 and β < 0, respectively.

Lemma 4.3: Consider the set of base points Ξ and associated PWLC approximations ĝβk

and ĝβT for β ≥ 0, and ˆ̀β
k for β ≤ 0 for all 0 ≤ k < T . Then there exists scalar constants

κg, κ` > 0, and ηg, η` ∈ (0, 1) such that the errors in the approximations ĝβk and ˆ̀β
k are bounded

for β > 0 and β < 0, respectively; that is, |gβk (π, u) − ĝβk (π, u)| ≤ κg(δΞ)η
g for β > 0,

and |`βk(π, u) − ˆ̀β
k(π, u)| ≤ κ`(δΞ)η

` for all 0 ≤ k ≤ T , all π ∈ ∆, and all u ∈ U where

δΞ , minπ∈∆ maxξ∈Ξ ‖π − ξ‖1 is the sparsity of the base-point set Ξ and ‖ · ‖1 denotes the

l1-norm.

Proof: Recall that a function f : D → R with D ⊂ RNx is η-Hölder continuous on D if

these exists constants η ∈ (0, 1] and Kη > 0 such that |f(x) − f(y)| ≤ Kη‖x − y‖η1 for all

x, y ∈ D [33]. We note that the entropy function f(π) = −
∑

x∈X π(x) log π(x) is η-Hölder

continuous on ∆ with η < 1 and the convention 0 log 0 = 0 (cf. [57, Example 1.1.4] and

[33, p. 7]). Furthermore, continuous linear functions are η-Hölder continuous, as are the sums,

differences, and compositions of η-Hölder continuous functions (cf. [57, Propositions 1.2.1 and

1.2.2]). Thus, for each control uk ∈ U , the functions gβk and `βk are η-Hölder continuous in πk

since each term in gβk and `βk is either linear in πk, or can be expressed as the composition of
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a linear function and the entropy function (e.g. via (7)). The η-Hölder continuity of gβk and `βk

combined with their continuity and concavity properties established in Lemmas 4.1 and 4.2 for

β > 0 and β < 0, respectively, imply that gβk and `βk satisfy the conditions of [33, Theorem 4.3]

for each control uk ∈ U , and for β > 0 and β < 0, respectively. The lemma assertion follows

from [33, Theorem 4.3] (noting that here we equivalently consider upper bounds on concave

functions rather than lower bounds on convex functions).

2) PWLC Dynamic Programming and Error Bounds: Standard POMDP algorithms provide a

means of solving belief-state dynamic programming equations when the cost and value functions

involved are PWLC in the belief state (cf. [33] and [7, Chapter 8.4.4]). Hence, by replacing

the costs gβk and `βk in the dynamic programming equations of (33) and (34) with the PWLC

approximations ĝβk and ˆ̀β
k for β > 0 and β < 0, respectively, the equations can be solved

for approximate value functions V̂ β,g
k and V̂ β,`

k using standard POMDP algorithms. Under the

assumption that Y is finite, the resulting approximate value functions are PWLC, which standard

POMDP algorithms can exploit by operating directly on the sets of vectors {αg,uk,ξ : ξ ∈ Ξ, u ∈ U}

and {α`,uk,ξ : ξ ∈ Ξ, u ∈ U} that define ĝβk and ˆ̀β
k (see [7, Chapter 7.5] and [33, Section 3.3] for

details of these algorithms and their inherent requirement for concavity of the cost and value

functions in the belief state). The following proposition shows that the resulting value function

errors are bounded.

Proposition 4.1: Consider the set of base points Ξ, the PWLC approximations ĝβk for β > 0

and ˆ̀β
k for β < 0, and the associated approximate value functions V̂ β,g

k for β > 0 and V̂ β,`
k for

β < 0. Then there exists scalar constants κg, κ` > 0, and ηg, η` ∈ (0, 1) such that

‖V β,g
k − V̂ β,g

k ‖∞ ≤ (T − k + 1)κg(δΞ)η
g

(36)

for β > 0 and 0 ≤ k ≤ T , and

‖V β,`
k − V̂ β,`

k ‖∞ ≤ (T − k + 1)κ`(δΞ)η
`

(37)

for β < 0 and 0 ≤ k ≤ T , where ‖ · ‖∞ denotes the L∞-norm.

Proof: Consider first any β > 0 and the PWLC approximations ĝβk and V̂ β,g
k . We prove (36)

via (backwards) induction on k. For k = T , (36) holds via Lemma 4.3 since V β,g
T = gT and

V̂ β,g
T = ĝT . Let T denote the dynamic programming mapping using gβk in the sense that

(T V β,g
k+1)(πk) , inf

uk∈U
{gβk (πk, uk)

+ EYk+1
[V β,g
k+1(Π(πk, uk, yk+1))|πk, uk]},
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for πk ∈ ∆. Similarly, let T̂ denote the mapping with ĝβk , i.e.,

(T̂ V β,g
k+1)(πk) , inf

uk∈U
{ĝβk (πk, uk)

+ EYk+1
[V β,g
k+1(Π(πk, uk, yk+1))|πk, uk]}

for πk ∈ ∆. Then, assuming that (36) holds for times T − 1, . . . , k + 1, at time k we have that

‖V β,g
k − V̂ β,g

k ‖∞

= ‖T V β,g
k+1 − T̂ V̂

β,g
k+1‖∞

≤ ‖T V̂ β,g
k+1 − T̂ V̂

β,g
k+1‖∞ + ‖T V β,g

k+1 − T V̂
β,g
k+1‖∞

≤ κg(δΞ)η
g

+ ‖T V β,g
k+1 − T V̂

β,g
k+1‖∞

≤ κg(δΞ)η
g

+ ‖V β,g
k+1 − V̂

β,g
k+1‖∞

≤ (T − k + 1)κg(δΞ)η
g

where the first equality holds by definition of T and T̂ ; the first inequality is the triangle

inequality; the second inequality holds via Lemma 4.3 since T and T̂ differ in their use of

gβk and ĝβk ; the third inequality holds due to the monotonicity and constant-shift properties of

the dynamic programming operator (cf. [58, Lemmas 1.1.1 and 1.1.2] and the argument in the

convergence/contraction proof of [58, Proposition 1.2.6]); and, the last inequality follows from

the induction hypothesis. The proof of (36) via induction is complete. With (37) proved using

an identical argument for β < 0, the proof is complete.

3) Complexity and Extensions: As noted in [33], the (time) complexity of finding approximate

solutions to belief-state MDPs with concave cost functions using PWLC approximations is only

greater than that of solving standard POMDPs due to the size (number of base points) of the

PWLC approximations. Thus, given a set of base points, the complexity of finding a PWLC

approximate solution to (5) scales the same as that of solving a standard finite-horizon POMDP

with respect to the horizon T , and the number of states, controls, and measurements (see [7], [59]

and references therein for results on the complexity of solving standard POMDPs). In practice,

however, there is a trade-off between complexity and approximation error since Lemma 4.3 and

Proposition 4.1 imply that the error in PWLC approximations becomes (arbitrarily) small through

the selection of (many) base points that decrease δΞ. The problem of optimising this trade-off is

largely open [33], but recent point-based solvers (e.g. [29] for finite-horizon POMDPs and [30],

[31] for infinite-horizon POMDPs) provide insight via reachability results.
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Importantly, our novel reformulations and structural results in Theorems 4.1 and 4.2, and

Lemmas 4.1 and 4.2, ensure that future developments in techniques for solving standard POMDPs

will enable the solution of (5) with growing accuracy and increasingly complicated state, control,

and measurement processes. For example, since the reformulations of (5) as belief-state MDPs

in Theorem 4.1 hold for continuous measurement spaces Y , they enable the solution of (5)

with continuous measurements using recent techniques for solving standard POMDPs with

continuous measurement spaces (such as those presented in [60]). Furthermore, since our novel

reformulations and structural results of Theorems 4.1 and 4.2, and Lemmas 4.1 and 4.2 hold

without any specialised assumptions, we expect similar results to hold for various extensions of

(5) such as when the set of controls U is state dependent, or when the horizon T is infinite (with

appropriate discounting or averaging of J(µ) and the smoother entropy).

We next discuss operational interpretations of (5).

V. OPERATIONAL INTERPRETATIONS AND COMPARISONS

In this section, we consider operational interpretations of (5), and compare the smoother

entropy with other state-uncertainty measures given the results of Section IV.

A. Active State Trajectory Estimation

The first operational interpretation of (5) we consider is within the context of controlling a

partially observed stochastic system to aid in the estimation of its state trajectory. Such active

estimation problems arise in controlled sensing and target tracking [7]–[10], [13], uncertainty-

aware robot navigation [61], robot exploration [15], and active SLAM [18], [19].

Consider the setting shown in Fig. 1 in which a system and its attached sensors are con-

trolled (online in real-time) via output feedback. There is also a state trajectory estimator that

processes the measurements and controls to compute estimates X̂T ∈ X T+1 of the system’s

entire state trajectory XT over some horizon T . The state trajectory estimator is any function

f : YT+1 × UT → X T+1 that maps the measurements and controls to a state trajectory, either

online sequentially (such as in a recursive Bayesian filter [7], [62]), incrementally in batches

(such as in incremental smoothing and mapping [63]), or wholly offline (such as in the Viterbi

algorithm or an exact Bayesian smoother [7]).

Let the minimum probability of error achievable by the state trajectory estimator be

ε , min
X̂T∈{f :YT+1×UT→XT+1}

P (XT 6= X̂T ).
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System
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Sensor
𝑝(𝑌!"#|𝑋!"#, 𝑈!)

Controller
𝜇!
$!

𝑈!

𝑈!

𝑋!"#

(𝑌!"#, 𝑈!)

State Trajectory Estimator𝑋*%

Online Operation

Online, Batch, or Offline Processing (Potential Adversary)

Delay

Fig. 1. Active state trajectory estimation or obfuscation interpretation of (5).

This minimum error probability provides a fundamental bound on the performance of any

(potentially non-Bayesian) state trajectory estimator, and is achieved by maximum a posteriori

(MAP) state trajectory estimator such as the Viterbi algorithm [41]. Importantly, Theorem 1 of

[41] implies that the smoother entropy provides upper and lower bounds on ε in the sense that

Φ−1(H(XT |Y T , UT−1)) ≤ ε ≤ φ−1(H(XT |Y T , UT−1)) (38)

where Φ−1 and φ−1 are the inverse functions of strictly monotonically increasing continuous

functions (defined in [41, Eq. (9) and Eq. (14)]), and so are also strictly monotonically increasing.

Thus, within the setting of Fig. 1, solving (5) with β > 0 has the operational interpretation of

designing policies that improve the fundamental achievable performance of the state trajectory

estimator (by reducing the smoother entropy and hence both upper and lower bounds on ε).

B. Active State Trajectory Obfuscation

The second interpretation of (5) we consider is within the context of controlling a system

to hinder the estimation of its state trajectory. Such active obfuscation problems arise in the

context of privacy in cyber-physical and cloud-based systems [23], [38], and covert navigation

in robotics [26], [64].
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Cloud     

Client
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Delay

Fig. 2. Cloud-based control scheme described in [23], [38].

Consider again the setting shown in Fig. 1, but suppose now that the state trajectory estimator

is owned by an adversary seeking to infer the state of the system. The problem of controlling

the system so as to hinder the adversary in inferring the state trajectory is consistent with (5)

with β < 0 since increasing the smoother entropy corresponds to increasing the bounds (38) on

the adversary’s ability to estimate the state trajectory using any estimator. For example, consider

the cloud-based control scheme illustrated in Fig. 2 from [23], [38] in which a client seeks

to have a system controlled by a cloud service without explicitly disclosing the system’s state

trajectory XT . The client provides the cloud service with outputs Yk of a privacy filter and the

cloud service computes and returns control inputs Uk using a policy provided by the client. In

the worst case (for the client), the cloud service also knows the system dynamics and the privacy

filter. The client is faced with the problem of controlling both the system and privacy filter to

keep the state trajectory private whilst ensuring a suitable level of system performance, which

is consistent with solving (5) with β < 0 (due to the relationship between the smoother entropy

and estimation performance in (38)).
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C. Comparison to Other State-Uncertainty Measures

Our consideration of the smoother entropy for active estimation contrasts with approaches

that instead minimise only the (marginal) entropy of the terminal state Hµ(XT |Y T , UT−1) (or

equivalently, maximise the telescoping sum of information gains
∑T−1

k=0 [Hµ(Xk|Y k, Uk−1) −

Hµ(Xk+1|Y k+1, Uk)]) [15], [19]. It also contrasts with approaches that instead minimise the sum

of (marginal) entropies of the states Hµ(Xk|Y k, Uk−1) [7], [32], [33], [61] or Hµ(Xk|Y T , UT−1)

[17], [18] for 0 ≤ k ≤ T . Specifically, approaches based on marginal entropies neglect correla-

tions between consecutive states and so overestimate the trajectory uncertainty captured by the

smoother entropy in the sense that
T∑
k=0

Hµ(Xk|Y k, Uk−1) ≥
T∑
k=0

Hµ(Xk|Y T , UT−1)

≥ Hµ(XT |Y T , UT−1),

(39)

with equality holding only when the states are (temporally) independent. Indeed, the additive

form of the smoother entropy we established in (18) now shows that the terms neglected by

marginal-entropy approaches are exactly the mutual informations between consecutive states,

i.e. Iµ(Xk;Xk−1|Y k−1, Uk−1). Minimisation of the smoother entropy in (5) via β > 0 explicitly

exploits these temporal dependencies between consecutive states.

Furthermore, minimising the smoother entropy is, in general, not equivalent to maximising the

conditional mutual information Iµ(XT ;Y T |UT−1) = Hµ(XT |UT−1)−Hµ(XT |Y T , UT−1), which

is often the goal in controlled sensing and optimal Bayesian experimental design [12]. For exam-

ple, whilst maximising Iµ(XT ;Y T |UT−1) increases the dependence between the states and mea-

surements, the states themselves could become more uncertain due to the term Hµ(XT |UT−1).

Indeed, the mutual information Iµ(XT ;Y T |UT−1) is the reduction in state uncertainty due to the

measurements and controls (cf. [46, p. 19]) — it is not an absolute measure of state uncertainty.

Finally, maximisation of the smoother entropy for active obfuscation contrasts with the ap-

proach proposed in [23] of minimising the directed information Iµ(XT → Y T‖UT−1). Theorem

3.1 shows that maximising the smoother entropy has the potential to yield superior obfuscation

performance to only minimising the directed information since it both decreases the information

gained from the observations, i.e. I(XT → Y T‖UT−1), and increases the unpredictability of the

state process, i.e. H(XT‖Y T−1, UT−1). In the context of obfuscation, our results in Lemma 4.2

and Theorem 4.2 showing that maximisation of the smoother entropy leads to concave cost and
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value functions in (30) for β < 0 are also surprising and significant because the maximisation of

the sum of marginal entropies (39) and most other state-uncertainty measures leads to nonconcave

cost and value functions [40].

VI. ACTIVE STATE TRAJECTORY ESTIMATION AND OBFUSCATION SIMULATIONS

We now simulate (5) for active estimation and obfuscation.

A. Simulation Set-Up

For the purpose of simulations, we consider a version of the benchmark 4x4.95 POMDP3

[65], [66] in which an agent moves in a 4× 4 grid as shown in Fig. 3a. Each cell in the grid is

taken as a state such that X = {1, . . . , 16} (enumerated top-to-bottom, left-to-right). There are

five possible control actions U = {1, 2, 3, 4, 5} corresponding to the agent: transitioning to one

of the four neighbouring cells left, right, up, or down with probability 0.8 (failing to move with

probability 0.2); or, staying put with probability 1. If a transition would take the agent out of the

grid then it remains stationary. We enlarge the measurement space compared to the benchmark

4x4.95 POMDP, with the agent given inexact information about its position in the grid through

measurements Y = {0, 1, 2, 3, 4} corresponding to the number of walls detected adjacent to its

current cell. In each cell, the agent detects a wall when it is present with probability 0.9, but

detects a wall when it is not present with probability 0.1. The agent is initially placed (uniformly)

randomly in one of the cells and is not provided with knowledge of this cell. The horizon is

T = 10. Importantly, the state, measurement, and control space dimensions of this environment

are similar to (or exceed) those of recent benchmark POMDPs for active estimation and active

obfuscation problems in [40], [67].

Inspired by uncertainty-aware robot navigation problems in which robots must plan and execute

trajectories along which they are able to localise themselves (cf. [15], [61], [68]), we first consider

the agent to be seeking to reach the given goal in the bottom-right-most cell whilst ensuring

that its path can be estimated for the purpose of later being retraced, communicated, or used

for mapping. We examine the ability of the agent to achieve these dual objectives by solving

(5) with β = 1 and the costs cT (xT ) = 1{xT 6=16} and ck(xk, uk) = 0 for all xk ∈ X and

uk ∈ U . We specifically use the PWLC approximate solution approach detailed in Section

3https://www.pomdp.org/examples/
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Agent

Goal

(a)

Stay x 1

Stay x 2

(b)

Stay x 3

(c)

Stay x 2

(d)

Fig. 3. Simulation environment and example realisations. (a) Agent & Goal. (b) Existing active estimation policies: Stand.

POMDP policy (bottom in black); Min. Term. Ent. policy (middle in red); and, Min. Marg. Ent. policy (top in purple). (c) Our

active estimation policy solving (5) with β = 1. (d) Active obfuscation policies: our active obfuscation policy solving (5) with

β = −1 (bottom in black, Stay at k = 6, 7); and, Min. Dir. Info. policy (top in blue). Transitions not shown correspond to

remaining in goal cell.

IV-E with the approximation ĝβk computed using a set Ξ with δΞ = 0.92 and containing the

middle of the simplex ∆ and points near the vertices with values in their largest element of
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1− 0.001(Nx− 1) and 0.001 in their other Nx− 1 elements. We use a standard POMDP solver4

modified for PWLC costs (as detailed in [7, Section 8.4.5]). Using the same costs cT and ck,

we also simulate for comparison: a standard POMDP policy (Stand. POMDP) solving (5) with

β = 0; a minimum marginal entropy policy (Min. Marg. Ent.) as in [7], [32], [33] that minimises

the sum of marginal entropies
∑T

k=0 Hµ(Xk|Y k, Uk−1) instead of Hµ(XT |Y T , UT−1) in (5); and,a

minimum terminal entropy policy (Min. Term. Ent.) as in [19] that minimises Hµ(XT |Y T , UT−1)

instead of Hµ(XT |Y T , UT−1) in (5).

Inspired by covert robot navigation problems in which robots must plan and execute trajectories

along which they are difficult to track by potential adversaries [26], [27], we also simulate the

agent as seeking to reach the given goal location whilst ensuring that its path is difficult to

estimate. To examine the ability of the agent to perform this active obfuscation, we solve (5)

with β = −1 and the same costs cT and ck as before. We again use the PWLC solution approach

detailed in Section IV-E with the same base points and POMDP solver, but with the functions
ˆ̀β
k (due to the concavity of `βk for β = −1). For comparison, we also simulate the minimum

directed information policy (Min. Dir. Info.) of [23] that uses I(XT → Y T‖UT−1) instead of

−H(XT |Y T , UT−1) in (5).

B. Simulation Results

Table I summarises the terminal cost, smoother entropy, and probability of error of MAP state

trajectory estimates (from the Viterbi algorithm) computed from 5000 Monte Carlo simulations

of each policy. Example realisations are in Fig. 3.

The results in Table I suggest that the standard POMDP policy offers the lowest terminal

cost since it moves the agent directly towards the goal without consideration of either active

estimation or obfuscation (as illustrated in Fig. 3c). Our active estimation policy ((5) with β = 1)

minimises the smoother entropy but has a greater terminal cost than the other policies. Indeed,

as illustrated in Fig. 3b, our active estimation policy often reduces the uncertainty about the

initial state X0, and hence the entire trajectory, by initially electing to keep the agent still so

as to receive measurements without changing the state. Our active estimation policy elects only

to move the agent after the initial state uncertainty is reduced, which leads to better trajectory

estimates (as evidenced by the lesser MAP error probability in Table I) but sometimes results

4https://www.pomdp.org/code/
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TABLE I

UNCERTAINTY-AWARE AND COVERT NAVIGATION: TERMINAL COST, SMOOTHER ENTROPY, AND MAXIMUM A POSTERIORI

(MAP) ERROR PROBABILITIES. MINIMUM AND MAXIMUM (BEST FOR ACTIVE ESTIMATION AND OBFUSCATION, RESP.)

VALUES ARE IN BOLD.

Policy
Term. Cost Smoother MAP Err.

Prob.E[cT (xT )] Entropy

Active Est.: (5) with β = 1 0.182 1.701 0.495

Active Est.: Min. Marg. Ent. 0.164 1.779 0.516

Active Est.: Min. Term. Ent. 0.127 1.874 0.540

Stand. POMDP (5) with β = 0 0.023 1.893 0.542

Active Obf.: Min. Dir. Info. 0.050 1.925 0.555

Active Obf.: (5) with β = −1 0.179 2.334 0.625

in time being exhausted before the agent reaches the goal. In contrast, the Min. Marg. Ent.

and Min. Term. Ent. policies typically elect to move immediately and reduce instantaneous state

uncertainties by keeping the agent still at isolated time instances k > 0 (see Fig. 3c). The Min.

Marg. Ent. and Min. Term. Ent. policies thus achieve lesser terminal costs but greater smoother

entropies than our active estimation policy.

From Table I, we also see that our active obfuscation policy ((5) with β = −1) increases

the smoother entropy more than the Min. Dir. Info. policy. The reason for this difference

is that our active obfuscation policy increases both the unpredictability of the state process,

i.e. Hµ(XT‖Y T−1, UT−1), and decreases the information gained from the measurements, i.e.

Iµ(XT → Y T‖UT−1) (cf. Theorem 3.1 and Fig. 3d). In contrast, the Min. Dir. Info. policy only

decreases the information gained from the measurements.

Our simulations therefore suggest that optimising the smoother entropy via (5) with β = ±1

can offer superior active estimation and obfuscation performance compared to optimising alterna-

tive state-uncertainty measures due to the smoother entropy capturing correlations between states.

Furthermore, the ability to both minimise and maximise the smoother entropy using standard

POMDP techniques is unique amongst the other state-uncertainty measure considered in our

simulations (the sum of marginal entropies, the terminal entropy, and the directed information)

since no other leads to concave cost and value functions when both minimised and maximised.
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VII. CONCLUSION

We investigated the smoother entropy (i.e. the conditional entropy of the state trajectory given

measurements and controls) as a tractable criterion for active state estimation and obfuscation.

We established novel forms of the smoother entropy using the Marko-Massey theory of directed

information that surprisingly enable both its minimisation and maximisation using standard

POMDP techniques. Future work could include investigating game-theoretic formulations of

adversarial active estimation and obfuscation using the smoother entropy, including inverse

problems such as inverse filtering (cf. [69]–[71]).
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