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Quantized Primal-Dual Algorithms for Network
Optimization with Linear Convergence

Ziqin Chen, Shu Liang, Li Li and Shuming Cheng

Abstract—This paper studies the network optimization prob-
lem about which a group of agents cooperates to minimize a
global function under practical constraints of finite bandwidth
communication. Particularly, we propose an adaptive encoding-
decoding scheme to handle the constrained communication be-
tween agents. Based on this scheme, the continuous-time quan-
tized distributed primal-dual (QDPD) algorithm is developed for
network optimization problems. We prove that our algorithms
can exactly track an optimal solution to the corresponding convex
global cost function at a linear convergence rate. Furthermore,
we obtain the relation between communication bandwidth and
the convergence rate of QDPD algorithms. Finally, an exponential
regression example is given to illustrate our results.

Index Terms—Distributed convex optimization, quantized com-
munication, linear convergence rate, primal dual algorithm.

I. INTRODUCTION

The network optimization problem has been intensely stud-
ied in various fields, such as the large-scale machine learning
[1], [2]] and the economic dispatch in power systems [J3]],
[4]]. Typically, it can be formulated as minimizing a global
function composed of a sum of local functions, each of which
is assessed by a local agent in the network. Correspondingly,
a large number of distributed algorithms [5]—-[11] have been
proposed to solve this problem. For example, Nedi¢ et al.
proposed a distributed gradient descent algorithm with sub-
linear convergence rate [5]. It was then improved to a linear
convergence rate for the strongly convex optimization problem
in [6]-[8]]. Further, a distributed primal-dual (PD) algorithm
with linear convergence was developed for solving certain
convex optimization problem [11].

Note that almost all the above distributed algorithms for
network optimization require each agent to interchange infor-
mation with its neighbors. However, if physical constraints,
such as sensor battery powers and computing resources, are
considered, then it becomes impractical to assume the infinite-
bandwidth communication in those algorithms. With regard to
the problem of finite-bandwidth communication, one effective
tool is the quantization scheme capable of compressing the
messages exchanged among agents. Hence, the quantized
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distributed algorithms have appealed much interest in recent
years [12]-[22]. For example, distributed algorithms with
static quantizers can converge to the neighborhood of an
optimal solution [12]], [[13]], while exact optimal solution can
be achieved by using a dynamic quantizer [14)]. A linear
convergence rate can be guaranteed via a uniform quan-
tizer in distributed alternating direction method of multipli-
ers [[15]], and the same convergence rate can be achieved by
the quantized gradient tracking algorithm [[16]]. However, the
strong convexity assumption was imposed [15], [[16]. Relaxing
the above strong assumption to be convex, the quantized
distributed subgradient descent algorithm with a sublinear
convergence rate O(In k/+/k) has been developed to track the
optimal solution [17], [[18]]. Further, it has been improved to the
convergence rate O(1/k) by using the amplified-differential
compression method [19]. Hence, there still lack any dis-
tributed linearly convergent algorithm for nonstrongly convex
optimization problems over multi-agent networks, under the
practical constraint of finite-bandwidth communication.

In this paper, we propose a novel quantized distributed
optimization algorithm. It achieves a linear convergence rate
for the convex optimization problems. Also, we present a fully
quantitative analysis, showing that the fast convergence rate
of the proposed algorithm will linearly increase the demand
for communication bandwidth. The main contributions of this
work are summarized as follows.

e A novel adaptive encoding and decoding scheme
is introduced to deal with the problem of finite
bandwidth communication. Following this scheme, we
present continuous-time quantized distributed primal-dual
(QDPD) algorithms to solve the convex network opti-
mization problem via quantization communication.

e Our QDPD algorithm can converge to an exact optimal
solution rather than near optimal solutions in [[12], [13].
Moreover, it admits a linear convergence rate, which
improves the sublinear rate for other quantized distributed
algorithms. All our results are derived under the mild
assumption that the cost functions satisfy metric sub-
regularity, which is weaker than the strong convexity
assumption imposed in [6]], [8], [15], [16].

o The relation between the communication bandwidth and
the convergence rate is obtained. Particularly, given the
communication bandwidth, we can always find a lower
bound for the convergence rate of our algorithms. It
provides theoretical support for transmission bandwidth
settings required by different convergence rates.

The rest of the paper is organized as follows. Section



briefly formulates the distributed convex optimization prob-
lem. In Section subjected to the constraint of finite-
bandwidth communication, we introduce the adaptive encoder-
decoder scheme and present the QDPD algorithm, together
with the convergence analysis. Section [[V]provides an example
to validate our results, and Section [V] concludes this work.
Notations: A n-dimensional vector is written as x € R™,
and ||z|| represents its Euclidean norm. For vectors x1, - -, 2,
denote the stacked column vector by &= [z1;---;xx]. For a
given positive number a €R, [a] is the smallest integer greater
than or equal to a. For a set C' C R™ and a point z € R",
the distance from « to C' is defined as d(z,C) = infycc ||y —
|- For a continuously differentiable function f(z), denote by
V f(x) its gradient vector. For a map F' : R" — R", define
the epigraph of F' as gphF = {(z,y) € R" x R"|y = F(x)}.

II. PROBLEM FORMULATION

Consider the network optimization problem in which N
agents cooperate to optimize the cost function as

min f(z),

N
fl@) =Y filx). 1)
i=1

Each cost function f;(z) : R® — R is locally processed by
an agent ¢ in the network. To solve the above problem, some
reasonable assumptions are needed.

Assumption 1. Each local cost function f;(x) is differen-
tiable, convex, and my,-smooth for some my, > 0.

Remark 1. Assumption 1 implies the global function f(z)
is differentiable, convex, and m g-smooth with mp=3 ;" ;my,.
It ensures the existence of an optimal solution of problem ([J),
commonly used in most relevant works [[17]-[19].

Based on graph theory, the interconnection network can be
described by an undirected and connected graph G = (V,§),
where V is the set of agents with cardinality |V| = N, and
E C VYV is the corresponding edge set. Denote by A =
[a;j]nxn the adjacency matrix of graph G with a;; = 1 if
(i,j) € &, otherwise a;; = 0. For an arbitrary agent i, N; :=
{j € V|(4,) € €} corresponds to the set of its neighbors with
cardinality |\;| = d;. Then, the Laplacian matrix is defined as
Lg=D — A with D = diag(dy,--- ,dy), and its eigenvalues
are arranged in an ascending order as 0 =01 < --- < oy.

Using primal dual methods [11]], [23], [24]] enable us to
reformulate the above optimization problem as

max min z)+ AN Lgx+a" Loz}, 2
Jmax - min {f() g g} 2
where the primal variables are x = [z1;---;2n], the dual
variables A= [A1;- - -; An], and the augmented Laplacian matrix

Lg=Lg®1I,.If (x* \") is a pair of optimal solution for the
problem @]) then it satisfies the KKT condition

0=—Vf(x*) —Lgz* — Lg\™, 3)
OZng*.
We further define
_ Vf($)+Lg$+Lg)\ 2Nn
F(z)_ |: ngm eR ) (4)

where z= [z; A] € R?N", and impose a weak assumption on
F(z).

Assumption 2. F(z) in @) is k-metrically subregular at
point (z*,0any) € gphF, that is, for some positive constant
K, there exists an open set C' O Z* such that

IF(z)l| = ™ d(z, 27), ¥z € C, 5)
where z*=[x*; X*|€ Z* with Z*={z|F(z)=0}.

Remark 2. Assumption 2 ensures the linear convergence
rate of our proposed algorithm, which will be discussed in
the subsequent section. Note that it is weaker than the strong
convexity assumption in [[15]], [16] and could be easily satisfied
when the epigraph of the map F is polyhedral form [[11].

Since the useful quantization communication scheme is
used to handle the finite bandwidth constraint imposed in the
network problem (2), that is, each agent broadcasts quantized
information by an encoder to and receives quantized informa-
tion by a decoder from its neighbors, an extra assumption on
quantization scheme is further assumed.

Assumption 3. For every i € V, the optimal solution of
problem satisfies ||2*|lcc < My and the corresponding
gradient satisfies ||V fi(x*)||cc < Mz, i€ V.

Assumption 3 guarantees that the quantization scheme is
persistently excited such that our QDPD algorithm works well
even under the non-ideal communication. This is similar to
Assumption 2 in [14] and Assumption 3 in [20]], respectively.

III. MAIN RESULT

In this section, to solve problem (I)), or equivalently (2)), we
design the QDPD algorithm, based on a novel encoder-decoder
scheme to model the quantized communication among agents
in Subsection Then, we prove the linear convergence
of the proposed QDPD algorithm using the Lyapunov method
in Subsection Finally, in Subsection we analyze
the relationship between the convergence rate and the required
communication bandwidth of the QDPD algorithm.

A. The QDPD Algorithm

For the adaptive encoder-decoder scheme used in our QDPD
algorithm, both the prime and dual variables are quantized and
then transmitted over the network graph G. Thus, it signifi-
cantly reduces the communication bandwidth, in comparison
to the distributed PD algorithm requiring infinity precise
transmission [[11]]. Specifically, the QDPD algorithm can be
decomposed into two procedures:

1. Quantized Communication Step

i) Quantizer: Denote the quantizer by Qﬁ,u where [[,u], | <
u characterizes the quantization range and L + 1 defines the
quantization level. As shown in Fig. 1, for a scalar s € [I, u],
the quantized state is written as

! ’ — S} . (6)

It follows from the above equation that s is encoded into the
set {0,1,--- ,L} and thus needs log,(L) bits to transmit if
no-transmission is required at the zero level.

Qﬁ’u](s) = argmin{’l + zu;
0<i<L



ii) Encoder: We adopt the periodic sampling with period T’
to sample the continuous-time input of the encoder z;(t) =
[z;(t); Aj(t)], ¢ > 0 and thus obtain the discrete variables
zj(KT) = [z;(KT); \;(KT)], k> 0 for any j € V. Then, the
output is quantized via the above quantization scheme into
¢:(KT) = g2 (KT), ¢} (kT)] with

¢; (KT) = Qp: 4y (2 (kT)), @

where the quantization range P (k) will be explicitly given in
the following subsection. Consequently, each a%ent J encodes
q; (KT) into a sequence of 2n log, (L) bits as q; b)(k:) and then
transmits it to its neighbors.

iii) Decoder: If an agent ¢ receives the quantized data
q;-(b) (k), then it can be recovered via the known quantization
range P7(k), j € N, which is easily obtained by using

q; ((k = 1)T).
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Fig. 1. Quantization scheme

2. State Update Step:

Following from the quantized communication step, each
agent updates its states via

&i(t) = Vi (@) (@ (6)-a () (¢} ()-a 1),
JEN; JEN;
A=Y (G B -g (1) ®)
JEN;

Combining with above two steps gives rise to the QDPD al-
gorithm, which is summarized as Algorithm 1. It is developed
from the distributed PD method [11] suitable for the ideal
communication scenario. Noting that each agent only trans-
mits the quantized binary sequence at each iteration step, it
significantly reduces the source occupancy of communication.

Given the initial states 2(0) and A(0), the key parameters
in our QDPD algorithm can be explicitly given as follows.

i) The sampling period 7' can be any positive constant
satisfying

34VE T ar
(eV 2oV —1)(ez" =1)p<c1<l, 0<e1 <1, (9
where p= V2o t2my)ry/(n o) Ao tll) g he parameter
5 77\/3+\/5\/0N—0Nﬁ2(7r+4)(mf+401v)
n= K2(mg+6oN) "
ii) The dynamic length of quantization range is

I(k) = 1(0)e™ 2+,

(10)

where [(0) = VaeaMy | [3E @) (mibon) o= 4T =/ 52 on T

KON Nn(120n+33)
T
with Mo=V2NnMEM', M [|2(0) ]| oo, M'> 225200 (V20

V NH)M1+ vVINnMs, 0 < cyg <1—c and B S (O, 1)
iii) The quantization level L can be any positive constant
satisfying

L> {max {M 2Nne%T+V WEUNT}-‘ ; (11)

l(O) ’ Co

iv) The quantization range is determined by

z _ L1(0) L1(0)
Pj (0)_ _T12na Tl2n )

P; (k=g (k= )T) = 2 15, g (= 1)T)+ 25215, ]

Algorithm 1 the QDPD algorithm at agent ¢
Initialization:
o Initialize 2;(0), [(0), L, T, fi(z), P7(0) and PZ(0).

z(b)

e Receive the initial quantized data q; (0) from neighbor j and

recover g% (0) = Q%;(())(Zj (0)). Set g7 (0) = ng(o)(xi(o)).
o Compute dual variables A;(0) = > ¢, (qf (0) — q;”(O)) and
the corresponding quantized states g} (0) = ,[L)/A(O) (A:(0)).
1: For times £ = 0,1,2,--- do '
2: Encode ¢7 (kT) into qf(b)(k) and send it to neighbors.
3: Recover the continuous-time signal from the discrete-time signal by

G () =q; (KT), kT <t < (k+ 1T, j € N; U {i}.
4: Update z;(t), \i(t), kT <t < (k+ 1)T by
2O=Vi@O)- % (#O-00)-% (20-00),

M= 3 (Fm-a ).

JEN;

5. Set the dynamic length of quantization range I(k + 1) from (T0).
6: Compute the quantization range

Li(k +1)

lon, qiz (k'T) +

Pk + 1) = [qf(kT)f @1%] .

7: Quantize local state information
G ((k+ D)T) = Qb g (wi((k + 1)T)).

8: Receive q?(b)(k+1) from neighbors j € N; and recover a; ((k+1)T)
by using known PZ(k + 1).
9: end

B. Convergence Analysis

We first introduce the following lemma to associate the
equilibrium of dynamics with the optimal primal-dual
solution pair.

Lemma 1. Under Assumption 1, the primal variables x;(t)
and dual variables \;(t) can be written in a stacked form of

#(0) = ~Vi(2(t) - Loa®(1) - Lo, )
A(t) = Lgq®(t),
where q®=[q¥;- -+ ;¢%]€RN™ and =g ;q?‘v] eRN™,

Then, the equilibrium of dynamics is a pair of optimal
solutions of the problem (2).

Since Lemma 1 is similar to Lemma 4 of the work [11],
the proof is referred to that reference.

Then, we prove the main result that our QDPD algorithm
converges to an optimal solution linearly.

Theorem 1. Under Assumptions 1-3, the QDPD algorithm
ensures that the states of all agents converge to an optimal
solution to the problem (I) at rate O(y~t) with v = e? > 1.

Proof. First, we construct a Lyapunov candidate function as

V(z) = 4onVi(2) + Va(2), (13)



where
Vi(z) = 3llz — 2%,
Vo(z) = f(z) — f(&*) + 32T Loz + A" Lgz.

Note that if V(z) is always positive and decays to zero at a
linear convergence rate, then z(¢) will linearly converge to z*.
We now prove that V' (z) does satisfy these properties.

Multiplying (z — =*)” left by (3) and using the relation
x*)TLg = 0%, yields
g Nn Y

(x —2)'Vf(z*) = —(z — )" LgA",
2T Lo\ = (x — x*)TLg.

This immediately leads to

Va(2) = fx) = f(=") = (x — ")V f(z")+
Lg(z—x* - (z—2*)T Lg (A= X").
It follows further from the convexity of f(x) that f(x)—

flx*)—(z—z*)TV f(x*)>0. And there is %(w—w*)TLQ(fE_

x*)>0. as Lg is positive semidefinite. Hence, we can obtain

ON * *
Va(2)2= 2 (- || A= )12) 2

1
S(a—a)T

ON *
*7||Z*Z 12, (14)

and prove that V(z) > 39|z — z*||> > 0.

Then, we prove that V'(z) converges to zero linearly. Denote
the quantization error by e = [ez;ex] with e = © — ¢
and ex = A — ¢*. Combining with Eqs. (3), (12), and
(m—a*)T(Vf(@)—V f(@*)) =0 yields

Vi(z)=—(x—2") T (Vf(x)-Vf(x*)+z? Lge,— " Loz
“riL’TLge)‘— ()\ - )\*)TLgew.
§—0';,1HLg:BH-HBTLg(ew%A)—(A—A*)TLgew.
Here we have used the relations ez« = Opny, and e)\* =0nn.
Further, noting z' Lg(estex) < [|Lgz| el < 535 [ Lol
S |e]|* for 0 < 1 < 1, we obtain

e

20’1\7

Vi(z)< UN || 12—~ (A=A")TLges. (15)

Moreover, there is
Va(z)=—|V f(2)+ Lgx+ Lo \|*+ (V f(x )+ Lgax+LgA)"
Lg(egtex)t|Loz|® - (Lgx)" Lge,.
And, using (Vf(z)+Lgx+LgA\)T Lg(ezt+ex)< |V f(x)+

Lg@ + LoA||[Lg|llell < F[Vf(z) + Loz + LgA|* +

252 | Lg||?|le]|? for 0 < g9 < 1 gives rise to

Va(2)<—(1=2) |V f()+ Lga+ Lo Al|*+(2e2) "' Lg|*[le]|®
H|Lgz|*~ (Lgz)" Lge,. (16)

Consequently, with (I3, we are able to derive

. 1

V(ZE—2||L993||2+4012\7||€||2—40N(>\—>\*)TLg€m—§||Vf(w)

3 1
+Lowt LoA| ok e+ 5| Loz |+ 3 | Lges |,

1 . 1
§—5IIF(Z)||2+5cr?v||e||2+2azvll>\—>\ H2+(2(7N+§)
|Lgez|?, (17)

for 61 = &9 = 1/2. The first inequality follows from
—(Lgz)" Lges < 5| Lg|*+ 2”603”2 Since A — A"[* <
QV(z and ||Lg€m||2 < o%|le||?, Eq. (T7) can be further upper
bounded by

4V (z)

V(2)< 5 () [+ 20k + 5 0% le(t) 24

This indicates the decaying property of V(z) is related to
|le(t)||. Hence, the linear convergence of V(z) is essentially
equivalent to the following inequalities

(18)

V(z)<a(t), 0<t<EkT, keN,
le(kT)|| < coe™V 57N Th(kT), (19)
let)| < b(t), 0<t<kT,

where

6
a(t):wwe*"ﬁ 20)
C kon 1205 +33
Inequality V(z) < a(t) in (I9) means that V' (z) converges

to zero linearly. The corresponding proof is deferred to the
Appendix.

Finally, via the convergence rate of V(z) being e, we
conclude that z(¢) converges to z* and z;(t) to «* for i € V
at a linear convergence rate. This rate can be explicitly given
as O(y~t) with y = e > 1. O

Theorem 1 establishes the linear convergence of the QDPD
algorithm even with the communication constraints of quan-
tization. As a matter of fact, the cumulative quantization
errors from quantized communication bring a difficulty to con-
vergence analysis. For eliminating the effect of quantization
errors, we introduce a special decaying quantization length
strategy (k) in our QDPD algorithms. This well-designed I (k)
ensures the exponential convergence of quantization errors and
contributes to the linear convergence of the QDPD algorithm.

C. Bandwidth Analysis

In this subsection, we analyze the relationship between
the bandwidth and the convergence rate. To characterize this
relationship, we need to adjust the convergence rate dynam-
ically. Hence, a positive gain parameter « is introduced into
the QDPD algorithm and the dynamics (8] is redesigned as
follows,

i(t) =aV fi (zi(t)) — Z (aF (t)—a5 (1) -

o GZ (a7 ()~ ]i( )) (22)
Nilt)=a X (qF(t)—qF(t)), a>0.

JEN;
When a=1, @I} matches Algorithm 1. In fact, the introduced
gain « does not affect the qualitative result of linear conver-
gence for the QDPD algorithm with dynamic (22)), but has a
quantitative impact on the convergence rate. We present the
following corollary to illustrate this point.



Corollary 1. Consider the QDPD algorithm with modified
dynamics R22), in which some parameters are revised as
i) T, satisfies

(enV SHRoNTn 1) (eFTe 1) pa !

<e <1 (23)
ii) 1o (k) satisfies
lo(k) = 14 (0)e™ 2 *Ta
V2 My s Bt (m460n) — G Toman/ 2550 T,

with 1(0)==%2Z
iii) L, satisfies

Lo > {max {21\40 2Nne%T‘*'mV N T }—‘ . (249
C2

la(0)’

Under Assumptions 1-3, the states of all agents converge to
an optimal solution to the problem (1) at rate O(~,") with

N7L(120’N+33)

Since Corollary 1 is similar to Theorem 1, the proof is
omitted here. In Corollary 1, the upper bound of the minimum
bandwidth B, = logy(Ly)/T, and the convergence rate v,
are dynamically adjusted by the gain «. Next, we discuss their
corresponding relationship in the following theorem.

Theorem 2. Under Assumptions 1-3, the following proper-
ties hold.

i) The ODPD algorithm with linearly converges to an
optimal solution of problem under any positive bandwidth.

ii) The relationship between the communication bandwidth

B and the convergence rate ~y,, satisfies
B < Cyln~, + Cq, (25)

where the constants Cy and C1 are chosen as

V6 +5oN V24 + 8Vbon + 27

Co = (logy e)(1+ = =72

nln pg
(logy(2Nn) — 2log, ca),
1 262
C1 = (zlogy(2Nn) — log, co) ——, > 1.
1 (2 g ) g2 2)Ppo77 Po

Proof. 1) According to Corollary 1, ensures the linear
convergence of the QDPD algorithm. Next, we discuss the
parameters required in Corollary 1.

Assume that n is a fixed constant. In this case, for any
T, > 0, there exists a sufficiently small « such that (23)
holds. Then, the quantization level L,, is estimated via as
follows,

an 345
lirrb(\/ZNn/CQ)e 7 Toctor/ 252 onTa V2Nn/ca,
a—

which means that the transmitted information could be rep-
resented by log,([max{ Zlé\g)“, @}D bits data at each
instant. Since T, can be chosen as any positive con-
stant, the upper bound of the minimum bandwidth B, =
log, ([max{ 21%0 @H) /To can be any positive constant.
It implies for any positive bandwidth, the QDPD algorithm
with achieves linear convergence.

ii) For a fixed convergence rate v,, we compute the corre-
sponding upper bound of the minimum bandwidth B,,.

By choosing that

1
T, = , po > 1, (26)
“ Vaouis oyt L 2o
2n1n po T bpon

Following from e* —1 < e” and e” — 1 < ze®, one has that

(VBN Ta_1)(¢FTa_1) /0 <77§ o) B o N Tt

2n1n po
= (V24+8VBon+21) In va

3+f
eV ONTo+ 5 To <o,

Following Tp, < #2" from (26), one can obtain that

Invoking T, < from (26)) yields that

27)

3+V5E
2

O'NTa

(e —1)(eF T —1)pa~t < e <1

Thus, T, in satisfies (23).

Noting the quantization levels at initial time has no effect
on the value of the required communication bandwidth, we
compute B, via (24) as

Nn % Tota faNTa)

B 710g2(La) log, (V2 s
[0 Ta Ta K

Llog,(2Nn)—1 3+5
_2 0gs ;L) OgQCQ—i—long(lnva—i—a +T\[) (28)

Substituting (26) into @8), we conclude that B, =
CoIn(v,) + Cy. Hence, holds. O

Note that property i) provides a necessary and sufficient
condition on the required bandwidth for linear convergence
of the QDPD algorithm. Specifically, property i) provides its
sufficiency. Its necessity can be deduced directly by Shannon’s
rate-distortion theory. That is, if the quantized distributed
algorithm achieves linear convergence with the rate v, the
bandwidth B, > v, log, e > 0.

Property ii) offers the upper bound of the minimum band-
width. Hence, there may exist a B < 3, such that the QDPD
algorithm achieves linear convergence with the fixed rate .
Conversely, for a fixed bandwidth B, the QDPD algorithm
can always guarantee the linear convergence rate .

IV. EXAMPLE

In this section, we use an exponential regression example to
verify our result. Consider a training set S ={(a;, b;, c;,d;)T €
R*} for i€ {1,---,12}, which is given in Table L

We aim to learn a parameter z to minimize problem (TJ),
whose local cost functions are designed as follows,

(17;(1' — bi)z, lf xr 2 bi,
ci(z +di)?, if v < —d;,
0, otherwise,

fi(z) = (29)

which satisfies Assumption 1, and the corresponding F satis-
fies Assumption 2 based on Lemma 2 in [11]]. Take 12 agents
cooperatively to learn the optimal solution z* € [0, 1]. The
network graph is described as a ring and the information
transmission among agents is sampled and quantized. The
parameters of the quantization scheme are chosen as: i) the



TABLE I

a b c d a b c d

0.1 0.5 1.0 9.0 05 04 1.0 50

i

7
03 02 30 30 8 0.6 1.0 7.0 50
05 30 70 9 02 00 50 90

00 06 70 20 10 05 09 80 6.0

09 0.7 1.0 00 11 1.0 09 70 6.0
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Fig. 2. The trajectories of z;(¢t) and A;(¢) fori € {1,---,12}.

sampling period T' = 0.05s; ii) the dynamic length of quanti-
zation range (k) = 0.8~ %1% iii) the number of quantization
levels L + 1 = 68. The initial states of all agents are set as
x(0) = [—9;4;—9; —9; 0; —8;6; 6; 4; —7; 3; 0].

i) The trajectories of x(¢) and A(t) are shown in Fig.2,
which demonstrates the convergence of the QDPD algorithm.

ii) The tracking errors ||x(t) — *|| of the QDPD algorithm
(blue line) and the related PD algorithm in [[11]] (red line)
are shown in Fig.3. The result illustrates that the quantized
communication has a slight impact on the convergence rate.
Further, a performance function J(t) = e%0||z(t) — x*|| is
used to show the linear convergence.

[-error of the QDPD algorithm| |

—error of PD algorithm

Time t

30

.

20

=1
10

5

o

[0} 5 .10 15 20
Time t

Fig. 3. The trajectories of the tracking errors of the QDPD algorithm and the
distributed PD algorithm without quantization, and the trajectory of J(¢).

V. CONCLUSION

This paper introduced a continuous-time quantized dis-
tributed optimization algorithm, called the QDPD algorithm, to
solve a distributed optimization problem with finite bandwidth
constraints. Without strong convexity, our QDPD algorithm
can converge to an optimal solution at a linear convergence
rate under a mild metric subregularity assumption. Meanwhile,
the required bandwidth was analyzed in detail. Particularly, for
any positive bandwidth, our QDPD algorithm with a minor
modification always maintained linear convergence. Under
a specific bandwidth, we proved that a lower bound that
guarantees this linear convergence rate could be characterized.

VI. APPENDIX

To complete the proof of Theorem 1, we first introduce
two properties concerned on the upper bound of the stacked
optimal dual variables ||A*|| and the bound of V (z).

Proposition 1. UndeTr Assumption 3, the stacked optimal
. w150
dual variables | X*||< N"Tflhr\/ Nn({\;[—;Jng).

Proof. For simplicity, we discuss the case of n = 1 since the
proof of the case n > 1 is similar. From (12)), 1%)\ = 0, which
leads to 15 () = 15, A(0) for any ¢ > 0. Using the symmetry
of Lg, we decompose the La Plaaan matrix Lg=PTAP and its
generalized inverse matrix Lg =PTATP respectively associated
with an orthogonal matrix P and

1 1
Azdiag(O,ag,--- 7O'N)7 AT:diag(O’i7... ,7).
09 ON
Multiplying both side of (3) by LTg can lead to that
—PTIATPY () +AATP(e* + X =0x, 0
PTATAPx*=0y.
Define ° = Pz*, X\ = PA* and Vf(z*) = PVf(z*).
Then substituting them into (30) obtains that
~ 1~
=3 — —Vfi(z*), i=2,--,N. 31)
0

Further define A, = [\3; - -; \iy] € RV~ Invoking (31) yields
that
. N 1 1
Nl =\ 2@ = V@) < V)] + ]
i=2 v

Regradmg LgPT=PA and LgP1 =0p associated with Pj=

1 1 A
\/7

by noting that |)\*|— =M= following from Assumption
3, one can obtain that

o

AT = IA T <A+ AL <

1\/>()+\/>( M, +Ms).
< A= 1RO+ VNR( S,

Proposition 2. Under Assumption 1, the bound of V(z)
satisfies

When n # 1, || A"

M+ Ms). O

30’]\] * «
— Nz =2"?<V(2) < Iz — 2",

mys+6on
— 32
5 (32)



Proof. By (T4), one has that V(z) > 22X ||z — 2*||%. Next,
we establish the upper bound of V(z). It follows from the
m g-Lipschitz continuity of V f(x) that f(z) — f(x*) — (z —
z*)'V f(x*) < BL||le — «*|*. Since Lg is positive semi-
defined, 1(z — *)"Lg(x — «*) < 2 ||z — =*||* and (x —
)" Lg(A — X*) < % (=]l — 2*[2 + LA — A"[]2) for any

. ~ 2. .
€ > 0. Choosing € = . results in that

Va(z)<(ms+on)/2|lz—2"|>+o% /(2(mston))z—z*|?,
<(mp+20n)/2|z—2%|?. (33)

MEEIN || z—2*||2. Hence, (32) holds.
O

which implies V(z) <

Now, we use the mathematical induction method to prove
(T9). When k£ = 0, Assumption 3 naturally ensures (T9). We
now prove that if (T9) holds when & = k; for any k1€N, then
(T9) holds when k = k1 + 1 by considering the following four
steps.

Step 1: We prove that for any t' € (k17 (k1 + 1)T7,

lle®)]|<b(t), te(kiT,t") =V (z)<a(t), te(kiT,t']. (34)
For any /3 € (0,1), (I8) is rewritten as
1- 11 4V
< 5 [F(2)]%= B\LF( 2204 oR) le®)*+-

By 1nequa1ities (3) and (32), one has that

1-8 4 11
—_— — | V(203 =03 )2
ot ooy 3) VoA oA e

For any t € (k17,t'), assume V > a(t). Define V;(t)=Ve™,
then V3 (t) >™£E572 Y (0). Combining with [|e(t)]| <b(t), we
obtain V <—nV, which further leads to

Vi(t)=e" (V + V) <O0.

VS—nV—

(35)

Based on the above analysis, {z|V (z)e™ < MV( 0)}is
a positively invariant set. Recalling V' < a(k:1 ) at time

k1T, it follows Vi (kiT) < %&'NV( ). Hence, Vi(t) <

MFBIN Y (0), te (ki T, t). It implies V <a(t), te (ki T,¢'].

0'

Step 2: We prove that for any ' € [k1 7, (k1 +1)T),
V(z)<a(t), te (ki T,t']=let)| <b(t), te(kiT,t']. (36)
From (I2), it is easy to obtain that
o {—Vf(w)—i— [Lg Ony)et[Ony, Lg}e—LgiB—LgA:| 37
Lgxz—[Lg Ony)e

Define z=z—2z* and O=V f(x)-V f(x
(37) yields that
7Lgi*Lg;\*® T Lg Lg

Lo@ }’Lg [ Lg 0] (38)

Integrating both side of (38)) from k17 to ¢, t € (k1T,t'] leads
to that

t T t T t
e(t) = e(le)efle Lodr_ [i,r Lng/

kT

*). Inserting (3) into

é—fgez [

Lgi+LgA+©
L&

¢ JiirLadr g (39)

Then, taking the norm on both sides of (39) gives that

_ t -
le@®l<letaD) [P B D [ (@] LE ]+ | Lo +]e)

kT

|eEet=7)||dr. (40)

Next, we analyze the upper bound of each item of (40) as

le(kT)[[[leEe =MD |= || S [Tg(t — kaT)]P|lle(k: T

p=0
3~ I

p=0

DN ek <e T (k).

Following from V' < a(t), t € (k1T,t'] and the conclusion of
Proposition 2, one can obtain that

i _
2 | ||eLg<H>||||Lg%||dezaN/ Z'”N N\ ar
kT
t (k1+1)T 2V (=
<20NeUNt/ _ONTdT/
kT kT
4 M, — n
Sfo (mf+60'N)UN(€UNT efT 3 (k41T
nonN

Similar arguments can lead to

t
L
2 Mo

- NoN
The last term of {@0) can be rewritten as

le®e =Dl LgAlldr

ENT_ 1)(egT _ l)e_g(kl-‘rl)T.

(ms+6on)on(e

t - t > len(t—T1)P
[ emsempears [ 0 0,
kT kT p:
<—(e"T —1) myl|®||ldr
f
ON k1T
< 2]\470mf my+6on (eENT _ 1)(6gT . 1)6—%(k1+1)T.
TNoN ON

To proceed, denote by A¥' = sup, 1_,< [|e(t)]. Substitut-
ing all the above inequalities into (40) yields that

2M0mf

noN

. 61,
AP = Tle(n Tl (=2 1/ (my+6on)on+
nonN

myt6on 21T

)(eENT 1) (3T~ 1)e”
ON
Choosing T satisfies (9), which implies that

6. M 2M, 6
( 70,/ merGJN oN+ Bmf mf+ UN
noN
(e —1)e” <’<1+1>T <c b(kl )
By noting that the eigenvalue of Lg is n =

eNTle(k1T)|| < e2b(k1T)
1, we have |[e(t)|| <b(k.1T)

(e(TNT

(41)

v/ 3+T‘/50N and

via (19), following from ¢; +c2 <
= b(t), te (kT t).



Step 3: We prove that for any
lle(®)]| <b(t), t € [kT, (ki +1)T),

_ (4VBonT

= lle((k + DT)|| < cze 2

(42)
b((k1+1)T).

Denote the left limit of e(t) as e~ (t). For any ¢ € [k T, k1 +
1), there is g*(t)=q*(k1T) such that

z((k1 +1)T) — ¢ (k1 T)
z(t) — ¢*(k1T) = e ((k1 + 1)T).

= lim
t*}(k‘l +1)T7

For any t€ k1T, k + 1), one has that |le(t)|| <b(t)=b(k1T).
Then, invoking (TI) yields that
E
b(k:T)

z2((k1 + 1)T) — q* (k1 T)
-l

(k1 +1)
that is, the quantizer is unsaturated at time t= (k1 +1)7. It
further ensures the quantization error satisfying

N
Jel(hs + D 21k +1) = eae VN T 1)),
Step 4: At last, we prove (T9) holds for k£ = k; + 1 based

on (34), (36) and @2).

Firstly, we need to prove

s%p{kle <t < (ky+DT|let)]| < b(t)} = (ks + 1)T.

e~ ((k1 + 1)T)
(k1 +1) H

;o 43

L
I<3
2

Recalling the definition of b(t), there is b(t) = b(k1T) for
any t € [k17T, (k1 + 1)T'). Define the set as follows,

Q={kT <t<(k+1)T|let)] < b(kT)}. (44)

At time k;T, the quantization error satisfies |le(kiT)| <
b(k1T). Since e(t) is continuous on ¢ € [k1T, (k1+1)T), there
exists sup,cqt > k1T satisfying ||e(t)| < b(k:T). Next, we
use a contradiction argument to prove sup,cot = (ki +1)T.
Assume that tg = sup,cq t, to € (k1T (k1 + 1)T).

Since e(t) is continuous on ¢ € [k, T, (k1+1)T'), there must
be |le(to)|| = b(k1T') by (@4). However,

el <b(krT) =b(t), t € (kaT,t0),
Bv <aw),te (o,
D Jlet)l < b(t) = b T), t € (T 0],
which contradicts to ||e(t)||=b(k1T'), then sup,cq t= (k1 +
1)T.
Up to now, we have proved that |le(t)|| < b(¢), t €

(k1T, (k1 +1)T). Following (34) yields that V' (¢) < a(t), t €
[k1T, (k1 +1)T]. Following [@2) yields that ||e((k1 +1)T)|| <

cze_\/Hzix/ggNTb((k?l +1)T). Thus, (T9) holds for k = ki +1.
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