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ABSTRACT

In this paper, we introduce a fast row-stochastic decentralized algorithm, referred to as FRSD, to solve
consensus optimization problems over directed communication graphs. The proposed algorithm only
utilizes row-stochastic weights, leading to certain practical advantages in broadcast communication
settings over those requiring column-stochastic weights. Under the assumption that each node-specific
function is smooth and strongly convex, we show that the FRSD iterate sequence converges with
a linear rate to the optimal consensus solution. In contrast to the existing methods for directed
networks, FRSD enjoys linear convergence without employing a gradient tracking (GT) technique
explicitly, rather it implements GT implicitly with the use of a novel momentum term, which leads
to a significant reduction in communication and storage overhead for each node when FRSD is
implemented for solving high-dimensional problems over small-to-medium scale networks. In the
numerical tests, we compare FRSD with other state-of-the-art methods, which use row-stochastic
and/or column-stochastic weights.
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1 Introduction

In recent years, rapid advances in artificial intelligence and communication technologies have led to computational
network systems over which one has to solve optimization problems with enormous, physically distributed and/or
private data sets in order to achieve system level objectives such that every agent, represented by a node in the network,
has to agree on a common decision. To reach an optimal consensus decision, decentralized optimization techniques
can be used to solve a consensus optimization problem in a distributed manner employing only local computations
and communication among neighboring computing nodes that can directly communicate with each other. The classic
consensus optimization problem has the following form:

x∗ ∈ argmin
x∈Rp

f̄(x)≜
1

n

n∑
i=1

fi(x), (1)

where the objective function f̄ is the average of all individual cost functions {fi}ni=1, where fi : Rp → R is the private
function of agent i. This problem appears in a variety of applications, e.g., sensor networks [1,2], distributed control [3],
large-scale machine learning [4–10], distributed estimation [11].

Next, we first discuss the previous work focusing on undirected networks, and then we summarize some related
methods proposed for distributed consensus optimization over directed networks. Let G = (V, E) be the network
of collaborative agents, and x̃i denote a local estimate of the optimal decision for i ∈ V . For merely convex
objectives, we call x̃ = [x̃i]i∈V an ϵ-solution if | 1n

∑
i∈V fi(x̃i) − f∗| ≤ ϵ and the consensus violation satisfies

max{∥x̃i − x̃j∥ : (i, j) ∈ E} ≤ ϵ for i ∈ V , where f∗ denotes the optimal value of (1). On the other hand, for
strongly convex problems, we say that x̃ is ϵ-optimal, if ∥x̃i − x∗∥ ≤ ϵ for all i ∈ V .

Inspired by the seminal work [12], the authors in [13] proposed a distributed (sub)gradient method for solving (1).
When each fi is closed convex, the method in [13] is shown to have a sublinear convergence rate, i.e., to compute an
ϵ-optimal solution, one needs to evaluate O(1/ϵ2) subgradients – in contrast to linear or O(1/ϵ) sublinear convergence
rates, the slower rate of subgradient methods is due to their use of a diminishing step-size sequence or of a small fixed
step size α = O(ϵ). Moreover, when agents have simple closed convex constraint sets, distributed projected subgradient
methods are proposed for solving

min{f̄(x) : x ∈ X}; (2)

e.g., the method in [14] solves (2) employing exact subgradient evaluations, while the method in [15] can handle
subgradients corrupted by stochastic noise. In [16], algorithms based on dual averaging of subgradients are studied for
solving (2) assuming 0 ∈ X . In [15], it is shown that an ϵ-optimal solution can be computed with O(n3/ϵ2) iteration
complexity that is independent of the network topology, whereas the algorithm proposed in [16] requires iteration
complexity of O(n2/ϵ2) for paths or simple cycle graphs, O(n/ϵ2) for 2-d grids, and O(1/ϵ2) for bounded degree
expander graphs.

The authors in [17] propose a primal-dual subgradient algorithm to solve problems with a global constraint set defined as
the intersection of local ones, i.e., X = X0 ∩ (

⋂n
i=1)Xi in (2) such that each agent-i only knows fi, Xi and X0. In [18],

under the assumption that the gradients are bounded and Lipschitz, an improved convergence rate of O(log(k)/k2) is
obtained by employing Nesterov acceleration. In a similar setting, assuming convex functions with Lipschitz gradients,
the EXTRA method [19], using a fixed step size and utilizing the difference of two consecutive gradients in each update,
is shown to generate a sequence that converges with a O(1/k) rate, which improves to linear convergence under the
additional assumption of strong convexity. There are also distributed algorithms based on alternating direction method
of multipliers (ADMM) and the augmented Lagrangian method achieving similar rates, e.g., [20–23] –some handling
composite convex functions [24, 25], and some even handling complicated constraints [26, 27].

The works that we have discussed above are designed for undirected networks; hence, they correspond to balanced
graphs if we treat undirected networks as a special case of directed networks. However, directed networks may well
be unbalanced; this situation arises especially for directed time-varying networks. For general directed networks, the
first works to employ push-sum consensus protocol [28] (for computing an average over directed networks) within the
distributed optimization framework (using the dual averaging method) are [9, 10]. A follow-up work in this direction is
the subgradient-push method proposed in [29] that combines the push-sum protocol with the distributed subgradient
method [13] (for minimization of convex functions). More precisely, the method in [29] applies to (1) when each fi
is a closed convex function and the directed communication network is time-varying, and achieves a sublinear rate
of O(log(k)/

√
k) using a column-stochastic weight matrix and a diminishing step-size sequence. On the other hand,

when when each fi is smooth (i.e.,∇fi is Lipschitz continuous) and strongly convex, the DEXTRA algorithm proposed
in [30], which is a distributed method for directed graphs, achieves R-linear convergence rate; it combines EXTRA [19]
with push-sum approach [28]. The step-size in DEXTRA is constant and should be carefully chosen belonging to a
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specific interval that may be unknown to the agents. Compared to DEXTRA, Push-DIGing [31] and ADD-OPT [32]
have a simpler step-size rule and can achieve R-linear rate on directed graphs with time-varying and static topology,
respectively, using sufficiently small constant step-size. These approaches employ a column-stochastic weight matrix
to achieve R-linear rate over strongly connected networks. Unlike the previous methods that are based on push-sum,
there are other works achieving linear convergence for the smooth and strongly convex setting by employing both
column-stochastic and row-stochastic weights, e.g.,AB,ABm and Push-Pull [33–35]. Later,ABN method is proposed
in [36] which incorporates Nesterov’s momentum term into AB.

It is important to note that designing column-stochastic weights requires the knowledge of neighbors’ out-degree for
each node; this requirement is impractical within broadcast-based communication systems. To address this issue,
in [37], the authors proposed a method that only uses the row-stochastic weights. This line of research, i.e., using
only row-stochastic weights, has attracted attention, and in follow-up papers, the algorithm in [37] is extended to
handle uncoordinated step-sizes in the FROST algorithm [38], and to incorporate Nesterov acceleration leading to
the FROZEN algorithm [36]. Finally, the D-DNGT algorithm proposed in [39] employs heavy-ball momentum and
can handle nonuniform step-sizes. Some recent work extended the synchronous methods for directed networks to the
asynchronous computation setting, in which agents asynchronously update their iterates by using the currently available
(possibly old) information, and they do not wait for the other agents to update in order to proceed to the next update,
i.e., there is no global clock, e.g., [40–42].

Contributions: In this paper, we propose a fast row-stochastic decentralized algorithm, referred to as FRSD, to solve
distributed consensus optimization problems over directed communication networks. FRSD employs only row-stochastic
weights, and we show that when {fi}ni=1 are strongly convex and smooth, FRSD iterate sequence corresponding to
a constant stepsize converges to the optimal consensus decision with a linear rate. While previous row-stochastic
methods [36–39] crucially depend on the gradient tracking technique to establish linear rate, in this paper we achieve
the same result through introducing a novel momentum term which leads to implicit gradient tracking, i.e., FRSD does
not employ gradient tracking explicitly at the node level–hence, it does not require any computation simultaneously
involving∇fi(xi(k + 1)) and∇fi(xi(k)) for any node i ∈ V in the k-th iteration; but, it still manages to implement
gradient tracking in an implicit manner. This new dynamics proposed in this paper leads to: (i) reduction in the data
stored, and (ii) reduction in the data broadcast, for each node. More precisely, FRSD does not need to store x iterate from
the previous iteration while it is needed for all other methods explicitly using the gradient tracking term; furthermore,
FRSD also eliminates the need for broadcasting a variable related to gradient tracking. In summary, in FRSD any
agent-i only needs to store a 2p+ n-dimensional vector, and to broadcast n+ p-dimensional vector. Comparing with
the other row-stochastic methods Xi-row, FROZEN, and D-DNGT, communication requirement decreases from 2p+ n
to p+ n. For settings where p≫ n, e.g., n ≈ 100 nodes collectively solving an image/video processing problem with
p ≈ 106, this reduction is significant. The reduction in storage requirement is even more significant, see Table 1. In the
numerical tests, we empirically show that FRSD is competitive against the other state-of-the-art methods: Xi-row [37],
D-DNGT [39], FROZEN and ABN [36], AB [33], ABm [34], Push-DIGing [31] and Push-Pull [35].

Notation: In this paper, the bold letters denote vectors, e.g., x ∈ Rp, and [x]j denotes the j-th element of x. The vector
0n and 1n represent the n-dimensional vectors of all zeros and ones. The uppercase of letters are reserved for matrices;
given X ∈ Rn×n, diag(X) ∈ Rn×n denotes the diagonal matrix of which diagonal is equal to that of X ∈ Rn×n.
Moreover, given v ∈ Rn, diag(v) is a diagonal matrix with its diagonal equal to v. In = [e1, . . . en]

n
i=1 denotes the

n× n identity matrix, where ei denotes the i-th unit vector. Throughout ∥ · ∥ denotes the Euclidean and the spectral
norms depending on whether the argument is a vector or a matrix.

2 Design, Comparison and analysis of FRSD

Consider the consensus optimization problem (1) over a communication network which is represented as a directed
graph G = (V, E), where V ≜ {1, 2, . . . , n} is the set of nodes (agents), and E is the set of directed communication
links between the nodes. Each node i ∈ V has a private cost function fi : Rp → R, only known to node i.
Furthermore, for each node i ∈ V , we define its in-neighbors as the set of nodes that can send information to node i, i.e.,
N in

i ≜ {j ∈ V : (j, i) ∈ E} ∪ {i}. Since FRSD is a row-stochastic method, any node i ∈ V does not need to know
its out-neighbors, i.e., the set of nodes receiving information from node i, which makes FRSD suitable for broadcast
communication systems.

Throughout the paper we make the following assumptions.
Assumption 1. G is directed and strongly connected.

Assumption 2. For every i ∈ V , the local function fi is L-smooth, i.e., it is differentiable with a Lipschitz gradient:

∥∇fi(x)−∇fi(x′)∥ ≤ L∥x− x′∥, ∀ x,x′ ∈ Rp. (3)
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Assumption 3. For all i ∈ V , fi is µ-strongly convex, i.e.,

fi(x
′) ≥ fi(x) +∇fi(x)⊤(x′ − x) +

µ

2
∥ x′ − x∥2 (4)

for all x,x′ ∈ Rp.
Remark 1. Under Assumption 3, the optimal solution to (1) is unique, denoted by x∗.

Definition 1. Define x ≜
[
x⊤
1 , . . . ,xn

⊤]⊤ ∈ Rnp and y ≜
[
y1

⊤, . . . ,yn
⊤]⊤ ∈ Rnp, where xi, yi ∈ Rp are the

local variables of agent-i for i ∈ V ≜ {1, . . . , n}, and in an algorithmic framework, their values at iteration k ≥ 0
are denoted by xi(k) and yi(k) for i ∈ V . Let f : Rnp → R be a function of local variables {xi}i∈V such that
f(x) ≜

∑
i∈V fi(xi) for x ∈ Rnp and∇f(x) ≜

[
∇f1(x1)

⊤, ...,∇fn(xn)
⊤]⊤ ∈ Rnp, where∇fi(xi) ∈ Rp denotes

the gradient of fi at xi ∈ Rp.

We next propose our decentralized optimization algorithm FRSD to solve the consensus optimization problem in (1).

Algorithm 1 FRSD

Input: xi(0) ∈ Rp, ∀ i ∈ V , α, β > 0 such that αβ < 1, R = [rij ] ∈ Rn×n satisfies
(5).

1: yi(0)← 0p, vi(0)← ei ∈ Rn for i ∈ V
2: for all k = 0, 1, ... do
3: Each i ∈ N independently performs:
4: x̄i(k)←

∑
j∈N in

i

rijxj(k)

5: if k > 0 then
6: yi(k)← yi(k − 1) + β (xi(k)− x̄i(k))
7: end if
8: xi(k + 1)← x̄i(k)− α

(
∇fi(xi(k))

[vi(k)]i
+ yi(k)

)
9: vi(k + 1)←

∑
j∈N in

i

rijvj(k)

10: end for

2.1 FRSD Algorithm

Consider FRSD displayed in Algorithm 1, at each iteration k ≥ 0, every agent i ∈ V updates three variables xi(k),
yi(k) ∈ Rp and vi(k) ∈ Rn, where α, β > 0 and R = [rij ] ∈ Rn×n are the parameters of the algorithm: α is the
constant step-size and β is a momentum parameter such that αβ < 1, and R is a row-stochastic matrix such that

rij =

{
> 0, j ∈ N in

i ,
0, otherwise;

∑
j∈V

rij = 1, ∀ i∈ V. (5)

Remark 2. Since G is strongly connected and has finitely many nodes, the Markov chain corresponding to the transition
probability matrix R is irreducible and positive recurrent; moreover, since R has a positive diagonal, it is also aperiodic;
therefore, there exists a stationary distribution π ∈ Rn, i.e., π > 0 and 1⊤

nπ = 1 such that π⊤R = π⊤.
Definition 2. Each node i ∈ V , initialized with vi(0) = ei, generates a sequence {vi(k)}k≥0 initialized from vi(0) =

ei, using the recursion in line 9 of the FRSD algorithm. Define R = R⊗ Ip, V (k) ≜ [v1(k), . . . ,vn(k)]
⊤ ∈ Rn×n,

i.e., vi(k) is the i-th row of V (k), set V (k) ≜ V (k)⊗ Ip and Ṽ (k) ≜ diag(V (k)).

Given arbitrary x(0) ∈ Rnp, we initialize y(0) ∈ Rnp such that yi(0) = 0p for i ∈ V and V (0) = In. We present
FRSD stated in Algorithm 1 in a compact form as follows:

x(k + 1) = Rx(k)− α
(
y(k) + Ṽ −1(k)∇f(x(k))

)
, (6a)

y(k + 1) = y(k) + β (In −R)x(k + 1), (6b)

V (k + 1) = R V (k). (6c)
Remark 3. In the numerical section (Section 4), we also considered a corrected step variant of FRSD, called FRSD-CS,
which is only different from FRSD in the step size choice, i.e., FRSD-CS is obtained by replacing (6a) with

x(k + 1) = Rx(k)− αṼ (k)
(
y(k) + Ṽ −1(k)∇f(x(k))

)
.
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We empirically observed that FRSD parameter tuning is pretty stable: once the parameters are tuned, the performance
of the algorithm is robust to slight changes to the problem parameters, e.g., changes in the graph topology (through
adding/deleting an edge), in the number of agents (increase/decrease), in convexity modulus and Lipschitz constants.
For instance, in the Huber-loss minimization and logistic regression problems we tested in the numerical section, fixing
α, β > 0 such that αβ = 0.05 worked very well; thus, tuning hyper-parameters can be treated as one-dimensional
search as in Xi-row, AB, Push-DIGing, which are using a single parameter α > 0. Furthermore, if the problem in (1)
will be solved repetitively with slightly changing data, then having an additional parameter might be helpful as it gives
the practitioner an extra degree of freedom to optimize the performance given that one time parameter tuning would
work fairly well under slight changes.

In the rest, we focus on establishing asymptotic convergence guarantees for FRSD; therefore, we skip providing
a termination condition as designing a locally implementable stopping mechanism for decentralized optimization
algorithms is itself a complicated task, attracting recent research interest [43, 44].

2.2 Related Methods

Next, we discuss the existing distributed optimization methods for a directed graph G satisfying Assumption 1. In
particular, Push-DIGing using column-stochastic weights, AB, ABm, ABN and Push-Pull using both row- and
column-stochastic weights, and Xi-row, FROZEN, D-DGNT using only row-stochastic weights are closely related to
our FRSD method and are described below in detail.

2.2.1 Push-DIGing

The Push-DIGing algorithm, proposed in [31], achieves a linear convergence rate for solving (1) over directed graphs
(possibly time-varying) with a constant step-size under Assumptions 1-3. Given G, Push-DIGing updates four variables
xi(k),yi(k), zi(k) ∈ Rp and vi(k) ∈ R for each agent i ∈ V as follows:

vi(k + 1) =
∑

j∈N in
i

bijvj(k),

xi(k + 1) =
∑

j∈N in
i

bij (xj(k)− α yj(k)) ,

zi(k + 1) = xi(k + 1)/vi(k + 1),

yi(k + 1) =
∑

j∈N in
i

bijyj(k) +∇fi(zi(k + 1))−∇fi(zi(k)),

where α > 0 is the step size and B = [bij ] ∈ Rn×n is a column-stochastic matrix compatible with G. The Push-DIGing
algorithm is initialized with vi(0) = 1, yi(0) = ∇fi(zi(0)) and from an arbitrary xi(0) for each i ∈ V . Since directed
graphs are not balanced in general, Push-DIGing adopts a push-sum strategy, which utilizes column-stochastic weights,
requiring each agent to know its out-degree –this may not be practical within broadcast-based communication systems.
Compared to using column-stochastic weights, adopting row-stochastic weights might be preferred in such a distributed
environment where each agent only manages the weights on information pertaining to its in-neighbors.

2.2.2 AB/ABm/Push-Pull

In contrast to Push-DIGing, AB [33] and ABm [34] algorithms could get away with the nonlinear update due
to eigenvector estimation. The AB and ABm3 methods use both row-stochastic and column-stochastic weights
simultaneously. At each iteration k ≥ 0, they update two variables xi(k),yi(k) ∈ Rp for each agent i ∈ V:

xi(k + 1) =
∑

j∈N in
i

rijxj(k)− αyi(k)+β (xi(k)− xi(k − 1)) ,

yi(k + 1) =
∑

j∈N in
i

bij(yj(k) +∇fj(xj(k + 1))−∇fj(xj(k))),

3To present AB and ABm in a unified manner, we use an adapt-then-combine update for yi in ABm similar to AB [33].
In [34], it is mentioned that the ABm method also works with this update; but, the originally stated version of ABm uses an
combine-then-adapt update: yi(k + 1) =

∑
j∈N in

i
bijyj(k) +∇fj(xj(k + 1))−∇fj(xj(k)) –we also considered the original

version for our numerical tests.
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where α > 0 is the step-size, β ≥ 0 is the momentum parameter, R = [rij ] ∈ Rn×n and B = [bij ] ∈ Rn×n denote the
row-stochastic and column-stochastic weights, respectively, compatible with G. For the AB method. the momentum
parameter β = 0, and the iterate sequence, initialized with an arbitrary xi(0) and yi(0) = ∇fi(xi(0)) for each i ∈ V ,
converges with a linear rate to the optimal solution under Assumptions 1-3. Setting β > 0, ABm [34] combines the
gradient tracking with a momentum term and can deal with nonuniform step-sizes, i.e., each agent-i can pick αi and βi.

Push-Pull, proposed in [35], is related to AB, it is only different in its xi(k + 1) update:

xi(k + 1) =
∑

j∈N in
i

rij
(
xj(k)− αyj(k)

)
,

while yi(k + 1) update is the same with AB. AB approach is based on the Combine-And-Adapt based scheme; on the
other hand, Push-Pull method can be considered as an Adapt-Then-Combine based approach –for more details see [45].

2.2.3 Xi-row

The method proposed in [37], which we call it as Xi-row in this paper, can solve (1) over directed networks with a linear
convergence rate using a constant step-size uniform across the agents. Similar to our FRSD method, it only employs
row-stochastic weights. Each agent i ∈ V updates three variables xi(k),yi(k),vi(k) ∈ Rp as follows:

xi(k + 1) =
∑

j∈N in
i

rijxj(k)− αyi(k),

vi(k + 1) =
∑

j∈N in
i

rijvj(k),

yi(k + 1) =
∑

j∈N in
i

rijyi(k) +
∇fi(xi(k + 1))

[vi(k + 1)]i
− ∇fi(xi(k))

[vi(k)]i
,

where α > 0 is the step-size and R = [rij ] ∈ Rn×n is a row-stochastic matrix compatible with G. The Xi-row iterates
are initialized with arbitrary xi(0), vi(0) = ei and yi(0) = ∇fi(xi(0)) for each i ∈ V . A variant of the Xi-row
method, FROST [38] extends Xi-row to handle nonuniform step-sizes.

2.2.4 ABN /FROZEN/D-DNGT

ABN and FROZEN, proposed in [36], extend AB and Xi-row to incorporate Nesterov’s momentum term. Similar
to AB, ABN uses both row-stochastic and column-stochastic weights, while FROZEN only requires row-stochastic
weights. At each iteration k ≥ 0, ABN updates three variables xi(k),yi(k), si(k) ∈ Rp for each agent i ∈ V:

si(k + 1) =
∑

j∈N in
i

rijxj(k)− αyi(k) (7a)

xi(k + 1) = si(k + 1) + β (si(k + 1)− si(k)) , (7b)

yi(k + 1) =
∑

j∈N in
i

bijyj(k) +∇fj(xj(k + 1))−∇fj(xj(k)),

and FROZEN updates xi(k),yi(k), si(k) ∈ Rp, and vi(k) ∈ Rn, such that for each agent i ∈ V , si(k + 1) and
xi(k + 1) are updated according to (7a) and (7b), respectively, vi(k + 1) and yi(k + 1) are updated according to

vi(k + 1) =
∑

j∈N in
i

rijvj(k),

yi(k + 1) =
∑

j∈N in
i

rijyi(k) +
∇fi(xi(k + 1))

[vi(k + 1)]i
− ∇fi(xi(k))

[vi(k)]i
,

where α > 0 is the step-size, β ≥ 0 is the momentum parameter in both methods, R = [rij ] ∈ Rn×n and B = [bij ] ∈
Rn×n denote row-stochastic and column-stochastic weight matrices. For both methods, xi(0) and si(0) are arbitrary,
and the other variables are initialized as vi(0) = ei, yi(0) = ∇fi(xi(0)) for each i ∈ V .

Another momentum-based method is D-DNGT, proposed in [39]. D-DNGT is related to both FROZEN and ABm:

si(k + 1) =
∑

j∈N in
i

rijxj(k) + β (si(k)− si(k − 1))− αyi(k)

6
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xi(k + 1) = si(k + 1) + β (si(k + 1)− si(k)) ,

vi(k + 1) =
∑

j∈N in
i

rijvj(k),

yi(k + 1) =
∑

j∈N in
i

rijyi(k) +
∇fi(xi(k + 1))

[vi(k + 1)]i
− ∇fi(xi(k))

[vi(k)]i
,

where the initial variables are set as in the FROZEN method.

2.2.5 Comparison of different dynamics

Relaxing the assumption that all nodes need to know their out-degree (a requirement for column-stochastic methods)
comes at a cost. Indeed, to be able to implement FRSD or any other row-stochastic method, e.g., Xi-row, FROZEN,
D-DNGT, one needs each agent i ∈ V to know the total number of agents in the network as well as its own rank
in order to construct vi ∈ Rn. Finally, while push-sum based methods only require an extra scalar to be stored for
“debiasing," row-stochastic methods, including FRSD, require storing an n-dimensional vector, which grows linearly
with the number of agents in the network.

Next, to get a better insight about the FRSD update rule, we write x(k + 2) in a recursive manner for FRSD and
compare it against AB and ABm methods, which use both row- and column-stochastic matrices, and also with Xi-row
which uses row-stochastic weights.

AB/ABm: For k ≥ 0,

x(k + 2) =(R+B)x(k + 1)−BRx(k)− αB
(
∇f(x(k + 1))−∇f(x(k))

)
+β
(
x(k + 1)− x(k)

)
− βB

(
x(k)− x(k − 1)

)
.

AB/ABm recursion using column-stochastic weights for the gradient tracking term, B
(
∇f(x(k + 1))−∇f(x(k))

)
,

is fundamentally different from the row-stochastic methods.

Xi-row: For k ≥ 0,

x(k + 2) =2Rx(k + 1)−R2x(k)

− α
(
Ṽ −1(k + 1)∇f(x(k + 1))− Ṽ −1(k)∇f(x(k))

)
,

where for k ≥ 0, Ṽ (k) ≜ diag(V (k)) and V (k) ≜ [v1(k), ...,vn(k)]
⊤ ∈ Rn×n –see Definition 2. Except for the

difference in how gradient tracking is handled, AB and Xi-row are closely related in terms of consensus dynamics, i.e.,
say R = B = W for some doubly-stochastic mixing matrix W compatible with G, then both AB (β = 0) and Xi-row
updates take the same form: x(k + 2) = 2Wx(k) −W 2x(k) + G(k), where G(k) is the term related to gradient
tracking. In contrast, FRSD has different consensus dynamics.

FRSD: For k ≥ 0,

x(k + 2) =
(
(1 + αβ)R+ (1− αβ)Inp

)
x(k + 1)−Rx(k)

− α
(
Ṽ −1(k + 1)∇f(x(k + 1))− Ṽ −1(k)∇f(x(k))

)
.

For FRSD, we can set β = c/α for any c ∈ (0, 1), and using this choice, FRSD updates reduces to

x(k + 2) =2Rx(k + 1)−R2x(k) + ∆c(k)

− α
(
Ṽ −1(k + 1)∇f(x(k + 1))− Ṽ −1(k)∇f(x(k))

)
,

where ∆c(k) ≜ (1−c)(I−R)x(k+1)−R(I−R)x(k) is the difference term between FRSD and the other two recursion
rules. Indeed, for R = W as above, FRSD recursion takes the form: x(k+2) = 2Wx(k)−W 2x(k)+G(k)+∆c(k),
where G(k) is the FRSD gradient tracking term same with Xi-row.

Clearly, for arbitrary R and B that are compatible with a non-trivial directed graph G, AB, ABm, Xi-row and FRSD
are not the same, they generate distinct iterate sequences.
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Methods Variables Memory Comm. Row S. Col. S.
AB x,xp,y 3p 2p ✓ ✓

Push-Pull x,xp,y 3p 2p ✓ ✓
ABN x,xp,y, s 4p 2p ✓ ✓
ABm x,xp,y 3p 2p ✓ ✓

Push-Ding x,xp,y, v 3p + 1 2p + 1 ✗ ✓
Xi-row x,xp,y,v 3p + n 2p + n ✓ ✗

D-DNGT x,xp,y, s, sp,v 5p + n 2p + n ✓ ✗
FROZEN x,xp,y, s,v 4p + n 2p + n ✓ ✗

FRSD x,y,v 2p + n p + n ✓ ✗
FRSD-CS x,y,v 2p + n p + n ✓ ✗

Table 1: Comparison of methods for directed graphs in terms of storage and communication requirements (The
“Variables" column lists the variables stored at each node to carry out the computation – xp denotes the previous iterate),
and whether they use row- and/or column-stochastic mixing matrices.

2.2.6 Implicit Gradient Tracking

It is important to emphasize that the gradient tracking component

Ṽ −1(k + 1)∇f(x(k + 1))− Ṽ −1(k)∇f(x(k))

indeed appears in the FRSD recursion when written using only in x variables. That is why we are able to obtain
the linear convergence for the FRSD iterate sequence. However, it is also worth mentioning that the implementation
of the FRSD algorithm in practice does not require gradient tracking for computations at the node level, unlike the
other methods in the literature – as all other methods explicitly use the gradient tracking, e.g., Xi-row, AB, Push-Pull,
Push-DIGing. Using an implicit gradient tracking mechanism, FRSD does not need to store the previous iterates for
neither xi nor yi variables, i.e., each agent-i needs to store only xi(k), yi(k − 1) and vi(k) to be able to update these
iterates to xi(k + 1), yi(k) and vi(k + 1); hence, to implement FRSD, agent-i needs to store a 2p+ n-dimensional
vector. Moreover, the novel y-update (see line 6 of Algorithm 1), leading to implicit gradient-tracking, also result in
a significant reduction in communication overhead; indeed, in order to implement FRSD, the agent-j needs to only
broadcast xj(k) ∈ Rp and vj(k) ∈ Rn; thus, j ∈ V needs to only transmit n+ p-dimensional vector – note that for
small networks, i.e., when n is small, this is a significant reduction compared to 2p+ 1 required by both Push-DIGing
and AB/Push Pull. Furthermore, comparing FRSD with the other row-stochastic methods Xi-row, FROZEN, and
D-DNGT communication requirement decreases from 2p + n to p + n. Therefore, for solving high-dimensional
problems over small-to-medium size networks, i.e., p≫ n, FRSD becomes the method of choice – see Table 1.

2.3 Primal-Dual Algorithm Motivation

In a similar spirit with the discussion in [46], we can argue that FRSD is closely related to the primal-dual algorithms
for saddle point problems studied within the optimization literature. More precisely, consider an equivalent formulation
of the main problem in (1):

min
{xi}i∈V

{
∑
i∈V

fi(xi) : x ≜ [xi]i∈V ∈ C},

where C ≜ {x : x1 = x2 = . . . = xn}. Using the Fenchel duality, this problem can be written equivalently as

min
x

max
y∈C⊥

∑
i∈V

fi(xi) + y⊤
i xi, (8)

where C⊥ is the orthogonal complement of the subspace C, i.e., y ∈ C⊥ if and only if
∑

i∈V yi = 0p. After swithcing
the roles of x and y through multiplying (8) with −1, if one naively implements a variant4 of the primal-dual algorithm
proposed by Chambolle & Pock [48], we get

mi(k)← (1 + θ)yi(k)− θyi(k − 1), i ∈ V, (9a)

xi(k + 1)← xi(k)− α
(
∇fi(xi(k)) +mi(k)

)
, i ∈ V, (9b)

y(k + 1)← ΠC⊥

(
y(k) + βx(k + 1)

)
, (9c)

where α, β > 0 are primal and dual step sizes, respectively, and θ ≥ 0 is the momentum parameter – here, ΠC⊥(·)
denotes the Euclidean projection onto C⊥, i.e., for simplicity of the notation, assume p = 1; then, for any y,

4The variant we discussed here is proposed in [47] – see Eq (5) therein.
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ΠC⊥(y) = y − 11⊤y/n. This explicit form of ΠC⊥(·) and y(0) = 0n initialization imply that (9c) is equivalent to
y(k + 1) ← y(k) + ΠC⊥(x(k + 1)). This method is known to converge with a linear rate for appropriately chosen
α, β, θ > 0; however, due to ΠC⊥(·) in (9c), this algorithm is not decentralized.

To motivate FRSD through an analogy, suppose the underlying network G = (V, E) is undirected and we are given a
doubly stochastic mixing matrix W ∈ Rn×n such that W = W⊤ and Wij > 0 if and only if (i, j) ∈ E . Let W∞ ≜
limk→∞ W k = 1n1

⊤
n /n. Note that ΠC⊥(y) = (I−W∞)y. For decentralized implementation, consider approximating

ΠC⊥(·) with (I −W )(·). Thus, we will approximate the update in (9c) with y(k + 1)← y(k) + (I −W )x(k + 1),
and with this approximation, the recursion in (9) takes the following form:

y(k)← y(k − 1) + β(I −W )x(k), (10a)

x(k + 1)← x(k)− α
(
∇f(x(k)) + y(k) + θβ(I −W )x(k)

)
, (10b)

where ∇f(x) = [∇f1(x1)
⊤, . . . ,∇fn(xn)

⊤]⊤. Hence, adding and subtracting Wx(k) to (10b), we get

x(k + 1)←Wx(k)− α
(
∇f(x(k)) + y(k)

)
+ (1− αβθ)(I −W )x(k). (11)

Therefore, given the primal, dual step sizes α, β > 0 such that αβ < 1, setting the momentum parameter θ = (αβ)−1 >
1, the last term in (11) disappears as 1 − αβθ = 0, the primal-dual algorithm with approximate averaging in (10)
reduces to

y(k)← y(k − 1) + β
(
x(k)−Wx(k)

)
, (12a)

x(k + 1)←Wx(k)− α
(
∇f(x(k)) + y(k)

)
. (12b)

It can be clearly seen that the FRSD algorithm for directed networks can be obtained from (12) by replacing the doubly
stochastic mixing matrix W with a row stochastic R and by “debiasing" through introducing {v(k)}k ⊂ Rn sequence
since R∞ = limk→∞ Rk = 1nπ

⊤ for some π ∈ Rn such that π > 0n and 1⊤
nπ = 1.

3 Main Results

In this section, we will show that the iterate sequence generated by the algorithm FRSD as stated in (6) converges to the
optimal solution x∗ with a linear rate. This result only applies to the FRSD method, theoretical analysis of FRSD-CS is
not considered in this paper.

Remark 4. Assumptions 2 and 3 imply that f is L-smooth, i.e., ∥∇f(x)−∇f(x′)∥ ≤ L ∥x− x′∥, and µ-strongly
convex.

Remark 5. Since R is row-stochastic, the spectral radius of R is 1, ρ(R) = 1; thus, limk→∞ Rk exists. In particular,
since R corresponds to an ergodic Markov chain, we get limk→∞ Rk = 1nπ

⊤ – see Remark 2.

Definition 3. Define V∞ ≜ limk→∞ V (k) and Ṽ∞≜diag(V∞). Furthermore, let v ≜ sup
k≥0
∥V (k)∥ and ṽ ≜

sup
k≥0
∥Ṽ −1(k)∥.

Remark 6. Since V (0) = In, limk→∞ R
k
= 1nπ

⊤, we get V∞ = (1nπ
⊤) ⊗ Ip and Ṽ∞ = diag(V∞) = π ⊗ 1p.

Note {V (k)}k is convergent; hence, it is bounded, implying that v ∈ R exists. Furthermore, Remark 2 shows that
π > 0; therefore, ṽ ∈ R also exists.

Remark 7. Since R corresponds to an Ergodic Markov chain, Remarks 2 and 5 imply that V∞R = RV∞ = V∞V∞ =
V∞. Moreover, the spectral radius of R− V∞ satisfies ρ(R− V∞) = ρ(R− 1nπ

⊤) < 1.

Next, we define some auxiliary sequences that will be used in the analysis. For k ≥ 0, let x̂(k)≜V∞x(k) =

(1n ⊗ Ip)(π
⊤ ⊗ Ip)x(k) = (1n ⊗ Ip)x̂(k) ∈ Rnp, where x̂(k)≜(π⊤ ⊗ Ip)x(k)∈ Rp, i.e., x̂(k) = 1n ⊗ x̂(k). Let

x∗≜ 1n⊗x∗ where x∗ ∈ Rp is the unique optimal solution to (1). Thus, Definition 1 implies that ∇f(x̂(k)) =[
∇f1(x̂(k))⊤, . . . ,∇fn(x̂(k))⊤

]⊤ ∈ Rnp and∇f(x∗) =
[
∇f1(x∗)⊤, . . . ,∇fn(x∗)⊤

]⊤ ∈ Rnp.

Remark 8. From the optimality condition for (1), (1⊤
n ⊗ Ip)∇f(x∗) = 0.
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The structure of our proof was inspired by [37] and [49]. In particular, we construct a linear system of inequalities and
use the deterministic version of the celebrated supermartingale convergence theorem [50] to prove the convergence
results. We were able to show that FRSD iterates converge to the optimal consensus solution with a linear rate as
in [33, 35, 39].

In the rest of this section, we establish the linear convergence; but, first, we state some preliminary results which will be
used later.
Definition 4. Given α, β > 0 such that αβ ∈ (0, 1), let C = C ⊗ Ip and C ≜ (1−αβ)In +αβR, where R = [rij ] ∈
Rn×n is the row-stochastic matrix as given in (5).

The Markov chain associated with C is the lazy version of the Markov chain corresponding to R; thus, it has the same
stationary distribution, i.e., limk→∞ Ck = limk→∞ Rk = 1nπ

⊤. Next, we state two technical results that will help us
derive our main result.
Lemma 1. Given R and C as defined above, there exist vector norms ∥·∥R, ∥·∥C such that ∥·∥ ≤ ∥·∥R and ∥·∥ ≤ ∥·∥C ,
and there exist constants σR, σC ∈ (0, 1) such that

∥Rx− x̂∥R ≤ σR∥x− x̂∥R, (13)
∥Cx− x̂∥C ≤ σC∥x− x̂∥C , (14)

for any x∈ Rn and x̂ = V∞x.

Lemma 1 directly follows from (5) and Assumption 1 – for the proof of (13), see [37, Lemma 2], and (14) can be shown
similarly since limk→∞ Ck = limk→∞ Rk = (1nπ

⊤)⊗ Ip. Indeed, since ρ(R−V∞) < 1 –see Remark 7, [51, Lemma
5.6.10] implies that there exists invertible S ∈ Rnp×np such that ∥x∥R ≜ ∥Sx∥1; moreover, the matrix norm |||·|||
induced by ∥·∥R satisfies |||R− V∞||| ∈ (0, 1). Finally, through properly scaling ∥·∥R, we immediately get ∥·∥ ≤ ∥·∥R,
which does not affect |||·||| since |||B||| = max{∥Bx∥R / ∥x∥R : x ̸= 0} for any B ∈ Rnp×np. Same arguments can be
used for showing (14) as we also have ρ(C − V∞) < 1.
Remark 9. Let |||·||| represent the matrix norm induced by ∥·∥R. According to [51, Lemma 5.6.10], the constant
σR ∈ (0, 1) in Lemma 1 has an explicit form, σR = |||R− V∞|||.

First, we remark that all vector norms on a finite dimensional vector spaces are equivalent, i.e., there exist
κ1, κ2, κ3, κ4 > 0 such that

∥ · ∥R ≤ κ1∥ · ∥C , ∥ · ∥C ≤ κ2∥ · ∥R,
∥ · ∥R ≤ κ3∥ · ∥, ∥ · ∥C ≤ κ4∥ · ∥.

(15)

Similar to the results in [29], we also have ∥V (k) − V∞∥ ≤ Λλk for some 0 < Λ ∈ R and λ ∈ (0, 1). Below we
analyze the dependence of λ and Λ on R.
Lemma 2. Let V (k) = Rk for k ≥ 0 and V∞ = limk→∞ Rk. Then, for κ3 > 0 defined in (15) and σR ∈ (0, 1) given
in Remark 9, the following bound holds:

∥V (k)− 1nπ
⊤∥ =∥V (k)− V∞∥ ≤ κ3σ

k
R, ∀ k ≥ 0. (16)

Proof. It immediately follows from Remark 7 that

∥V (k)− V∞∥ ≤
∥∥(R− V∞)k

∥∥ ≤ κ3

∣∣∣∣∣∣(R− V∞)k
∣∣∣∣∣∣ ≤ κ3σ

k
R,

holds for k ≥ 1, where the second inequality follows from

∥A∥ = max
∥v∥≤1

∥Av∥ ≤ max
∥v∥R≤κ3

∥Av∥R = κ3|||A|||,

for all A ∈ Rnp×np and the third inequality is due to |||·||| being submultiplicative as it is an induced norm. Finally, the
equality in (16) follows from the fact that singular values of V (k)− 1nπ

⊤ and V (k)− V∞ are the same.

Lemma 3. The following inequalities hold for all k ≥ 0:

∥Ṽ −1(k)− Ṽ −1
∞ ∥ ≤ Ṽ 2

√
nκ3σ

k
R (17a)

∥Ṽ −1(k)− Ṽ −1(k − 1)∥ ≤ 2ṽ2
√
nκ3σ

k
R. (17b)

Proof. The proof follows from [37, Lemma 3]. Indeed, note that Ṽ −1(k)− Ṽ −1
∞ = Ṽ −1(k)(Ṽ (k)− Ṽ∞)Ṽ −1

∞ ; hence,∥∥∥Ṽ −1(k)− Ṽ −1
∞

∥∥∥ ≤ ṽ2 ∥diag (V (k)− V∞)∥ ≤ ṽ2
√
n∥V̄ (k)− 1nπ

⊤∥, where we used ∥A∥F ≤
√
n ∥A∥2 for any

A ∈ Rn×n. Thus, the result follows from Lemma 2.

10



A Fast Row-Stochastic Decentralized Optimization Method Over Directed Graphs A PREPRINT

Lemma 4. The following inequality holds for all k ≥ 0:

(a) ∥V∞Ṽ −1(k)∇f(x(k))∥ ≤ vṽ2
√
nκ3σ

k
R∥∇f(x(k))∥+ nL∥x(k)− x̂(k)∥C + nL∥x̂(k)− x∗∥

(b) ∥V∞Ṽ −1(k − 1)∇f(x(k))∥ ≤ 3vṽ2
√
nκ3σ

k
R∥∇f(x(k))∥+ nL∥x(k)− x̂(k)∥C + nL∥x̂(k)− x∗∥

(c) ∥x̂(k)− x̂(k − 1)∥ ≤ αvṽL ∥x(k)− x(k − 1)∥R + α3vṽ2
√
nκ3σ

k
R∥∇f(x(k))∥

+ αnL∥x(k)− x̂(k)∥C + αnL∥x̂(k)− x∗∥
(d) ∥Ṽ −1(k)∇f(x(k))− Ṽ −1(k − 1)∇f(x(k − 1))∥ ≤ ṽL∥x(k)− x(k − 1)∥R + 2ṽ2

√
nκ3σ

k
R∥∇f(x(k))∥.

Proof. First, we prove the part (a).

∥V∞Ṽ −1(k)∇f(x(k))∥
≤ ∥V∞Ṽ −1(k)∇f(x(k))− V∞Ṽ −1

∞ ∇f(x(k))∥+ ∥V∞Ṽ −1
∞ ∇f(x(k))∥

≤ ∥V∞∥∥Ṽ −1(k)− Ṽ −1
∞ ∥∥∇f(x(k))∥+ ∥V∞Ṽ −1

∞ ∇f(x(k))− (1n ⊗ Ip)(1
⊤
n ⊗ Ip)∇f(x∗)∥

≤ vṽ2
√
nκ3σ

k
R∥∇f(x(k))∥+ nL∥x(k)− x∗∥,

which together with triangular inequality implies (a), where Ṽ∞ = diag(V∞) –see Definition 3. In the second
inequality, we use Remark 8, and the third inequality follows from (17a) in Lemma 3 and we also use Remark 4 along
with V∞Ṽ −1

∞ = (1n ⊗ Ip)(1
⊤
n ⊗ Ip) = (1n1

⊤
n )⊗ Ip; hence,

∥∥(1n1
⊤
n )⊗ Ip

∥∥ = n. Next, we prove part (b):

∥V∞Ṽ −1(k − 1)∇f(x(k))∥
≤ ∥V∞Ṽ −1(k − 1)∇f(x(k))− V∞Ṽ −1(k)∇f(x(k))∥+ ∥V∞Ṽ −1(k)∇f(x(k))∥
≤ ∥V∞∥∥Ṽ −1(k)− Ṽ −1(k − 1)∥∥∇f(x(k))∥+ ∥V∞Ṽ −1(k)∇f(x(k))∥;

hence, the part (b) follows from (17b) in Lemma 3 and from part (a) of Lemma 4.

Now we consider part (c). Since y(0) = 0np, it follows from (6b) that y(k) = β(Inp − R)
∑k

ℓ=1 x(ℓ). Since
V∞R = V∞ – see Remark 7, we have V∞y(k) = 0np for all k ≥ 0 as V∞(Inp − R) = 0np×np. Hence, using
x̂(k) = V∞x(k) for k ≥ 0, when we multiply V∞ on both side of (6a), we get

x̂(k) = x̂(k − 1)− αV∞Ṽ −1(k − 1)∇f(x(k − 1)).

Therefore, the part (c) immediately follows from using Remark 4 and the part (b) of Lemma 4 on

∥x̂(k)− x̂(k − 1)∥

≤ α∥V∞Ṽ −1(k − 1)
(
∇f(x(k − 1))−∇f(x(k))

)
∥+ α∥V∞Ṽ −1(k − 1)∇f(x(k))∥.

Finally, we consider the part (d).

∥Ṽ −1(k)∇f(x(k))− Ṽ −1(k − 1)∇f(x(k − 1))∥
≤ ∥Ṽ −1(k − 1)∇f(x(k))− Ṽ −1(k − 1)∇f(x(k − 1))∥+ ∥Ṽ −1(k)∇f(x(k))− Ṽ −1(k − 1)∇f(x(k))∥
≤ ∥Ṽ −1(k − 1)∥∥∇f(x(k))−∇f(x(k − 1))∥+ ∥Ṽ −1(k)− Ṽ −1(k − 1)∥∥∇f(x(k))∥.

Hence, the part (d) follows from (17b) of Lemma 3 and Remark 4.

For the sake of completeness we provide another technical result –for its proof, see [49, Lemma 10].

Lemma 5. Given α ∈ (0, 2
nL ), let η ≜ max {|1− nLα|, |1− nµα|}. If Assumptions 2 and 3 hold, then for all x ∈ Rp,

one has
∥x− α

∑
i∈V
∇fi(x)− x∗∥ ≤ η∥x− x∗∥.

Next, we will obtain bounds on ∥x(k+1)− x̂(k+1)∥C , ∥x̂(k+1)−x∗∥ and ∥x(k+1)−x(k)∥R. Combining these
results will help us establish the linear rate for FRSD.
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Lemma 6. The following inequality holds for all k ≥ 0:

∥x(k + 1)− x̂(k + 1)∥C
≤ (σC + ακ4nL)∥x(k)− x̂(k)∥C + (κ2|||R|||+ ακ4ṽL)∥x(k)− x(k − 1)∥R + ακ4nL∥x̂(k)− x∗∥

+ ακ4(2 + v)ṽ2
√
nκ3σ

k
R∥∇f(x(k))∥,

where |||·||| denotes the induced matrix norm corresponding to the vector norm ∥·∥R.

Proof. Using (6a) twice, one for x(k + 1) and one for x̂(k + 1) = V∞x(k + 1), and using V∞R = V∞ together with
V∞y(k) = 0, we get the first equality below:

∥x(k + 1)− x̂(k + 1)∥C
= ∥Rx(k)− αy(k)− αṼ −1(k)∇f(x(k))−x̂(k) + αV∞Ṽ −1(k)∇f(x(k))∥C
= ∥Rx(k)−Rx(k − 1) + x(k)− x̂(k)− αβ(In −R)x(k) + αṼ −1(k − 1)∇f(x(k − 1))

− αṼ −1(k)∇f(x(k)) + αV∞Ṽ −1(k)∇f(x(k))∥C
≤ ∥

(
(1− αβ)In + αβR

)
x(k)− x̂(k)∥C + κ2∥Rx(k)−Rx(k − 1)∥R

+ ακ4∥Ṽ −1(k)∇f(x(k))− Ṽ −1(k − 1)∇f(x(k − 1))∥+ ακ4∥V∞Ṽ −1(k)∇f(x(k))∥, (18)

where in the second equality we first use (6b) to represent y(k) in terms of x(k) and y(k − 1), and next we use (6a) to
get rid of the term −αy(k − 1).

Next, using (14) of Lemma 1, we can bound the first term on the right-hand-side of (18) as follows:

∥
(
(1− αβ)In + αβR

)
x(k)− x̂(k)∥C = ∥Cx(k)− x̂(k)∥C ≤ σC∥x(k)− x̂(k)∥C ,

where C is given in Definition 4. Clearly, we can also bound the second term in (18) with |||R||| ∥x(k)− x(k − 1)∥R.
Finally, using the parts (d) and (a) of Lemma 4 for the third and the fourth terms, respectively, we get the desired
result.

Remark 10. For FRSD the step size α = O( 1
nL ), i.e., there exists n0 and C > 0 such that α ≤ C/(nL) for all n ≥ n0,

this bound is comparable to the step size bounds used in other related works, e.g., the AB, Push-DIGing, Xi-row
methods.

Lemma 7. When 0 < α <
2

nL
, it holds that for k ≥ 0:

∥x̂(k + 1)− x∗∥
≤ η∥x̂(k)− x∗∥+ αnL∥x(k)− x̂(k)∥C + αvṽ2

√
nκ3σ

k
R∥∇f(x(k))∥.

Proof. Using (6a) for x̂(k + 1) = V∞x(k + 1) together with V∞R = V∞ and V∞y(k) = 0, we get

∥x̂(k + 1)− x∗∥
= ∥x̂(k)− αV∞Ṽ −1(k)∇f(x(k))− x∗∥
≤ α∥

(
(1n1

⊤
n )⊗ Ip

)
∇f(x̂(k))− V∞Ṽ −1(k)∇f(x(k))∥+ ∥x̂(k)− α

(
(1n1

⊤
n )⊗ Ip

)
∇f(x̂(k))− x∗∥. (19)

Now, we bound the first term on the right-hand-side of (19):

∥
(
(1n1

⊤
n )⊗ Ip

)
∇f(x̂(k))− V∞Ṽ −1(k)∇f(x(k))∥

≤ ∥
(
(1n1

⊤
n )⊗ Ip

)
∇f(x̂(k))− V∞Ṽ −1

∞ ∇f(x(k))∥+ ∥V∞Ṽ −1(k)∇f(x(k))− V∞Ṽ −1
∞ ∇f(x(k))∥

≤ nL∥x(k)− x̂(k)∥C + vṽ2
√
nκ3σ

k
R∥∇f(x(k))∥, (20)

where we used V∞Ṽ −1
∞ = (1n1

⊤
n )⊗ Ip, Assumption 2 and Lemma 3. Next, the second term on the right-hand-side of

(19) can be bounded using Lemma 5:

∥x̂(k)− α
(
(1n1

⊤
n )⊗ Ip

)
∇f(x̂(k))− x∗∥ =∥1n ⊗

(
x̂(k)− x∗ − α

n∑
i=1

∇fi(x̂(k))
)
∥

≤η∥1n ⊗
(
x̂(k)− x∗

)
∥ = η∥x̂(k)− x∗∥, (21)

where η = max {|1− nLα|, |1− nµα|}, x∗ = 1n⊗x∗, and x̂(k) ≜ (π⊤⊗ Ip)x(k), i.e., x̂(k) = 1n⊗ x̂(k). Finally,
Lemma 7 follows from (19)-(21).
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Lemma 8. The following inequality holds for all k ≥ 0:

∥x(k + 1)− x(k)∥R
≤

(
σR + α(1 + v)κ3ṽL

)
∥x(k + 1)− x(k)∥R + α(βκ1|||In −R|||+ κ3nL)∥x(k)− x̂(k)∥C

+ ακ3nL∥x̂(k)− x∗∥+ κ2
3α(3v + 2)ṽ2

√
nσk

R ∥∇f(x(k))∥.

Proof. We use (6a) and (6b) for rewriting x(k + 1) and y(k) respectively, to derive the first two equations:

∥x(k + 1)− x(k)∥R (22)

= ∥Rx(k)− αy(k)− αṼ −1(k)∇f(x(k))− x(k)∥R
= ∥Rx(k)− αy(k − 1)− αβ(In −R)x(k)− αṼ −1(k)∇f(x(k))− x(k)∥R
= ∥R(x(k)− x(k − 1)) + αṼ −1(k − 1)∇f(x(k − 1))− αβ(In −R)x(k)− αṼ −1(k)∇f(x(k))∥R
≤ ∥Rx(k)−Rx(k − 1)− x̂(k) + x̂(k − 1)∥R + κ3∥x̂(k)− x̂(k − 1)∥+ αβ∥(In −R)x(k)∥R

+ ακ3∥Ṽ −1(k)∇f(x(k))− Ṽ −1(k − 1)∇f(x(k − 1))∥
where in the third equation, we use (6a) to get rid of the term −αy(k − 1) as we did previously to derive (18). We
bound the first term above using Remark 9, i.e.,

∥Rx(k)−Rx(k − 1)− x̂(k) + x̂(k − 1)∥R
= ∥(R− V∞)(x(k)− x(k − 1))∥R ≤ σR∥x(k)− x(k − 1)∥R. (23)

We can use Lemma 4 (c) to bound ∥x̂(k)− x̂(k − 1)∥, and Lemma 4 (d) to bound the fourth term. Then, the remaining
third term in (22) can be bounded as

∥(In −R)x(k)∥R = ∥(In −R)(x(k)− x̂(k))∥R
≤ |||In −R|||∥x(k)− x̂(k)∥R
≤ κ1|||In −R|||∥x(k)− x̂(k)∥C ,

where the fist equality follows from (In − R)V∞ = 0 due to RV∞ = V∞; hence, we can add (In − R)x̂(k) to
(In −R)x(k). Combining all bounds gives the desired result.

Combining the results of Lemmas 6, 7 and 8, we will construct a linear dynamical system prove the linear convergence
of the proposed algorithm. For the sake of notational simplicity, we define some constants below:

s1≜κ4nL, s2≜κ4ṽL, s3≜nL,

s4≜κ3nL, s5≜κ3(1 + v)ṽL, s(β) ≜ βκ1|||In −R|||,
p1≜κ3κ4(2 + v)ṽ2

√
n, p2≜κ3vṽ

2
√
n, p3≜κ2

3(3v + 2)ṽ2
√
n.

For α ∈ (0, 2
nL ) and β > 0 such that αβ < 1, FRSD sequence {x(k)}k≥0 satisfies the following system:

θk+1 ≤ Υα,β θk +ΦkΨk, ∀ k ≥ 0, (24)

where θk,Φk, Ψk and Υα,β ≜ Υ1(α, β) + αΥ2 are defined as

θk =

[ ∥x(k)− x̂(k)∥C
∥x̂(k)− x∗∥

∥x(k)− x(k − 1)∥R

]
, Φk = σk

Rα

[
p1 0 0
p2 0 0
p3 0 0

]
, Ψk =

[∥∇f(x(k))∥
0
0

]
,

Υ1(α, β) =

[
σC 0 κ2|||R|||
0 1 0

αs(β) 0 σR

]
, Υ2 =

[
s1 s1 s2
s3 −nµ 0
s4 s4 s5

]
.

Theorem 1. Suppose Assumptions 1-3 holds. Let α, β > 0 such that α ∈ (0, ᾱ) and αβ < 1, where ᾱ > 0 is defined
as

ᾱ ≜ sup
δ1,δ2

min

{
(1− σC)− κ2|||R|||δ2
s1(1 + δ1) + s2δ2

,
(1− σR)δ2

s4(1 + δ1) + s5δ2+s(β)
,
1

nL

}
s.t.

L

µ
< δ1, 0 < δ2 <

1− σc

κ2|||R|||
. (25)

Then, the spectral radius satisfies ρ(Υα,β) < 1.

13
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Proof. Given α ∈ (0, 2
nL ) and β > 0 such that αβ < 1, it follows from Lemmas 6-8 that (24) holds for k ≥ 0. Next,

we show ρ(Υα,β) < 1. Since Υα,β has all non-negative entries, it is sufficient to show that Υα,β γ < γ for some
positive γ = [γ1, γ2, γ3]

⊤ ∈ R3
+ –see [51, Corollary 8.1.29]. Since L ≥ µ, according to the definition of η in Lemma 5,

η = 1− αnµ for α ∈ (0, 1
nL ). Hence, Υα,β γ < γ is equivalent to

(s1γ1 + s1γ2 + s2γ3)α < γ1(1− σC)− κ2|||R|||γ3, (26a)
s3γ1α− γ2nµα < 0, (26b)(
(s4+s(β))γ1 + s4γ2 + s5γ3

)
α < γ3(1− σR). (26c)

Clearly, (26) holds for all α ∈ (0, ᾱ) and γ ∈ R3 such that γ2 = δ1γ1 and γ3 = δ2γ1 for any γ1 > 0 and δ1, δ2 > 0
satisfying (25); thus, we get ρ(Υα,β) < 1.

Remark 11. Note δ1 and δ2 are only required to satisfy (25). To provide a lower bound on an admissible α, we
compute a lower bound on ᾱ by setting δ2 = 1−σC

2κ2|||R||| satisfying (25). The supremum over δ1 subject to (25) is achieved
at δ1 = L

µ . For this particular choice we get ᾱ < 1
nL and ᾱ ≥ min{α1, α2}, where

α1 ≜
[ 2κ4

1− σC
(
L

µ
+ 1)nL+

κ4

κ2
ṽL
]−1

,

α2 ≜(1− σR)
[κ2κ3|||R|||

1− σC
(
L

µ
+ 1)nL+

κ1κ2|||R||||||I −R|||β
1− σC

+ κ3(1 + v)ṽL
]−1

,

where we used 1 = ρ(R) ≤ |||R|||.

Finally, in the next theorem, we prove that FRSD iterate sequence converges with a linear rate through showing a linear
decay for {Φk}. First, we state a classic result that will be useful in our analysis; for its proof, see [50, 52].

Lemma 9. Let {ak}, {bk}, {ck} and {dk} be non-negative sequences such that
∞∑
k=0

ck <∞,
∞∑
k=0

dk <∞, and

ak+1 ≤ (1 + ck)ak − bk + dk, ∀ k ≥ 0.

Then {ak} converges and
∞∑
k=0

bk <∞.

Theorem 2. Let Assumptions 1-3 hold. For any step-size α ∈ (0, ᾱ), the sequence {x(k)} converges with a linear
rate to x∗ = 1n ⊗ x∗ with a rate arbitrarily close to φα,β ≜ max{ρ(Υα,β), σR} ∈ (0, 1), where ᾱ is defined in the

Theorem 1, and σR =
∣∣∣∣∣∣∣∣∣(R− (1nπ

⊤)
)
⊗ Ip

∣∣∣∣∣∣∣∣∣ < 1.

Proof. The proof follows from similar arguments as in the proof of [37, Lemma 5]. Theorem 1 shows that ρ(Υα,β) < 1;
hence, from [51, Lemma 5.6.10], given any positive ζ < 1 − φα,β , there exists a matrix norm ∥·∥(ζ) such that

∥Υα,β∥(ζ) ≤ ρ(Υα,β)+
ζ
2 . Since norms are equivalent in finite-dimensional spaces, we conclude that there exists some

Γ > 0 such that we have

∥Υk
α,β∥ ≤ Γλ̃k, ∥Υk−j−1

α,β Φj∥ ≤ Γλ̃k, (27)

for all 0 ≤ j ≤ k − 1, where λ̃ ≜ max{σR, ρ(Υα,β) +
ζ
2} < 1. By writing (24) recursively, we get, for all k ≥ 0,

θk ≤ Υk
α,βθ0 +

k−1∑
j=0

Υk−j−1
α,β ΦjΨj . (28)

Since all the terms in (28) have non-negative entries, using (27), we get for all k ≥ 0,

∥θk∥ ≤ ∥Υk
α,β∥∥θ0∥+

k−1∑
j=0

∥Υk−j−1
α,β Φj∥∥Ψj∥ ≤ Γλ̃k

(
∥θ0∥+

k−1∑
j=0

∥Ψj∥
)
. (29)

For any k ≥ 0, we can bound ∥Ψk∥ as follows:

∥Ψk∥ ≤ ∥∇f(x(k))−∇f(x∗)∥+ ∥∇f(x∗)∥ ≤ L∥x(k)− x̂(k)∥+ L∥x̂(k)− x∗∥+ ∥∇f(x∗)∥
≤ 2L∥θk∥+ ∥∇f(x∗)∥. (30)

14
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Thus, for all k ≥ 0, combining (29) and (30) we get

∥θk∥ ≤

(
∥θ0∥+ 2L

k−1∑
j=0

∥θj∥+ k∥∇f(x∗)∥

)
Γλ̃k.

For k ≥ 0, let ak ≜
k−1∑
j=0

∥θj∥, bk ≜ 0, c̃ ≜ 2LΓ, and d̃k ≜ Γ∥θ0∥+ kΓ∥∇f(x∗)∥; hence, we get

∥θk∥ = ak+1 − ak ≤ (c̃ak + d̃k)λ̃
k, ∀ k ≥ 0. (31)

Define ck ≜ c̃λ̃k ≥ 0 and dk ≜ d̃kλ̃
k ≥ 0 for k ≥ 0. Since λ̃ ∈ (0, 1), we have

∑∞
k=0 ck+dk <∞; therefore, Lemma

9 implies that {ak} converges. Furthermore, our choice of ζ > 0 and the definition of λ̃ imply that λ̃ + ζ
2 ∈ (0, 1);

therefore, since {ak} is bounded, (31) leads to

lim
k→∞

∥θk∥
(λ̃+ ζ

2 )
k
≤ (c̃ak + d̃k)λ̃

k

(λ̃+ ζ
2 )

k
= 0. (32)

Thus, there exist c > 0 such that

∥θk∥ ≤ c(λ̃+ ζ
2 )

k, ∀k ≥ 0, (33)

Thus, we get the desired result since for all k ≥ 0,

∥x(k)− x∗∥ ≤ ∥x(k)− x̂(k)∥+ ∥x̂(k)− x∗∥ ≤ 2∥θk∥ ≤ 2c(λ̃+ ζ
2 )

k≤ 2c(φα,β + ζ)k,

and we clearly have φα,β + ζ < 1.

4 Numerical Results

In this section, we provide some numerical results to demonstrate the performance of the proposed method against the
state-of-the-art competitive algorithms designed for consensus optimization over directed graphs. In our experiments,
we considered two types of distributed regression problems of the form given in (1) to test FRSD method: (a) regression
with Huber loss, (b) the logistic regression, which are described in Sections 4.1 and 4.2, respectively. Throughout the
experiments, we use the uniform weights for the row-stochastic matrix defined in (5), i.e., rij = 1/|N in

i | for all i ∈ V ,
and we use coordinated step-size and momentum parameters for ABm, ABN , FROZEN and D-DNGT to have a fair
comparison with other methods.

For both distributed regression problems, we compare FRSD with Xi-row [37], FROZEN [36] and D-DNGT [39],
which use only row-stochastic weights similar to our method, with Push-DIGing [31], which utilizes column-stochastic
weights, and also with AB [33], ABm [34], ABN [36] and Push-Pull [35], which use both row-stochastic and column-
stochastic weights over six different time-invariant directed graphs with n = 10, 30 , 50 , 100 and 200 nodes (agents),
see Figure 1.

Furthermore, in Section 4.2.2, we also conducted a numerical test over the random graphs comparing the proposed
method with the other row-stochastic methods, i.e., Xi-row, FROZEN and D-DNGT.

4.1 Distributed Regression with Huber Loss

Suppose x̃ ∈ Rp is the unknown linear model, and for each i ∈ V , let bi ∈ Rmi be the corresponding noisy measurement
vector, i.e., bi = Mix̃+ ni where ni ∈ Rmi is the measurement noise vector. Given parameter ξ > 0, the Huber loss
function Hξ : R→ R+ is defined as

Hξ(z) =


1

2
z2, if |z| ≤ ξ;

ξ

(
|z| − 1

2
ξ

)
otherwise.

For any m ∈ Z+, we also define Hξ : Rm → Rm such that Hξ(z) = [Hξ(zj)]
m
j=1 where z = [zj ]

m
j=1 ∈ Rm.

In this experiment, the goal is to estimate x̃ with an optimal solution x∗ to the regression problem with Huber loss:

x∗ ∈ argmin
x∈Rp

f̄(x) ≜
1

n

∑
i∈V

Hξ(Mix− bi). (34)
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In the experiments, we solve (34) over the set of directed graphs shown in Figure 1. We generate data as in [31]
using p = 5 and mi = 10 for i ∈ V . We set the Huber loss parameter ξ = 2, and for each i ∈ V , we generated
fi(x) = Hξ(Mix− bi) as described in [31, Sec. 6] such that Li = 1. Moreover, we also initialized all the methods we
tested from xi(0) = 0 for all i ∈ V . In our experiments, n ∈ {10, 30, 50, 100, 200}, mi = 10 for all i ∈ V and p = 5;
therefore, f̄ and fi for i ∈ V are restricted strongly convex when the regression error is small. In Fig. 2, we plot the

(a) (b) (c)

(d) (e) (f)

Figure 1: Strongly-connected digraphs tested in our experiments.

residual sequence {r(k)}k≥0 for all the methods where r(k) ≜
∥x(k)− x∗∥
∥x(0)− x∗∥

. To optimize the convergence rate, we

tuned parameters for all algorithms.

4.2 Distributed Logistic Regression

We now consider the distributed binary classification problem using the logistic regression to train a linear classifier.
Suppose each node (agent) i ∈ V has access to (Mi, bi) ∈ Rmi×p × {−1,+1}mi . Let L : R × {−1, 1} → R+

such that L(u, v) = ln(1 + exp(−uv)); and for any m ∈ Z+, we also define L : Rm × {−1, 1}m → Rm
+ such that

L(u,v) = [L(uj , vj)]
m
j=1 where u = [uj ]

m
j=1 and v = [vj ]

m
j=1. The linear classifier x∗ is computed by solving the

regularized logistic regression problem:

x∗ = argmin
x∈Rp

f̄(x) ≜
1

n

∑
i∈V

(
L(Mix, bi) +

λ

2
∥x∥22

)
. (35)

where using regularization parameter λ > 0 improves the ststistical properties of x∗ – see [53].

4.2.1 Tests on Specific Graph Topologies

In the first set of experiments, we use the Australian-scale data set [54] with 790 data points where each data point
consists of a 14-dimensional feature vector, i.e., p = 15 to model the intercept, and the corresponding binary label.
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Figure 2: Distributed Regression with Huber Loss

Suppose each agent i ∈ V samples mi = 10 data points uniformly at random from the training set with replacement.
Hence, for each i ∈ V , we form Mi ∈ Rmi×p using mi data points with p− 1 features and set the last column of Mi to
1mi in order to model the intercept. We test the proposed method FRSD against the same methods that we compared
with in Section 4.1. The residual sequence {r(k)}k≥1 for all the methods are shown in Fig. 3, where r(k) is defined in
Section 4.1.

4.2.2 Tests on Random Graphs

In the second set of experiments, we tested FRSD and FRSD-CS over random graphs against the other row-stochastic
methods, i.e., Xi-row, FROZEN and D-DGNT, to solve the distributed logistic regression problem defined in Section 4.2.
We considered two scenarios: Scenario I n > p and Scenario II p > n –recall that n and p denote the number of nodes
in the network and the dimension of the decision variable, respectively. For Scenario I, i.e., n > p, we looked at two
cases: low connectivity ratio (sparser graphs) and high connectivity ratio (denser graphs), where the connectivity ratio
is defined as the ratio of the number edges to n(n− 1) –note that n(n− 1) is equal to the number of all possibles edges
excluding self-loops. For each scenario, we ran all 5 algorithms on 20 different randomly generated graphs. We reported
the residual r(k) ≜ ∥x(k)− x∗∥ / ∥x(0)− x∗∥ against iteration counter k and we also reported the residual against
the amount communication per node by the end of iteration k –recall that at each iteration FRSD and FRSD-CS require
each node to broadcast only n+ p-dimensional vector while the others, i.e., Xi-row, FROZEN and D-DGNT, require
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Figure 3: Distributed Logistic Regression

each node to broadcast n+ 2p-dimensional vector. We have observed that both FRSD and FRSD-CS are competitive
against the state of the art row stochastic methods, and the performance of our algorithms is superior either when n < p
or when the graphs are sparse, which is indeed the case for most of the real-life networks. Next we describe how we
generated the random graphs.

Random Graph Generation We used DGen code5 to generate strongly connected random graphs. The algorithm
DGen, implemented in MATLAB, receives two input: number of nodes n, and the connectivity ratio ϕ ∈ (0, 1]. Given n

and ϕ, DGen generates a strongly connected random graph with |E| = ⌈ϕn(n− 1)⌉ ≜ mn,ϕ edges. Let {pi}ni=1 be a
permutation of [n] ≜ {1, . . . , n} chosen uniformly at random, and let I = {i ∈ [n] : pi ̸= i}. Then DGen creates a
directed cycle C using the nodes {pi}i∈I . Now consider a smaller dimensional graph with nodes {i : i ∈ [n]\I}∪{c∗}
where c∗ is a “super-node" representing the cycle C. Note that this new graph has n− |I|+ 1 nodes; one can repeat the
above process by setting n← n− |I|+1, and whenever we connect a node from [n] \ I with c∗, one randomly picks a
node belonging to C. This process ends when the smaller dimensional graph has only a single super-node with no other
nodes, which gives us a strongly connected graph. Say this graph has m̃ nodes, then the remaining mn,ϕ − m̃ edges are
randomly added to obtain a strongly connected graph with connectivity ratio ϕ.

5DGen code is written by Dr. W. Shi, see https://sites.google.com/view/wilburshi/home/research/
software-a-z-order/graph-tools/dgen
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In the experiments with randomly generated strongly connected graphs, we only tested row-stochastic methods.
Indeed, being able to get away with the eigenvector estimation through employing both row- and column-stochastic
mixing matrices, AB-type methods, e.g., AB [33], ABm [34], Push-Pull [35] and ABN [36], perform better on these
experiments than the first-order methods using row-stochastic weights alone. That is why we only reported the results
for the row-stochastic methods to have a fair comparison among equivalent methods.

Scenario I (n > p) We set n = 200 and generated 20 random graphs for each connectivity ratio ϕ ∈ {0.015, 0.15}.
We use the same dataset and same problem setup with Section 4.2.1, i.e., p = 15 and the number of data points mi = 10
for all i ∈ V . In Figures 4 and 5, we report the results for high connectivity ratio ϕ = 0.15 and the low one ϕ = 0.015,
respectively. For Scenario I, i.e., when n > p, we observe that FRSD and FRSD-CS are competitive against FROZEN
and D-DGNT while performing better than Xi-row. Furthermore, we also observe that the performances of FRSD
and FRSD-CS improve as the random graphs get sparser, i.e., they perform significantly better for ϕ = 0.015 when
compared to their performance for ϕ = 0.15. Finally, as expected, for n > p, the residual shows the same decay
patterns with respect to increase in either iteration counter or the amount of data broadcast per node.

(a) (b)

Figure 4: Distributed logistic regression problem (n = 200, p = 15) over 20 random directed graphs with a high
connectivity ratio ϕ = 0.15. Solid curves represent the average and the shaded region represents the range statistics.

(a) (b)

Figure 5: Distributed logistic regression problem (n = 200, p = 15) over 20 random directed graphs with a low
connectivity ratio ϕ = 0.015. Solid curves represent the average and the shaded region represents the range statistics.

Scenario II (n < p) We set n = 25 and generated 20 random graphs with connectivity ratio ϕ = 0.1, i.e., each
random graph has 60 edges. We used w1a.t (testing) dataset [54] with 47,272 data points with each data point
consisting of 300 features vector – implying p = 301 to model the intercept. For classification, we again used the
binary logistic regression model of Section 4.2.1 with p = 301 and mi = 400 for all i ∈ V . In Figure 6, we report the
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results for this scenario. Indeed, when n < p, we observe that FRSD and FRSD-CS are competitive against FROZEN
while performing better than both Xi-row and D-DGNT. Finally, unlike Scenario I, when n < p, the advantage of
FRSD and FRSD-CS over the other row-stocastic method in terms of lower communication overhead becomes more
apparent: while the residuals for FRSD and FROZEN show the same decay patterns as the iteration counter increases,
one can observe that FRSD performs better than FROZEN considering the amount of data broadcast per node since both
FRSD and FRSD-CS need each node to broadcast n+ p-dimensional vector, i.e., ≈ p as p≫ n, FROZEN requires
broadcasting n+ 2p-dimensional vector, i.e., ≈ 2p; hence, almost twice the communication overhead of FRSD.

(a) (b)

Figure 6: Distributed logistic regression problem (n = 25, p = 301) over 20 random directed graphs with a low
connectivity ratio ϕ = 0.1. Solid curves represent the average and the shaded region represents the range statistics.

5 Conclusion

In this paper, we proposed a distributed optimization algorithm, FRSD, for decentralized consensus optimization
over directed graphs. FRSD only employs a row-stochastic matrix for local messaging with neighbors, making it
desirable for broadcast-based communication systems. The proposed algorithm achieves a geometric convergence to
the global optimal when agents’ cost functions are strongly convex with Lipschitz continuous gradients. Empirical
results demonstrated the efficacy of the implicit gradient tracking technique employed by FRSD, which led to: (i)
reduction in the data stored, and (ii) reduction in the data broadcast, for each node. More precisely, FRSD does not
need to store x iterate from the previous iteration while it is needed for all other methods explicitly using the gradient
tracking term; furthermore, FRSD also eliminates the need for broadcasting a variable related to gradient tracking. As
a future research direction, we consider extending our results to the asynchronous computation setting over directed
communication graphs.
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