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Backstepping Control of Coupled General Hyperbolic-Parabolic
PDE-PDE Systems

Joachim Deutscher, Member, IEEE, Nicole Gehring and Nick Jung

Abstract— This paper considers the backstepping state feed-
back and observer design for hyperbolic and parabolic PDEs,
which are bidirectionally interconnected in a general coupling
structure. Both PDE subsystems consist of coupled scalar PDEs
with the heterodirectional hyperbolic PDE subsystem subject to
actuation and sensing. By making use of a multi-step approach
to construct the transformation into a stable target system, it
is shown that a backstepping state feedback and observer de-
sign only requires to solve the well-known kernel equations for
the hyperbolic and parabolic subsystems as well as additional
decoupling equations. The latter are standard initial boundary
value problems for parabolic PDEs. This significantly facilitates
the well-posedness analysis and the numerical computation of the
backstepping controller. Exponential stability is verified for the
state feedback loop, the observer error dynamics, and the closed-
loop system using an observer-based compensator. The proposed
backstepping design procedures are demonstrated for numerical
examples.

Index Terms— Coupled hyperbolic-parabolic systems,
backstepping, state feedback design, observer design

I. INTRODUCTION

The backstepping control of distributed-parameter systems (DPSs)
has attracted a lot of attention in the last two decades, with many
contributions for wide classes of PDEs (see [20], [24]). The main
idea of this approach is to use an inherently invertible Volterra integral
transformation to map the DPS into a desired stable target system.
Thereby, the main problem is to introduce a suitable target system
so that the backstepping transformation exists. This is intimately
related to the well-posedness of the kernel equations defining the
backstepping transformation. Recent results in the literature consider
the coupling of ODEs with PDEs resulting in so-called PDE-ODE
systems. In order to develop a systematic backstepping design for
them, two methods are available in the literature. The first one, called
one-step approach in the following, determines the backstepping
transformation in one single step. Then, the resulting kernel equations
consist of coupled PDEs and ODEs, which share a similar coupling
structure with the underlying system to be controlled. Backstepping
designs for bidirectionally coupled hyperbolic and parabolic PDE-
ODE systems using this approach can be found in [13], [25], [26]. An
alternative method is the so-called multi-step approach that exploits
the coupling structure to construct the backstepping transformation
in several successive steps. Thereby, the definition of each step is
directly linked to the strict feedback form of the underlying PDE-
ODE system allowing a systematic determination of the required
transformations and a simple successive stabilization (see [14]).
Similarly, for systems in strict feedforward form, the sequence of
transformations for the observer design can be derived by making
use of duality arguments. A major advantage of this approach is the
fact that the resulting backstepping transformation is defined by the
solution of already known and thus well-posed kernel equations as
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well as additional decoupling equations. The latter appear due to
the coupling between the ODE and PDE subsystems and have to
be solved to ensure the decoupling of the subsystems. Consequently,
verifying the existence of the backstepping mapping into a desired
target system only requires to investigate the well-posedness of the
decoupling equations. This problem can be easily solved, because the
decoupling equations are initial value problems (IVPs) and boundary
value problems for ODEs that take a simple form in backstepping
coordinates. This was demonstrated for hyperbolic and parabolic
PDE-ODE systems in [8], [9].

A current topic in backstepping control is its extension to bidirec-
tionally coupled hyperbolic and parabolic PDEs with an actuation
through the hyperbolic subsystem, which are called hyperbolic-
parabolic PDE-PDE systems in the sequel. This poses new problems
in the design due to the different nature of the coupled subsystems,
i.e., finite-time propagation versus instant diffusion. Furthermore,
the actuation and sensing of only one of the PDEs gives rise to
an underactuated control problem impeding the design (see also
the results for underactuated hyperbolic PDE-PDE systems in [1],
[22]). Besides the methodical interest in these systems, there also
exists a strong background from the side of applications. In par-
ticular, they arise in biological chemotaxis, predator-prey models,
extreme ultraviolet (EUV) lithography (see [4]) or chemical processes
(see [17, Ch. 11.2]). First backstepping results considered cascaded
hyperbolic-parabolic PDE-PDE systems in [7], [19], which arise
naturally from the modelling of input and output delays by transport
equations. Recently, the much more challenging problem of the
backstepping state feedback design for bidirectionally coupled scalar
diffusion-reaction and transport equations has been dealt with in
[3], [4] using the one-step approach. In these works, one has to
verify the well-posedness of kernel equations consisting of coupled
hyperbolic and parabolic PDEs, for which systematic solutions were
presented. The extension of the backstepping approach to the most
general case of hyperbolic-parabolic PDE-PDE systems, in which the
subsystems themselves are coupled PDEs, has not been considered
in the literature so far.

In this paper, the multi-step approach is applied to the backstepping
design of state feedback controllers and observers for a general class
of hyperbolic-parabolic PDE-PDE systems. Thereby, these PDEs are
bidirectionally interconnected by a general coupling structure and
consist themselves of coupled scalar hyperbolic and parabolic PDEs.
In particular, local, Volterra and Fredholm couplings are allowed
in-domain, whereas local and integral couplings may appear at the
boundaries. Different from the previous results in [3], [4], a heterodi-
rectional hyperbolic PDEs is considered instead of a single scalar
transport equation giving rise to further challenges in the construction
of the backstepping transformation. In particular, additional boundary
couplings between the unactuated transport PDEs and the parabolic
subsystem are taken into account, which lead to new challenges in the
design. The actuation and sensing of the PDE-PDE system appears
through the hyperbolic subsystem. In order to apply the backstepping
design, general strict feedback and feedforward forms are identified
for these systems. A major result of the paper is the fact that the
multi-step approach allows to trace the design back to the well-known
kernel equations for the hyperbolic and parabolic subsystems. Addi-
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tionally, the resulting decoupling equations are a standard parabolic
initial boundary value problem (IBVP) so that its well-posedness
can be verified using a modal approach. Consequently, established
numerical tools for solving kernel equations and standard solvers for
parabolic PDEs are directly applicable to determine the backstepping
state feedback and observer. These results are subsequently combined
to obtain an observer-based compensator. Exponential stability of the
resulting closed-loop state is verified.

The next section introduces the considered control problem. This
is followed by the state feedback and observer design in Sections
III and IV, respectively. These results are combined in Section V to
determine the observer-based compensator. The last section illustrates
the results of the paper using numerical examples.

Notation. For notational convenience, introduce the matrices

E− =
[
In−
0

]
∈ Rn×n− , E+ =

[
0

In+

]
∈ Rn×n+ . (1)

Then, the expressions −M = E⊤
−M , M− = ME−, +M = E⊤

+M
and M+ = ME+ can be defined for matrices M of suitable
dimensions. For vectors v ∈ Rn, the notations v− = E⊤

−v ∈ Rn−

and v+ = E⊤
+v ∈ Rn+ are utilized in the sequel. The set of strictly

lower triangular matrices is denoted by (Rn×n) = {M = [mij ] ∈
Rn×n |mij = 0, i ≤ j}. Similarly, the set of strictly upper triangu-
lar matrices is given by (Rn×n) = {M = [mij ] ∈ Rn×n |mij =
0, i ≥ j}. The notations ẋ = ∂tx, x′ = ∂zx and x′′ = ∂zzx are
applied in the paper. For the parabolic subsystem, the weighted norm
∥h∥w = (

∫ 1
0 ∥Θ−1/2(ζ)h(ζ)∥2Cn−dζ)1/2, h(z) ∈ Cn− , with the

weight Θ(z) is used, while the norm ∥h∥l = (
∫ 1
0 ∥h(ζ)∥2Cldζ)

1/2,
h(z) ∈ Cl, l ∈ {n−, n+, n}, is utilized for the hyperbolic subsystem.

II. PROBLEM FORMULATION

Consider the bidirectionally coupled hyperbolic-parabolic PDE-
PDE system

ẇ = Θ(z)w′′ +Φ(z)w′ + F (z)w +H1[x](z) (2a)

w′(0) = Q0w(0) +H2[x], w(1) = H3[x] (2b)

ẋ = Λ(z)x′ +A(z)x+ G1[w](z) (2c)

x+(0) = Q+x−(0) + G2[w] (2d)

x−(1) = Q−x+(1) + u+ G3[w] (2e)

y = x−(0) (2f)

with the states w(z, t) ∈ Rn− and x(z, t) ∈ Rn, n = n− + n+,
defined on [0, 1]×R+, the input u(t) ∈ Rn− and the anti-collocated
measurement y(t) ∈ Rn− . Whenever convenient, the spatial argu-
ment z and the time argument t are dropped to increase readability.
The diffusion coefficients of the parabolic subsystem (2a–b) have the
property Θ = diag(θ1, . . . , θn−) ∈ (C2[0, 1])n−×n− with θ1(z) >
. . . > θn−(z) ≥ θ > 0, z ∈ [0, 1]. The advection is characterized
by Φ = diag(Φ1, . . . ,Φn−) ∈ (C1[0, 1])n−×n− , the reaction by
F ∈ (C1[0, 1])n−×n− and the boundary condition (BC) at z = 0
by Q0 = diag(q1, . . . , qn−) ∈ Rn−×n− . In what follows, Φ = 0
is assumed, because the corresponding advection term can always be
removed by a Hopf-Cole-type transformation (see, e.g., [11]). The
hyperbolic subsystem (2c–f) has the transport velocities contained
in Λ = diag(λ−1 , . . . , λ−n− , λ+1 , . . . , λ+n+

) ∈ (C1[0, 1])n×n with
λ−1 (z) > . . . > λ−n−(z) ≥ λ > 0 > λ ≥ λ+1 (z) > . . . > λ+n+

(z),
z ∈ [0, 1]. Hence, the state is given by x = col(x−, x+) ∈ Rn,
where x−(z, t) ∈ Rn− describes the transport in the negative z-
direction and x+(z, t) ∈ Rn+ in the opposite direction, i.e., the
hyperbolic subsystem is heterodirectional. Define the transport times
D− =

∑n−
i=1

∫ 1
0 dζ/λ−i (ζ) and D+ =

∫ 1
0 dζ/|λ+1 (ζ)| as well as

D = D− + D+. Furthermore, A = [aij ] ∈ (C[0, 1])n×n with

aii = 0 holds, which can always be ensured by a Hopf-Cole-type
transformation (see [15]). The initial conditions (ICs) of the system
are w(z, 0) = w0(z) ∈ Rn− and x(z, 0) = x0(z) ∈ Rn.

The bidirectional interconnection between the subsystems is de-
scribed by the formal integral operators

Hi[x](z)=
∫ 1
0Hi(z, ζ)x(ζ)dζ, Gi[w](z)=

∫ 1
0Gi(z, ζ)w(ζ)dζ (3)

for i = 1, 2, 3, in which

Hi(z, ζ)=


H1

1 (z)E
⊤
−δ(ζ)+H2

1 (z)E
⊤
+δ(ζ−1)

+H3
1 (z)δ(ζ−z) +H4

1 (z, ζ)σ(z − ζ)

+H5
1 (z, ζ), i = 1

H1
i E

⊤
−δ(ζ)+H2

i E
⊤
+δ(ζ − 1)+H3

i (ζ),i = 2, 3

(4a)

Gi(z, ζ) =


G1

1(z)δ(ζ) +G2
1(z)δ

′(ζ − 1) +G3
1(z)δ(ζ − z)

+G4
1(z, ζ)σ(z − ζ) +G5

1(z, ζ), i = 1

G1
i δ(ζ) +G2

i δ
′(ζ − 1) +G3

i (ζ), i = 2, 3.

(4b)

All matrices Hj
i , Gj

i appearing in Hi(z, ζ), Gi(z, ζ), i = 1, 2, 3, are
in L2(0, 1). Furthermore, σ denotes the step function and δ is the
delta function, where

∫ 1
0 δ′(ζ − 1)w(ζ)dζ = w′(1). With this, the

integral operators (3) describe local terms, Volterra- and Fredholm-
type integral operators in-domain as well as couplings with integrals,
x−(0), x+(1), w(0) and w′(1) at the boundaries.

In this paper, state feedbacks, observers and compensators are
designed for (2) using the backstepping method (see, e.g., [20]). This,
of course, requires stabilizability of the resulting state feedback loop
and the observer error dynamics. For ODEs, it is well-known that a
system representation in strict feedback and strict feedforward form
ensures structural controllability and observability. A similar result
is shown in [8], [9] to hold for PDE-ODE systems by designing
state feedbacks and observers that achieve arbitrary decay rates for
the resulting closed-loop system and the observer error dynamics.
Consequently, strict feedback and strict feedforward forms are also
introduced for (2) ensuring stabilizability of the system and the
observer error dynamics.

Definition 1 (Strict feedback form): If detH1
3 ̸= 0, H2

3 = H3
3 =

0 and Hi = 0, i = 1, 2, then (2) is in strict feedback form.
If the system (2) is in this form, then the parabolic subsystem is
only affected by the hyperbolic x−-system at z = 1, while the
hyperbolic subsystem is coupled with the parabolic subsystem at all
boundaries and in-domain. Additionally, the hyperbolic PDE fully
actuates the parabolic PDE, i.e., the number n− of BCs at z = 1
in (2b) coincides with the linearly independent number of driving
hyperbolic states implying detH1

3 ̸= 0. In the case detH1
3 = 0, the

proposed backstepping design may still be possible (cf. Remark 2 in
Sec. III-B for details). Otherwise, a singular H1

3 can be dealt with by
representing the parabolic subsystem in modal coordinates so that a
modal stabilization with the methods in [18], [27] is possible. With
this, a Robin BC at (2b) can be handled in the same way.

Definition 2 (Strict feedforward form): If detG2
3 ̸= 0, G1

3 =
G3

3 = 0 and Gi = 0, i = 1, 2, then (2) is in strict feedforward
form.
Here, the hyperbolic subsystem is coupled with the parabolic sub-
system via the BC at z = 1, while the parabolic subsystem is
coupled with the hyperbolic subsystem at all boundaries and in-
domain. Thereby, a full sensing G2

3w
′(1) is required at the boundary

(2e) meaning that detG2
3 ̸= 0. With this, the boundary measurement

of the hyperbolic subsystem contains the necessary information of
the parabolic subsystem so that the observer error dynamics for the
hyperbolic-parabolic PDE-PDE system is stabilizable. Similar to the
strict feedback form, the cases detG2

3 = 0, a general G2
3 ∈ Rn−×nw

with an arbitrary number nw of parabolic PDEs and an integral
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x̃− w̃ x̃+

Fig. 1: Coupling structure of (7) with the coupling (red dashed) to
be eliminated and the x̃+-subsystem stabilized (double ruled). The
input ũ is not shown.

coupling instead of w′(1) at (2e) can also be dealt with using a
modal approach (cf. Remark 2 in Sec. III-B and (33d)).

These particular forms not only ensure a stabilization and estima-
tion for (2) with any desired decay rate, but are also well-suited to
apply a systematic multi-step design. This is shown in the paper.

III. STATE FEEDBACK DESIGN

A. Controller Backstepping Transformation
For a system (2) in strict feedback form (see Definition 1), the

controller backstepping transformation

w̃ = w −
∫ z
0 P (z, ζ)w(ζ)dζ = Tw[w] (5a)

x̃ = x−
∫ z
0 K(z, ζ)x(ζ)dζ = Tx[x] (5b)

with the kernels P (z, ζ) ∈ Rn−×n− , K(z, ζ) ∈ Rn×n and the new
input

ũ = G3[w] +Q−x+(1)−
∫ 1
0

−K(1, ζ)x(ζ)dζ + u (6)

are considered. Thereby, the kernels PI(z, ζ) and KI(z, ζ) of the
inverse backstepping transformations w = w̃ +

∫ z
0 PI(z, ζ)w̃(ζ)dζ,

x = x̃ +
∫ z
0 KI(z, ζ)x̃(ζ)dζ directly follow from solving the cor-

responding reciprocity relations (see, e.g., [16]). Then, the resulting
intermediate target system reads

˙̃w = Θ(z)w̃′′ − µcw̃ + F̃0(z)w̃(0) (7a)

w̃′(0) = 0, w̃(1) = −
∫ 1
0 PI(1, ζ)w̃(ζ)dζ +H1

3 x̃−(0) (7b)
˙̃x = Λ(z)x̃′ + Ã0(z)x̃−(0) + G̃1[w̃](z) (7c)

x̃+(0) = Q+x̃−(0) + G̃2[w̃], x̃−(1) = ũ (7d)

with µc ∈ R, F̃0(z) ∈ (Rn−×n−), Ã0(z) = col(
−
Ã0(z),

+
Ã0(z)) ∈ Rn×n− ,

−
Ã0(z) ∈ (Rn−×n−) and the operators

G̃1 and G̃2 given in the appendix. Hence, the transformation (5b)
decouples the x−-system from the x+-system and stabilizes the latter
system (see Fig. 1).

It can readily be verified that the kernels in (5) have to satisfy the
controller kernel equations

ΘPzz − (P (z)Θ)ζζ(ζ) = P (F (ζ) + µcI) (8a)

(P (z)Θ)ζ(0) = P (z, 0)Θ(0)Q0 − F̃0(z) (8b)

ΘP ′(z, z) + ΘPz(z, z) + (P (z)Θ)ζ(z) = −(F (z) + µcI) (8c)

P (z, z)Θ(z)−Θ(z)P (z, z) = 0, P (0, 0) = Q0 (8d)

ΛKz + (K(z)Λ)ζ(ζ) = KA(ζ) (8e)

K(z, 0)(Λ−(0) + Λ+(0)Q+) = Ã0(z) (8f)

K(z, z)Λ(z)− Λ(z)K(z, z) = A(z) (8g)

defined on 0 ≤ ζ ≤ z ≤ 1. It is verified in [11], [15], [16], [23]
that (8) have a piecewise C2-solution P (z, ζ) and a piecewise C1-
solution K(z, ζ).

B. Controller Decoupling Transformation
In order to obtain a cascade for the final target system, the x̃−-

system has to be decoupled from the w̃-system (see Fig. 1). This,
however, leads to an unstable x̃−-system, which has to be stabilized.
Furthermore, the integral coupling in (7b) has to be eliminated in

ε̃− w̃ x̃+

Fig. 2: Coupling structure of the final target system (10) with all
subsystems stabilized (double ruled).

order to obtain a stable parabolic subsystem. For this, introduce the
controller decoupling and backstepping transformation

ε−= x̃−−
∫ 1
0N(z, ζ)w̃(ζ)dζ, ε̃−=ε−−

∫ z
0Q(z, ζ)ε−(ζ)dζ (9)

with the kernels N(z, ζ), Q(z, ζ) ∈ Rn−×n− mapping (7) into the
final state feedback target system

˙̃ε− = Λ−(z)ε̃′− + Ǎ0(z)ε̃−(0) (10a)

ε̃−(1) = 0 (10b)
˙̃w = Θ(z)w̃′′ − µcw̃ + F̃0(z)w̃(0) (10c)

w̃′(0) = 0, w̃(1) = H1
3 ε̃−(0) (10d)

˙̃x+ = Λ+(z)x̃′+ +
+
Ã0(z)ε̃−(0) +

+G̃1[w̃](z) (10e)

x̃+(0) = Q+ε̃−(0) + G̃2[w̃] (10f)

with Λ− = diag(λ−1 , . . . , λ−n−) and Λ+ = diag(λ+1 , . . . , λ+n+
).

Since Ǎ0(z) and F̃0(z) are strictly lower triangular matrices, the
cascade of stable transport equations (10a–b) drives the cascade
of stable parabolic PDEs (10c–d) and the parallel stable transport
equations (10e–f), which is shown in Fig. 2.

By differentiating (9) w.r.t. time, using (7) and (10), it can readily
be shown that N(z, ζ) has to satisfy the controller decoupling
equations

Λ−(z)Nz = (N(z)Θ)ζζ(ζ)− µcN + −R(z, ζ) (11a)

(N(z)Θ)ζ(0) =
−
G̃1

1(z)−
∫ 1
0 N(z, ζ)F̃0(ζ)dζ (11b)

N(z, 1)Θ(1) =
−
G̃2

1(z) (11c)

N(0, ζ) = (H1
3 )

−1PI(1, ζ) (11d)

defined on (z, ζ) ∈ [0, 1]2 with R(z, ζ) =
−Ã0(z)(H

1
3 )

−1PI(1, ζ) − G3
1(z)δ(ζ − z) − G̃4

1(z, ζ)σ(z −
ζ) − G̃5

1(z, ζ). Therein, z can be viewed as time and ζ as space
variable so that (11) is an IBVP for N(z, ζ) ∈ Rn−×n− with
spatially and time varying coefficients. Consequently, (11b–c) are the
BCs and (11d) is the IC. Since a delta function appears in R(z, ζ),
the decoupling equations (11) have to be interpreted distributionally,
i.e., in the weak sense. The next lemma asserts that (11) still has a
solution in L2.

Lemma 1 (Controller decoupling equations): The controller de-
coupling equations (11) have a unique mild solution N(z, ·) ∈
(L2(0, 1))

n−×n− , z ∈ [0, 1] if µc is such that (10c–d) is expo-
nentially stable.

Proof: In order to simplify the presentation, variables with
double index ij may be represented without the index but bold
face, e.g., MMM = Mij . Then, the elements N(z, ζ) = Nij(z, ζ),
i, j = 1, . . . , n−, of N(z, ζ) can be determined from (11) by
considering the component form

λ−i (z)∂zN = ∂ζζ(N(z)θj)(ζ)− µcN + −R(z, ζ) (12a)

∂ζ(N(z)θj)(0) = B0(z), N(z, 1)θj(1) =
−
G̃2

1(z) (12b)

N(0, ζ) = N0(ζ) (12c)

with B0(z) =
−
G̃1

1(z) −
∫ 1
0 [N(z, ζ)F̃0(ζ)]ijdζ and N0(ζ) =
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[(H1
3 )

−1PI(1, ζ)]ij . In view of F̃0(z) ∈ (Rn−×n−), the result

[N(z, ζ)F̃0(ζ)]ij=


n−∑

k=j+1
Nik(z, ζ)F̃0,kj(ζ), 1≤j≤n−−1

0, j = n−

(13)

follows for 1 ≤ i ≤ n−, where F̃0(z) = [F̃0,ij(z)]. Hence,
(12) can be solved columnwise starting with the rightmost column
and B0 representing a known inhomogeneity in (12b). Introducing
M(z, ζ) = N(z, ζ)θj(ζ), the component form (12) simplifies to

λ−i (z)∂zM = θj(ζ)∂ζζM − µcM + S(z, ζ) (14a)

∂ζM(z, 0) = S0(z), M(z, 1) =
−
G̃2

1(z) (14b)

M(0, ζ) = M0(ζ), (14c)

in which S(z, ζ) = θj(ζ)
−R(z, ζ), S0(z) =

−
G̃1

1(z) −∫ 1
0 [M(z, ζ)F̃0(ζ)]ij/θj(ζ)dζ and M0(ζ) = θj(ζ)N0(ζ). By uti-

lizing the change of coordinates

M = Mh + (
−
G̃2

1(z)− S0(z))ζ
2 + S0(z)ζ︸ ︷︷ ︸

M ih

, (15)

the component form

λ−i (z)∂zM
h = θj(ζ)∂ζζM

h − µcM
h + Sh(z, ζ) (16a)

∂ζM
h(z, 0) = Mh(z, 1) = 0 (16b)

Mh(0, ζ) = Mh
0 (ζ) (16c)

subject to homogenous BCs is obtained with Sh(z, ζ) = S(z, ζ) −
∂zM

ih+θj(ζ)∂ζζM
ih−µcM

ih and Mh
0 (ζ) = M0(ζ)−M ih(0, ζ).

As z plays the role of the time variable, (16) is an IBVP for a
“time-varying” parabolic PDE. In order to obtain a “time-invariant”
PDE, consider the invertible change of variables τ = ϕ−

i (z) =∫ z
0 (dζ/λ

−
i (ζ)) and introduce M̃h(τ, ζ) = M̃h(ϕ−

i (z), ζ) =

Mh(z, ζ). Then, simple calculations show that (16) is mapped into

∂τM̃
h = θj(ζ)∂ζζM̃

h − µcM̃
h + S̃h(τ, ζ) (17a)

∂ζM̃
h(τ, 0) = M̃h(τ, 1) = 0 (17b)

M̃h(0, ζ) = Mh
0 (ζ) (17c)

on τ ∈ [0, ϕ−
i (1)], in which S̃h(ϕ−

i (z), ζ) = Sh(z, ζ). Define the
operator Ajh = θjh

′′ − µch, j = 1, . . . , n−, h ∈ D(Aj) =
{h ∈ H2(0, 1) | h′(0) = h(1) = 0} ⊂ X in the Hilbert space
X = L2(0, 1) endowed with the usual weighted inner product
⟨·, ·⟩ inducing the norm ∥ · ∥. Since −Aj is a Sturm-Liouville
operator, there exists a sequence of eigenvectors {ϕj

k, k ∈ N}
w.r.t. the eigenvalues µj

k resulting from solving Ajϕ
j
k = µj

kϕ
j
k,

ϕj
k ∈ D(Aj), k ∈ N, that are an (orthonormal) Riesz basis for

X (see, e.g., [6]). Consequently, M̃h(τ, ζ) =
∑∞

k=1 M̃
h
k(τ)ϕ

j
k(ζ),

M̃h
k(τ) = ⟨M̃h(τ), ϕj

k⟩ exists for any M̃h ∈ X . Substituting this
in (17) and using Mh

0,k = ⟨Mh
0 , ϕ

j
k⟩, S̃

h
k(τ) = ⟨S̃h(τ), ϕj

k⟩, the
IVP

dτM̃
h
k(τ) = µj

kM̃
h
k(τ) + S̃h

k(τ), k ∈ N, (18)

on τ ∈ [0, ϕ−
i (1)] with IC M̃h

k(0) = Mh
0,k results. Its solution is

M̃h
k(τ) = eµ

j
k
τMh

0,k +
∫ τ
0 eµ

j
k
(τ−τ̄)S̃h

k(τ̄)dτ̄ . (19)

Note that |S̃h
k(τ)| will not decay for k → ∞ and τ ∈ [0, ϕ−

i (1)]
if a delta function appears on the right-hand side of (11a), but it is
bounded. Nevertheless, convergence of the series for M̃h(τ, ζ) can
still be verified giving rise to an L2-solution for (11). To this end,
insert (19) in the corresponding series and use Parseval’s equality
∥M̃h(τ)∥2 =

∑∞
k=1 |M̃

h
k(τ)|

2, which is valid since {ϕj
k, k ∈ N} is

an orthonormal basis for X . Note that exponential stability of (10c–

d) implies maxλ∈σ(Aj)
Reλ < 0, yielding the estimate e2µ

j
k
τ ≤

e2µ
j
maxτ , k ∈ N, µj

max = maxk∈N µj
k < 0. With this, one obtains

∥M̃h(τ)∥2 ≤ e2µ
j
maxτ

∞∑
k=1

|Mh
0,k|

2+ c

∞∑
k=1

∫ τ
0 e2µ

j
k
(τ−τ̄)dτ̄ , (20)

in which c = sup
k∈N,τ∈[0,ϕ−

i (1)]
|S̃h

k(τ)|
2. Then, the result

∥M̃h(τ)∥2 ≤ e2µ
j
maxτ∥M̃h(0)∥2 + c

∞∑
k=1

1

2µ
j
k

(e2µ
j
maxτ − 1) (21)

readily follows. Therein, the series converges because |µj
k| ∈ O(k2)

holds for the Sturm-Liouville operator −Aj (see, e.g., [21]). Hence,
the series for M̃h(τ) converges in L2 verifying that a unique solution
exists in L2 for z > 0, which equals the IC (11d) for z = 0. This is
the mild solution of (17) and thus of (11) (see, e.g., [5, Def. 2.2.4]),
which completes the proof.

Remark 1: Because of the inconsistent IC (11d), only a mild
solution of the decoupling equations (11) can be obtained. This
means that the solution equals the IC (11d) for z = 0, while the
solution of the decoupling equations satisfies the BCs for z > 0.
This, however, gives rise to a discontinuity in the solution at z = 0
due to the Dirichlet BC (11d). Therefore, some care is required for
the numerical solution of the decoupling equations (11). A discussion
of this problem along with various methods for its solutions can be
found in [2]. ◁

Remark 2: In the general case, where H1
3 ∈ Rnw×n− , i.e., an

arbitrary number nw of parabolic PDEs with the state w(z, t) ∈ Rnw ,
the decoupling transformation (9) can still be utilized if H1

3N(0, ζ) =
PI(1, ζ), ζ ∈ [0, 1], is solvable for N(0, ζ) ∈ Rn−×nw (cf. (11d)).
This may also be the case for detH1

3 = 0. Furthermore, if the system
is overactuated, i.e., nw < n− and rkH1

3 = nw , the decoupling
equations (11) are solvable. However, if the system is underactuated,
i.e., nw > n−, and no solution N(0, ζ) exists, then the modal
approach mentioned in Section II can be used. ◁

Furthermore, the kernel Q(z, ζ) in (9) has to satisfy the controller
kernel equations

Λ−Qz + (Q(z)Λ−)ζ(ζ) = 0, 0 < ζ < z < 1 (22a)

Q(z, 0)Λ−(0)−
∫ z
0 Q(z, ζ)Γ0(ζ)dζ = Ǎ0(z)−Γ0(z) (22b)

Q(z, z)Λ−(z)− Λ−(z)Q(z, z) = 0, (22c)

where Γ0(z) =
−
Ã0(z) + ((N(z)Θ)ζ(1) +

−
G̃2

1(z)PI(1, 1))H
1
3 .

By making use of the method of characteristics, it can be directly
verified that (22) has a piecewise C1-solution Q(z, ζ) (see [10]).
The kernel QI(z, ζ) of the inverse backstepping transformation in
(9) can readily be obtained from the reciprocity relation. With this,
(9) is invertible, as the decoupling transformation can be directly
solved for x̃−. Then, the feedback

ũ =
∫ 1
0 N(1, ζ)w̃(ζ)dζ +

∫ 1
0 Q(1, ζ)ε−(ζ)dζ (23)

is obtained to get (10), which can be directly represented in terms of
the original states w and x by inserting (5), (9).

The stability of the resulting closed-loop system with an assignable
decay rate is stated in the next theorem.

Theorem 1 (State feedback controller): Apply the state feedback
controller (6), (23) to (2). Let µmax be the largest eigenvalue of (10c–
d) for µc = 0 and choose the design parameter µc such that αc =
µmax −µc < 0. Then, the closed-loop system is exponentially stable
in the norm ∥ · ∥ = (∥ · ∥2w + ∥ · ∥2n)1/2, i.e., the closed-loop state
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xsf(t) = {col(w(z, t), x(z, t)), z ∈ [0, 1]} satisfies

∥xsf(t)∥ ≤ Mce(αc+c)t∥xsf(0)∥, t ≥ 0, (24)

for an Mc ≥ 1, all ICs w(·, 0) ∈ (L2(0, 1))
n− , piecewise differen-

tiable ICs x(z, 0) ∈ Rn and any c > 0 so that αc + c < 0.
Proof: Observe that (10a–d) is similar to the target system

already investigated in the proof of Theorem 1 in [7]. While only
parallel transport equations are considered in [7], (10a–b) is a set
of cascaded transport equations, which, however, does not change
the result. Hence, the states ε̃−(t) = {ε̃−(z, t), z ∈ [0, 1]} and
w̃(t) = {w̃(z, t), z ∈ [0, 1]} are piecewise continuous and thus
bounded on [0, D−]. With ε̃−(t) = 0, t > D−, the solution
of the system (10c–d) is exponentially convergent (see [7]), i.e.,
∥w̃(t)∥w ≤ M1e(αc+c)(t−D−)∥w̃(D−)∥w, t > D−, for an
M1 ≥ 1 and all ICs w̃(·, 0) ∈ (L2(0, 1))

n− . Consequently, the
state x̃+(t) = {x̃+(z, t), z ∈ [0, 1]} is bounded on [0, D−],
because it can be verified with the same reasoning as in [7]
that the operators

+G̃1 and G̃2 are relatively bounded. This,
in particular, leads to bounded operators when applied to the
analytic C0-semigroup generated by the parabolic subsystem. Since
(10e–f) are a set of parallel transport equations, one can make
use of the results in the proof of Theorem 2 of [7] to show that
the solution of the system (10e–f) is exponentially convergent
for t > D, i.e., ∥x̃+(t)∥n+ ≤ M2e(αc+c)(t−D)∥w̃(D)∥w ≤
M1M2e(αc+c)(t−D−)∥w̃(D−)∥w, t > D, for an M2 > 0
and all piecewise differentiable ICs x̃+(z, 0) ∈ Rn+ .
This implies ∥ col(w̃(t), ε̃−(t), x̃+(t))∥ = (∥w̃(t)∥2w +

∥ε̃−(t)∥2n− + ∥x̃+(t)∥2n+
)1/2 ≤ (max(M2

1 , (M1M2)
2))1/2

· e(αc+c)(t−D−)∥w̃(D−)∥w, t > D, for all ICs w̃(·, 0)
∈ (L2(0, 1))

n− and all piecewise differentiable ICs
ε̃−(z, 0) ∈ Rn− , x̃+(z, 0) ∈ Rn+ . Since the target system
state is bounded in t ∈ [0, D] and the finite-time stable transport
equations are exponentially stable in the L2-norm for any
decay rate (see, e.g., [16]), there exists a sufficiently large
M3 > (max(M2

1 , (M1M2)
2))1/2 so that the target system (10) is

exponentially stable for t ≥ 0. Then, going through the chain of
the boundedly invertible transformations, exponential stability in the
original coordinates can be verified.

IV. OBSERVER DESIGN

For the system (2) in strict feedforward form (see Definition 2),
the observer

˙̂w = Θ(z)ŵ′′+F (z)ŵ+H1[x̂](z)+Lw(z)(y−x̂−(0)) (25a)

ŵ′(0) = Q0ŵ(0) +H2[x̂] + L0(y − x̂−(0)) (25b)

ŵ(1) = H3[x̂] + L1(y − x̂−(0)) (25c)
˙̂x = Λ(z)x̂′ +A(z)x̂+ L(z)(y − x̂−(0)) (25d)

x̂+(0) = Q+y, x̂−(1) = Q−x̂+(1) +G2
3ŵ

′(1) + u (25e)

defined on (z, t) ∈ [0, 1]×R+
0 with ICs ŵ(z, 0) = ŵ0(z) ∈ Rn− and

x̂(z, 0) = x̂0(z) ∈ Rn is designed, in which ŵ and x̂ are estimates
for the states w and x of the coupled hyperbolic-parabolic system (2).
The observer gains Lw(z), L0, L1 ∈ Rn−×n− and L(z) ∈ Rn×n−

are determined to stabilize the corresponding observer error dynamics

ėw = Θ(z)e′′w + F (z)ew +H1[e](z)− Lw(z)e−(0) (26a)

e′w(0) = Q0ew(0) +H2[e]− L0e−(0) (26b)

ew(1) = H3[e]− L1e−(0) (26c)

ė = Λ(z)e′ +A(z)e− L(z)e−(0) (26d)

e+(0) = 0, e−(1) = Q−e+(1) +G2
3e

′
w(1) (26e)

with ew = w − ŵ and e = x− x̂.

ẽ− ẽw ẽ+

Fig. 3: Coupling structure of (28) with the coupling (red dashed) to
be eliminated and the ẽ+-subsystem stabilized (double ruled). The
output injections are not shown.

A. Observer Backstepping Transformation
Similar to the state feedback design, the observer backstepping

transformation

ew = ẽw −
∫ 1
z P̄ (z, ζ)ẽw(ζ)dζ = T̄ −1

w [ẽw] (27a)

e = ẽ−
∫ z
0 K̄(z, ζ)ẽ(ζ)dζ = T̄ −1

x [ẽ] (27b)

with the kernels P̄ (z, ζ) ∈ Rn−×n− , K̄(z, ζ) ∈ Rn×n is introduced
to map (26) into

˙̃ew = Θ(z)ẽ′′w − µoẽw + H̄1[ẽ](z)−Mw(z)ẽ
′
w(1)

−L̃w(z)ẽ−(0) (28a)

ẽ′w(0) = −
∫ 1
0 F̄0(ζ)ẽw(ζ)dζ + H̄2[ẽ] (28b)

ẽw(1) = H̄3[ẽ] (28c)
˙̃e = Λ(z)ẽ′ − L̃(z)ẽ−(0) (28d)

ẽ+(0) = 0 (28e)

ẽ−(1) = Q−ẽ+(1)−
∫ 1
0 Ā0(ζ)ẽ(ζ)dζ

+G2
3P̄ (1, 1)ẽw(1) +G2

3ẽ
′
w(1), (28f)

in which µo ∈ R, F̄0(z) ∈ (Rn−×n−), Ā0(z) =
[Ā0,−(z) Ā0,+(z)] ∈ Rn−×n, Ā0,−(z) ∈ (Rn−×n−) and the
operators H̄1, H̄2 and H̄3 given in the appendix. Obviously, the
backstepping transformation (27b) decouples the e+-system from the
e−-system and stabilizes the former (see Fig. 3). With the results in
[11], [15], [16], [23], it can be verified that the kernels in (27) satisfy
the observer kernel equations

ΘP̄zz − (P̄ (z)Θ)ζζ(ζ) = −(F (z) + µoI)P̄ (29a)

P̄z(0, ζ) = Q0P̄ (0, ζ)− F̄0(ζ) (29b)

ΘP̄ ′(z, z) + ΘP̄z(z, z) + (P̄ (z)Θ)ζ(z) = −(F (z) + µoI) (29c)

P̄ (z, z)Θ(z)−Θ(z)P̄ (z, z) = 0, P̄ (0, 0) = Q0 (29d)

ΛK̄z + (K̄(z)Λ)ζ(ζ) = −A(z)K̄ (29e)
−
K̄(1, ζ)−Q−

+
K̄(1, ζ) = −Ā0(ζ) (29f)

K̄(z, z)Λ(z)− Λ(z)K̄(z, z) = −A(z) (29g)

with (29a–d) defined on 0 ≤ z ≤ ζ ≤ 1 and (29e–g) on
0 ≤ ζ ≤ z ≤ 1. They have a piecewise C2-solution P̄ (z, ζ)
and a piecewise C1-solution K̄(z, ζ), which is verified in [11],
[15], [16], [23]. The kernels P̄I(z, ζ) and K̄I(z, ζ) of the inverse
backstepping transformation ẽw = ew +

∫ 1
z P̄I(z, ζ)ew(ζ)dζ, ẽ =

e +
∫ z
0 K̄I(z, ζ)e(ζ)dζ can be determined using the corresponding

reciprocity relations. The observer gains read

L(z) = T̄ −1
x [L̃](z)− K̄(z, 0)Λ−(0) (30a)

Lw(z) = T̄ −1
w [L̃w](z), Mw(z) = −T̄w[P̄ (·, 1)Θ(1)](z) (30b)

L0 = H1
2 , L1 = H1

3 . (30c)

B. Observer Decoupling Transformation
A cascade structure is obtained by eliminating the red dashed

coupling in Fig. 3. For this, the observer decoupling and backstepping
transformation

εw= ẽw−
∫ 1
0N̄(z, ζ)ẽ−(ζ)dζ, ẽ−= ē−−

∫ z
0Q̄(z, ζ)ē−(ζ)dζ (31)
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ē− εw ẽ+

Fig. 4: Coupling structure of the final target system (32) with all
subsystems stabilized (double ruled).

with the kernels N̄(z, ζ), Q̄(z, ζ) ∈ Rn−×n− is considered. The
first one decouples the ẽw-system from the ẽ−-system and removes
the local term ẽ′w(1) in (28a) resulting in a stable parabolic error
dynamics. This, however, leads to an unstable ẽ−-system, which has
to be stabilized by the backstepping transformation in (31). As a
result, the final observer error target system

˙̃e+ = Λ+(z)ẽ′+ (32a)

ẽ+(0) = 0 (32b)

ε̇w = Θ(z)ε′′w − µoεw + H̄+
1 [ẽ+](z) (32c)

ε′w(0) = −
∫ 1
0 F̄0(ζ)εw(ζ)dζ + H̄+

2 [ẽ+], εw(1)=H̄+
3 [ẽ+] (32d)

˙̄e− = Λ−(z)ē′− (32e)

ē−(1) = Q−ẽ+(1)−
∫ 1
0 Â0(ζ)ē−(ζ)dζ−

∫ 1
0 Ā0,+(ζ)ẽ+(ζ)dζ

+G2
3P̄ (1, 1)εw(1) +G2

3ε
′
w(1) (32f)

is obtained. Therein, the operators H̄+
i [ẽ+] = H̄i[E+ẽ+], i = 2, 3,

and H̄+
1 [ẽ+](z) = H̄1[E+ẽ+](z) − N̄(z, 1)Λ−(1)(Q−ẽ+(1) −∫ 1

0 Ā0,+(ζ)ẽ+(ζ)dζ + P̄ (1, 1)H̄3[E+ẽ+]) are utilized. Since
F̄0(z) ∈ (Rn−×n−) in (32d) and Â0(z) ∈ (Rn−×n−) in (32f),
this leads to parallel stable transport equations (32a–b) driving the
cascade of stable parabolic systems (32c–d) and the cascade of stable
transport equations (32e–f), which is depicted in Fig. 4.

Differentiating (31) w.r.t. time and inserting (28) and (32) yields
after the usual calculations the observer decoupling equations

(N̄(z)Λ−)ζ(ζ) = −ΘN̄zz + µoN̄ + R̄−(z, ζ) (33a)

N̄z(0, ζ) = −
∫ 1
0 F̄0(ζ̄)N̄(ζ̄, ζ)dζ̄ + H̄2,−(ζ) (33b)

N̄(1, ζ) = H̄3,−(ζ) (33c)

N̄(z, 1)Λ−(1) = −Mw(z)(G
2
3)

−1 (33d)

defined on (z, ζ) ∈ [0, 1]2 with R̄(z, ζ) = −H3
1 (z)δ(ζ −

z) − H̄4
1 (z, ζ)σ(z − ζ) − H̄5

1 (z, ζ) + Mw(z)(G
2
3)

−1(Ā0(ζ) +
G2

3P̄ (1, 1)H̄3
3 (ζ)) (cf. appendix). The next lemma clarifies the

solvability of the IBVP (33).
Lemma 2 (Observer decoupling equations): The observer decou-

pling equations (33) have a unique mild solution N̄(·, ζ) ∈
(L2(0, 1))

n−×n− , ζ ∈ [0, 1] if µo is such that (32c–d) is expo-
nentially stable.

Proof: By making use of the tranformations Ñ(z, ζ) =
Λ−(1− z)N̄⊤(ζ, 1− z)Θ−1(ζ), the decoupling equations (33) can
be mapped into the form (11). This implies that (33) have a unique
mild solution in L2.
With the same calculations, the observer kernel equations

Λ−Q̄z + (Q̄(z)Λ−)ζ(ζ) = 0, 0 < ζ < z < 1 (34a)

Q̄(1, ζ) +
∫ 1
ζ Γ̄0(ζ̄)Q̄(ζ̄, ζ)dζ̄ = Γ̄0(ζ)− Â0(ζ) (34b)

Q̄(z, z)Λ−(z)− Λ−(z)Q̄(z, z) = 0 (34c)

result for Q̄(z, ζ) in (31) with Γ̄0(ζ) = Ā0,−(ζ) −
G2

3P̄ (1, 1)H̄3,−(ζ)−G2
3N̄z(1, ζ). These kernel equations have the

same structure as (22) so that they also have a piecewise C1-
solution Q̄(z, ζ) (see [10]). By making use of the corresponding
reciprocity relation, the kernel Q̄I(z, ζ) of the inverse backstepping
transformation related to (31) can be found, while the decoupling
transformation is directly solvable for ẽw .

With this, the corresponding observer gains
−
L̃(z) = −Q̄(z, 0)Λ−(0),

+
L̃(z) = 0 (35a)

L̃w(z) =
∫ 1
0 N̄(z, ζ̄)

−
L̃(ζ̄)dζ̄ + H̄1

1,−(z) + N̄(z, 0)Λ−(0) (35b)

can be determined.
The stability of the observer error dynamics is assessed in the next

theorem, where the rate of the exponential decay can be assigned.
Theorem 2 (Observer): Use the observer gains (30) and (35) for

(25). Let µ̄max be the largest eigenvalue of (32c–d) for µo = 0
and choose the design parameter µo such that αo = µ̄max − µo <
0. Then, the observer error dynamics is exponentially stable in the
norm ∥ · ∥ = (∥ · ∥2w + ∥ · ∥2n)1/2, i.e., the observer error eo(t) =
{col(ew(z, t), e(z, t)), z ∈ [0, 1]} satisfies

∥eo(t)∥ ≤ Moe(αo+c)t∥eo(0)∥, t ≥ 0, (36)

for an Mo ≥ 1, all ICs ew(·, 0) ∈ (L2(0, 1))
n− , piecewise

differentiable ICs e(z, 0) ∈ Rn and any c > 0 so that αo + c < 0.
Since the target systems (10) and (32) share the same structure,
the proof of Theorem 2 can be directly inferred from the proof of
Theorem 1.

V. OBSERVER-BASED COMPENSATOR

For the design of an observer-based compensator, the following
assumption is required.

Assumption 1 (Compensator design): Assume that detH1
3 ̸= 0,

detG2
3 ̸= 0, H2

3 = H3
3 = 0, Hi = 0, i = 1, 2, G1

3 = G3
3 = 0 and

Gi = 0, i = 1, 2, in (2).
With this, the system (2) is both in strict feedback and strict
feedforward form. Hence, an observer-based compensator can be
designed on the basis of the proposed backstepping approach by using
the state estimates of the observer (25) in the state feedback (6) and
(23). The next theorem states the stability of the resulting closed-loop
system.

Theorem 3 (Observer-based compensator): Consider the state
feedback controller (6), (23) supplied with the estimates of the
observer (25) with the gains (30) and (35). Assume that the state
feedback controller and the observer have been designed such that
αc < 0 and αo < 0 (see Theorem 1 and 2). Then, the closed-loop
system with the state xcl(t) = col(ew(t), e(t), ŵ(t), x̂(t))
is exponentially stable in the norm ∥ · ∥cl = (∥ · ∥2w +

∥ · ∥2n + ∥ · ∥2w + ∥ · ∥2n)
1
2 for all ICs w(·, 0), ŵ(·, 0) ∈ (L2(0, 1))

n−

and piecewise differentiable ICs x(z, 0), x̂(z, 0) ∈ Rn.
Proof: Consider the observer (25) in view of the Assumptions 1

and successively apply the transformations (5) and (9) as well as use
the feedback (6), (23) with the state estimates. After homogenizing
the BCs, this yields a system of the form

˙̌ε− = Λ−(z)ε̌′− + Ǎ0(z)ε̌−(0) + ρ1(z, εw(0), ē−) (37a)

ε̌−(1) = 0 (37b)
˙̌w = Θ(z)w̌′′ − µcw̌ + F̃0(z)w̌(0) (37c)

+ ρ2(z, ẽ+(1), ẽ+, εw, εw(0), ε̇w(0), εw(1), ε
′
w(1), ē−(0), ē−)

w̌′(0) = 0, w̌(1) = H1
3 ε̌−(0) (37d)

˙̌x+ = Λ+(z)x̌′+ +
+
Ã0(z)ε̌−(0) + ρ3(z, w̌, εw(0), ē−) (37e)

x̌+(0) = Q+ε̌−(0) + ρ4(w̌, εw(0), ē−) (37f)

with some functions ρi, i = 1, . . . , 4. First, note that the latter
functions are well-defined, because their arguments give rise to
relatively bounded operators, which is verified in [7]. Furthermore,
also the time derivative ε̇w(0) in (37c) exists, which is due to the
smooth solution of the parabolic εw-subsystem. In particular, the
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Fig. 5: Simulation results for the state feedback loop design. The first
row depicts the closed-loop states of the parabolic subsystem, while
the remaining rows show the closed-loop states of the hyperbolic
subsystem.

corresponding system operator is the generator of an analytic C0-
semigroup (see the analysis of the observer in [12] for details). With
this, the excitation via the ρi-functions decays exponentially for t ≥ 0
due to Theorem 2. Since (37) coincides with the target system (10) for
the state feedback design except for the exciting terms, from the proof
of Theorem 1, it follows that the solution decays exponentially in the
norm ∥ · ∥. Hence, the corresponding closed-loop system represented
by the cascade composed of the observer error dynamics (26) and
the observer (37) is exponential stable in the norm ∥ · ∥cl. Then,
the same is true in the original coordinates, because of the bounded
invertibility of the used transformations.

VI. EXAMPLES

Problem Setup. In order to illustrate the results of the paper,
consider the unstable hyperbolic-parabolic PDE-PDE system (2) with
the matrix Θ(z) = diag(2+ 3

5 sin(2πz), 1+z2 sin(2πz)) of diffusion
coefficients, the matrix Λ(z) = diag(6+2z, 4+z,−3.5− z

2 ,−5.75−
3z
2 ) of transport velocities and

F (z) =

[
0 3

4 e−z

3
4 e−z 11

5 sin(2πz)

]
, (38a)

A(z) =


0 0.3 e

z
3 0 − 1

6 − z
3

−0.3 e
z
3 0 − 1

4 − z
2 0

0 1
4 + z

2 0 0.2 e−
z
2

1
6 + z

3 0 − 1
5 e−

z
2 0

 , (38b)

Q0 = Q+ = I2, Q− = −2I2 characterizing the parabolic
and hyperbolic subsystems. Their bilateral interconnection is de-
scribed by the coupling matrix H1

3 = I2 for the parabolic
subsystem as well as vecG1

1(z) = col(0, cos(2πz),−sin(2πz),
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3

4
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4

Fig. 6: Time evolution of the L2-norms of the observer error (left)
and the closed-loop system with observer-based compensator (right).

ez+1, (1−z)z, 0, 0, 0, 0), vecG3
1(z) = col((1−z)z, 0, 0, sin3(2πz),

0, 12 sin(2πz), 2(1 − z)3, 0) vecG4
1(z, ζ) = col(0, e

z
3 cos(2πζ),

0, 0, cos(2πz)e
ζ
2 , 12 e

z
3 sin(2πζ), 2e

ζ
2 , log(1 + z)e

ζ
2 ), vecG1

2 = col(

−1, 0, 1, 1), G2
3 = I2 and vecG3

3(z) = col(1, 0, z, 2 + z2) for the
hyperbolic subsystem. Therein, vec(·) is the usual vectorization oper-
ator. All other matrices appearing in (4) are zero. Hence, the system
is in strict feedback form. In what follows, firstly, a backstepping
state feedback controller is determined to stabilize this system. For
the compensator design, a second unstable example that is both in
strict feedback and strict feedforward form is considered. The latter
follows from the previous example by setting all coupling matrices
to zero that violate Definition 2.

State Feedback Controller. For the design of the state feedback
controller, the kernel equations (8) with µc = 3 are solved in
MATLAB by implementing the method of successive approximations
presented in [11], [15], [16]. With this, a solution of the decoupling
equations (11) is determined by making use of the MATLAB solver
pdepe with 71 grid points. Finally, the kernel equations (22) are
also solved using the method of successive approximations, which
yields the gains of the state feedback controller with help of (6)
and (23). The simulation of the closed-loop system uses the IC
w(z, 0) = col(1, 1)( 34 sin(πz) + 1

4 cos(3πz + π
2 )) for the parabolic

subsystem and x(z, 0) = col(1, 1, 1, 1, 1)sin(2πz) for the hyperbolic
subsystem. Note that these ICs are consistent both w.r.t. the BCs
of the corresponding subsystems as well as w.r.t. the coupling at
the boundary z = 1 in (2b). The parabolic PDE is simulated
using a FEM and the hyperbolic PDE is discretized using a FDM
ensuring numerical stability. This yields the plots of the resulting
state feedback loop shown in Fig. 5 according to Theorem 1.
Observer-based Compensator. The second example considers the
design of an observer-based compensator. For this, a state feedback
controller is determined along the lines of the previous example with
reduced couplings. Then, a backstepping observer is designed to
implement the corresponding state feedback. For this, the observer
error dynamics is mapped into backstepping coordinates with the
design parameter µo = 6. The kernel equations (29) are solved using
the method of successive approximations in MATLAB (see [11], [15],
[16]). Subsequently, a solution of the decoupling equations (33) is
determined with the MATLAB solver pdepe for 71 grid points. The
observer design is completed by solving the kernel equations (34)
with the method of successive approximations. Different from the
state feedback controller, however, the calculation of the observer
gains has to be done backwards. In particular, one has to follow the
following sequence starting from (35a): L̃(z)

(35b)−−−→ L̃w(z)
(30a–b)−−−−→

Lw(z), L(z). The remaining observer gains are computed directly.
The L2-norm of the observer error is depicted in Fig. 6 on the left
for a zero observer IC and assuming the plant IC according to the
first example, which validates a convergent observer. By combining
the state feedback controller with the observer, the plot shown in Fig.
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6 on the right is obtained. This result verifies closed-loop stability
with the observer-based compensator.

VII. CONCLUDING REMARKS

It is interesting to also apply the proposed design procedure
to parabolic-hyperbolic, parabolic-parabolic or hyperbolic-hyperbolic
PDE-PDE systems. Then, only different decoupling equations appear
in the design, which have to be analyzed for well-posedness. A salient
feature of the proposed multi-step approach is its scalability property.
In particular, for a next neighbor coupling between more than two
PDEs, the design does not become more involved, as only the number
of the same kernel and decoupling equations increases. This is
crucial for considering networks of PDEs in arbitrary interconnection
topologies, which will be investigated in future work. Furthermore,
it is of interest to ensure finite-time stability for both the parabolic
and hyperbolic subsystems, which requires to consider a time-varying
target system and thus time-varying backstepping transformations.
Another research avenue are fully coupled hyperbolic-parabolic sys-
tem, which require a detailed controllability and obervability analysis
and new techniques for the successive transformation approach.

APPENDIX

Operators G̃i[w̃], i = 1, 2, 3G̃i[w̃], i = 1, 2, 3G̃i[w̃], i = 1, 2, 3. Consider first the operators
G̃i[w̃] = G1

i w̃(0) + G2
i w̃

′(1) + G2
iPI(1, 1)w̃(1) +∫ 1

0 G̃3
i (ζ)w̃(ζ)dζ, i = 2, 3, with G̃3

2(ζ) = Q+PI(1, ζ) +

G2
2PI,z(1, ζ) + G3

2(ζ) +
∫ 1
ζ (G

3
2(ζ̄)PI(ζ̄, ζ)dζ and G̃3

3(ζ) =

G2
3PI,z(1, ζ) + G3

3(ζ) +
∫ 1
ζ G3

3(ζ̄)PI(ζ̄, ζ)dζ. Then, the

operator G̃1[w̃](z) =
∫ 1
0 G̃1(z, ζ)w̃(ζ)dζ is given by

G̃1(z, ζ) = G̃1
1(z)δ(ζ) + G̃2

1(z)δ
′(ζ − 1) + G̃2

1(z)PI(1, 1)δ(ζ −
1) +G3

1(z)δ(ζ − z) + G̃4
1(z, ζ)σ(ζ − z) + G̃5

1(z, ζ) with G̃i
1(z) =

Tx[Gi
1](z) + K(z, 0)Λ+(0)Gi

2, i = 1, 2, G̃4
1(z, ζ) = Ǧ4

1(z, ζ)
− K(z, ζ)G3

1(ζ) −
∫ z
ζ K(z, ζ̄)Ǧ4

1(ζ̄, ζ)dζ̄, G̃5
1(z, ζ) =

Tx[Ǧ5
1(·, ζ)](z) + K(z, 0)Λ+(0)G̃3

2(ζ), where Ǧ4
1(z, ζ) =

G3
1(z)PI(z, ζ) + G4

1(z, ζ) +
∫ z
ζ G4

1(z, ζ̄)PI(ζ̄, ζ)dζ̄ and

Ǧ5
1(z, ζ) = G2

1(z)PI,z(1, ζ) +G5
1(z, ζ) +

∫ 1
ζ G5

1(z, ζ̄)PI(ζ̄, ζ)dζ̄.
Operators H̄i[ẽ], i = 1, 2, 3H̄i[ẽ], i = 1, 2, 3H̄i[ẽ], i = 1, 2, 3. The operators H̄i[ẽ] = H2

i ẽ+(1)

+
∫ 1
0 H̄3

i (ζ)ẽ(ζ)dζ, i = 2, 3, are given by H̄3
i (ζ) =

H3
i (ζ) −

∫ 1
ζ H3

i (ζ̄)K̄(ζ̄, ζ)dζ̄ − H2
i
+
K̄(1, ζ). Then, H̄1[ẽ](z) =∫ 1

0 H̄1(z, ζ)ẽ(ζ)dζ with H̄1(z, ζ) = H̄1
1 (z)E

⊤
−δ(ζ) +

H̄2
1 (z)E

⊤
+δ(ζ−1)+H3

1 (z)δ(ζ−z)+H̄4
1 (z, ζ)σ(ζ−z)+H̄5

1 (z, ζ),
in which H̄1

1 (z) = T̄w[H1
1 ](z), H̄2

1 (z) = T̄w[H2
1 ](z) −

T̄w[(P̄Θ)ζ(·, 1)](z)H2
3 , H̃4

1 (z, ζ) = H4
1 (z, ζ) −

∫ z
ζ H4

1 (z, ζ̄)

· K̄(ζ̄, ζ)dζ̄ − H3
1 (z)K̄(z, ζ), H̄4

1 (z, ζ) = T̄w[H̃4
1 (·, ζ)](z) −

P̄I(z, ζ)H
3
1 (ζ) −

∫ 1
ζ P̄I(z, ζ̄)H̃

4
1 (ζ̄, ζ)dζ̄, H̃5

1 (z, ζ) = H5
1 (z, ζ)

−
∫ 1
ζ H5

1 (z, ζ̄)K̄(ζ̄, ζ)dζ̄ − H2
1 (z)

+
K̄(1, ζ) and H̄5

1 (z, ζ) =

T̄w[H̃5
1 (·, ζ)](z) + P̄I(z, ζ)H

3
1 (ζ) +

∫ 1
ζ P̄I(z, ζ̄)H̃

4
1 (ζ̄, ζ)dζ̄ −

T̄w[P̄ζ(·, 1)Θ(1)](z)H̄3
3 (ζ).
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