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Abstract

This paper proposes a novel dynamic model-aided navigation filter to estimate the safety-critical states of an aircraft
including the effect of wind. Aerodynamic coefficients and control signals are used to predict the angular rates. Exper-
imental flight results of a high-altitude long-endurance (HALE) UAV demonstrated improvement in attitude estimation
compared to a model-based navigation algorithm that does not consider wind, as well as accurate attitude estimation
without using gyroscope signals, demonstrating its effectiveness for analytical redundancy.
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[. INTRODUCTION

HE appropriate identification of the surrounding air field of aircraft is crucial for the performance and safety of the aircraft

[1], [2]. The airspeed, angle of attack (AOA), and sideslip angle (SSA) are the three important parameters that describe
the interaction between the aircraft and the surrounding air [3]. Reliable measurements or estimations of AOA and SSA are
indispensable for safe flight because pilots are trained to monitor the AOA for stall detection.

Recently, a high-altitude long-endurance (HALE) UAV that can fly optimally at high altitudes (up to 60,000 feet) for a
considerable amount of time without landing has gained substantial attention because a HALE UAV is capable of flying
on a narrow radius for several months to years based on a solar panel energy supply and storage system at 20 km altitude.
Additionally, real-time video can be obtained for surveillance and provides network communication services performed by
existing satellites at lower cost [4]. A HALE UAV named the Korea aerospace research institute (KARI)-electrical aerial
vehicle (EAV)-3, developed by KARI, was recorded in 2016 as the world’s third UAV to successfully fly at stratospheric
altitudes at an altitude of 18.5km [5]. For a video of the flight demonstration of KARI EAV-3, please visit https://www.
youtube.com/watch?v=CL-3UtUeRAS.

A HALE UAV is typically designed to have a high aspect ratio [6], fly at a low speed to reach high altitudes, and fly for
more than a few days in a single flight because it is difficult to take off and land if the weather or wind conditions are not
appropriate. When a HALE UAV is flying at low speed, it tends to drift in response to strong side winds. To prevent this,
a HALE UAV should be facing the wind as directly as possible by using appropriate control inputs to steer into the wind.
Thus, for a HALE UAV to reach stratospheric altitudes under strong wind influences, it is necessary to continually measure
or estimate the wind direction and magnitude to control the aircraft accordingly.

Previous work in the literature has proposed various approaches for the accurate state estimation of UAVs, including airspeed,
AOA, and SSA [7]-[9]. Based on the sensor fusion architecture utilized in these filters, these approaches can be divided into
two main categories. The first category uses a kinematic model of the system based on multiple sensors, combining the
information from accelerometers, gyroscopes, Pitot probes, AOA/SSA vanes, and global navigation satellite system (GNSS).
These approaches have successfully demonstrated their effectiveness in several prior studies, such as [10]-[12], and have been
a primary means of estimating navigation states within estimation filters.

The second category utilizes dynamic model-aided navigation, including aerodynamic model parameters, in the navigation
filter. Dynamic model-aided navigation has been widely investigated to estimate the position, velocity, attitude, and bias states
of the UAV [13]-[15]. Table I presents comprehensive lists of example applications based on dynamic filters for the state
estimation of various UAV applications such as rotary wing, fixed-wing, and multicopter vehicles. Here, we focused on the
fixed-wing navigation filter, herein addressing airspeed and AOA/SSA. In [22], [23], the estimation framework utilizing the
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TABLE 1
The summary of the model-aided UAV navigation applications
References UAV States Method
[16] multicopter position, velocity (body), attitude Utilizing the thrust model for predicting the z-axis acceleration
[17] multicopter velocity (body), attitude, wind (2D) Utilizing IMU and dynamic model (simulation)
[18], [19] multicopter attitude(roll, pitch), velocity (body x, y), biases Utilizing IMU, monocular camera, and dynamic model
[20] multicopter velocity (body), attitude, altitude, biases Utilizing IMU, aerodynamic model, magnetometer, and optical flow
[21] rotary wing position, velocity, attitude, biases Utilizing LASER range finder and both kinematic and aerodynamic models (simulation)
[13] fixed-wing position, velocity, attitude, biases Utilizing force and moment aerodynamic coefficient
[15] fixed-wing position, velocity, attitude, biases Utilizing force and moment aerodynamic coefficient (simulation)
[22] fixed-wing AOA, SSA Without direct flow angle and GNSS measurement using aerodynamic model
[23] fixed-wing AOA, SSA, wind (3D) Without direct flow angle and GNSS measurement using aerodynamic model
[24] fixed-wing position, velocity (body), wind (3D), attitude, biases Utilizing kinematic and aerodynamic model (simulation)
[25] fixed-wing position, velocity (body), attitude, biases Utilizing kinematic and aerodynamic model (simulation)
[26] fixed-wing airspeed, AOA, SSA, wind (2D) Without ADS utilizing the GNSS, IMU, and aerodynamic model
Proposed fixed-wing (HALE) 3D wind, attitude, airspeed, AOA, SSA, biases Utilizing ADS, IMU, GNSS, and aerodynamic model

partial aerodynamic parameter of the UAV for AOA and SSA has been proposed without AOA/SSA vanes. In [26], GNSS,
IMU, and a low-fidelity model of the aircraft dynamics are utilized in the cascaded Kalman filters to estimate the airspeed,
AOA, and SSA without a Pitot-static air data system.

Considering that aerodynamic parameter identification is the prerequisite for the design/verification of a HALE UAV and
since control input is always available and is not susceptible to signal interference due to multipathing or jamming, a dynamic
model-aided approach is an attractive analytical redundancy solution in case of faults for kinematic-model-based navigation
filters [27]. Thus, we focused on the development of a dynamic filter in this paper. In addition, given that the surrounding
wind impact on a HALE UAV is more significant than that for small UAVs, which fly at low altitude [28], accurate 3D wind,
AOA, and SSA estimations are critical. However, existing studies based on the dynamic model have rarely considered 3D wind
effects [13], [15], [22]-[26].

In summary, minimal research has investigated the feasibility of aerodynamic models for attitude estimation in addition to
3D wind, airspeed, AOA, and SSA. Additionally, note that the accurate estimation of the attitude is also indispensable for the
stable flight of UAVs. Therefore, in this paper, we propose a novel aerodynamic model-based navigation filter for the estimation
of attitude, 3D wind, airspeed, AOA, and SSA. This study may be the first to attempt to estimate the aforementioned states
using a dynamic model of a HALE UAV verified through long-duration flight tests (i.e., up to 8 hours). More importantly, this
study successfully demonstrated the feasibility of state estimation using the proposed algorithm for analytical redundancy for
gyroscopes when the gyroscope signals are totally unavailable.

Unlike previous studies [13], [15], [22]-[26], the proposed algorithm is newly formulated with the minimum number of
states (without position states) that are critical for safe flight to simplify the implementation. In addition, 3D wind effects
were considered in this study, which have not often been considered within aerodynamic model based methods. The proposed
algorithm builds upon our previous work proposed in [29], in which only the attitude is estimated by the aircraft aerodynamic
model in simulation. This work differs from [29] in that the effects of the 3D wind components are included as states in the
proposed filter. These states are modelled using a random walk (RW) model, which has been determined to be an effective
model for wind states for fixed-wing aircraft, e.g., see [11]. The estimation performance of the proposed model-aided algorithm
is compared with a previous algorithm [29] that does not consider wind and is validated by a long flight of a HALE UAV that
reached an altitude of approximately 14 km. In addition, the 3D wind effect on the estimation result is thoroughly analyzed
through two different flight tests.

The remainder of this paper is organized as follows. The preliminary definitions of the attitude, gyroscope, and accelerometer
measurements are presented in Section II. The proposed dynamic-model-aided navigation filter is formulated in Section III.
Section IV presents the nonlinear estimation algorithm. Section V briefly describe the experimental setup. Section VI presents
the results and discussion. In Section VII, the conclusions are drawn.

Il. PRELIMINARY DEFINITIONS
The attitude can be expressed by the unit quaternion as follows:

cos(v/2)

. . qw e;sin(v/2)
=qu+@Gitgitek= = : 1
AQ=quw+¢@Gi+qjt+g { a } e,sin(y/2) (1)

e,sin(y/2)

where ¢,, and q,, = ¢,i+¢,j+¢.k denote the real part and vector part of the quaternion, respectively. v and € = [e,, €y, eZ]T
refer to the rotation angle and rotation axis, respectively [30].
The quaternion multiplication ® is given by

T
Pwlw — Pv” Qu
® = . 2
ped {pqu + quPo + Pu X qv] @
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The superscripts {n} and {b} denote the navigation frame and body-fixed frame of the strapdown IMU, respectively. The
origin of the navigation frame {n} is within the HALE UAYV, the axis are aligned with north, east, and down (NED) directions,
thus also called local NED frame. The body-fixed frame {b} is attached to the HALE UAV and its origin is located at the
center of gravity. A vector v can be expressed through a rotation of a vector v* as follows: [31]:

v =R (q)v° 3)
where the rotation matrix R} (q) € SO(3) refers to the rotation matrix from the body frame to the navigation frame as follows:

G+ @ —a — 4 204w 9y — G- )
Ry (q) = |2(¢2 - @y + quw - ¢=) a5 — @5+ qp — ¢
2(Qa: *qz — Quw - Qy) z(qy * gz + Qu * qw)
“)
2((116 ‘Gz —Guw Qy)
209y 4> — Quw " G
G — @ — 4y — a2
The unit quaternion can be expressed by the corresponding Euler angles [¢, 6, zp]T, where ¢, 0, and v refer to the roll,
pitch, and yaw, respectively, as follows:
cos(¢/2)cos(8/2)cos(v/2) + sin(¢/2)sin(6/2)sin(¢/2)
| sin(¢/2)cos(68/2)cos(¢/2) — cos(¢p/2)sin(0/2)sin(1p/2)
A= | cos(/2)sin(0/2)cos(sh/2) + sin(e/2)cos(8/2)sin(s/2) | - ®)
cos(¢/2)cos(8/2)sin(vp/2) — sin(¢p/2)sin(6/2)cos(¢/2)

Conversely, the Euler angles can be obtained from the corresponding unit quaternion as follows:

2(quwqz+9yq-=)
o] [atan2 (Hegerue))

0| = |asin (Q(l]w(Iy - Qquc)) : ©
2(qwq=+929y)
O atan2 (Hegeteg)

1) Gyroscope: The three-axis gyroscope measures the angular rate about each of the three axes as follows [32]:
W = Wy + wp + wy )

where {pm, @m,Tm} = Wm € R3 are the measured angular rate signals, wy , wy;, and w,, € R? are the true angular rate signal,
slowly varying bias term of the gyroscope, and zero-mean Gaussian noise, respectively.
2) Accelerometer: The three-axis accelerometer measures the acceleration signal as follows [33]:
an =Ry (q)"(a; —g) + aw + a, ®)

where {Gmaz, Ay, Gmz} = am € R3 are the measured acceleration, g € R? is the gravitational acceleration in the navigation
frame, and a;, ay;, and a,, € R? are the true acceleration, slowly varying bias term, and zero-mean Gaussian noise, respectively.
In this study, the following discrete-time nonlinear state space system is considered [34]:

xp = f(Xp—1, ug, W) )

Z, = h(Xk, Vk) (10)

where x;, € R" , u;, € R!, and z;, € R™ are the state, input, and measurement at time k, respectively, and f (-) and h (-) refer
to the state dynamic and observation equations, respectively. The process noise w; and measurement noise vj are assumed to
be uncorrelated, white, zero-mean Gaussian noise as follows:

wi. ~ N(0, Q) (In
Vi ~ N(0,Ry.)
E [kaﬂ =0

where N (uy, Y., refers to a Gaussian distribution with a mean of p, and a covariance of ), .
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I11. DYNAMIC MODEL-AIDED STATE ESTIMATION
A. Problem Formulation
The state x and input u are formulated as follows:

x=[V apBpqgripa, w v] € RS (12)
U= [Amaz Amy Am: Op 04 OR] € RS (13)
where V, «, and § denote the airspeed, AOA, and SSA, respectively; {p,q,r} € w are the angular rates in the body-
fixed frame; p denotes the generalized Rodrigues parameter (GRP) representing the attitude error; {aps, apy, as-} € a, and
{Wha, Why s wpz } € wyp are the accelerometer and gyroscope biases, respectively, in the body-fixed frame; {vp, Ve, Vwd} € Vi
are the navigation frames of the north, east, and down vectors of the 3-dimensional wind states; {@.z, Gy, Gm-} = ap, are the

measured accelerations. 0, d 4, and d are the control input commands for elevator, aileron, and rudder deflection, respectively.
Note that the time index k is omitted here for simplicity.

B. State Dynamic Equations

The dynamic equations related to the state airspeed V', AOA «, and SSA [ can be formulated with the input of the measured
accelerations as follows [35], [36]:

V= (@maz — Gbg) COS 0SB + (Qmy — apy) Sin B
+ (@ — apy) sinacos B+ ¢ (—cos o cos 3sin @
+sin B sin ¢ cos 6 + sin « cos 3 cos ¢ cos 9) (14)
. 1
o=
Vecos g
g (sin asin 6 + cos a cos ¢ cos 0)) + (gm — wry)

(—(amw — pg) SINQ + (A — apz) COS @

+ ((pm — Wpy) COS A + (T — Wy ) SIN a) tang3 (15)

B = % (f(amr — Gpg) cOS aSin B + (Gmy — apy) cos B
—(amz — apz) sinasin B + g (cos asin G sin @
~+cos B cos 8 sin ¢ — sin asin 3 cos ¢ cos 9))
+ (pm — Whe) sina — (7, — wp) cos a. (16)

where g denotes the acceleration due to gravity, which is assumed constant as 9.80665 m /s2.

The dynamic equation related to the angular rates p, ¢, and r can be obtained through the moment equation of the UAV as
follows [35], [36]:

P »? al Cib

gl =M || + My |[pr| + =pV2M, |Cpé (17)
. 9 2

7 r pq Chd

where p is the air density, and .S, b, and ¢ denote the wing area, wing span, and mean aerodynamic chord, respectively. The
matrices Mg, M, and My are defined by [35], [36]

1
Mo = det(T)
InyZZ - Iszyz I.’L'yIZZ + Iyzlzz Ia:nyz + Iny.LZ
Ixylzz + Iszacz I£$IZZ Jr I$ZIZ'Z Iyzlmc + Iyzlmz (18)
IInyZ + InyIZ Iszmx + IIyIIZ I:EZEIyy + Iil?’yIZE’y

0 I, —1I.
Ml = MO _]:rz 0 _Ia:z (19)
Iy —1Luy 0
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Fig. 1: Relationship between ground speed v, airspeed v,, and wind velocities v,, in the navigation frame [1].

Iyy - Izz _Imy Izz
M2 = MO Ixy Izz - Iw: _Iyz (20)
*Irz Iyz Izz - Iyy
where I denotes the moment of inertia matrix. I;; and I;; denote the moment of inertia about the ¢-axis and the product of
inertia about the i-axis and j-axis, respectively.

I.L.L _Izy _Iwz
I=|-IL, I, -I,. 1)
_Ixz _Iyz Izz

where Cj, C),, and C,, denote the aerodynamic rolling, pitching, and yawing moments, respectively, as follows [35], [36]:

b b
Cr=cpo+cpB+ Cip 577 P + Cr 57" +ci5,04 + C15,0R

C
Cm = Cm0 T Cma® + Cmqﬁp + Cm§E5E

b b
Cpn = cno +Cn55+cnpﬁp+cnrﬁr+cn6A5A +Cn6R5R~ (22)
The attitude dynamic equation can be defined as follows [37]:
1
4= saew (23)

The dynamic equations for the accelerometer and gyroscope biases are modeled utilizing a first-order Gauss-Markov (GM)
noise model [11], [12]. In our previous study [38], the Allan variance method was implemented to obtain the statistical
parameters of the first-order GM noise model on each axis of the IMU, therein involving two parameters such as a variance
of the wide band sensor noise and a time constant. Based on the obtained model, the dynamic equations for the accelerometer
and gyroscope biases can be expressed by [12]

.
App =App_1-€ 0 + Wy

7.
Wy = Wpr—1-€ 7w +Wp_; (24

)

where 7, and 7, denote the correlation time of the GM model for the accelerometer and gyroscope biases. respectively, and
wi_, and wi_, refer to the zero-mean Gaussian process noise for the accelerometer and gyroscope biases, respectively. T
refers to the sampling time interval of the IMU.

The dynamic equations for the wind states are assumed to be an RW process, which has been widely adopted in previous
works, as follows [12]:

n _n w
Vuk = Vu,k—1 T Wi (25)
where w}’ | refers to the zero-mean Gaussian process noise for the wind velocity. While other more accurate wind models

could be considered, e.g. see [11], negligible performance improvement is expected.

C. Measurement Equations

In this paper, the measurements consist of the airspeed V,,, AOA a.,, SSA [,,, angular rates (pm,,Gm, 7 m) from the
gyroscope, and the velocity measurement v from the GNSS receiver. The measurements z are defined as follows:

z = [Vm Qo 5m Pm dm Tm VZ] (26)
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g’n, v;67 vg d} € vg are the north, east, and down velocity from the GNSS receiver in the navigation frame. The
wind triangular relationships between the ground speed v, airspeed v, and wind velocity v,, are illustrated in Fig. 1. Utilizing
the wind triangular relationship, the ground speed vy measured from the GNSS receiver can be formulated with respect to V,

a, B3, and v}, as follows [39]:

where {v

vy =Rp(qQ)v) + v, 27)

where
U Vecosacos 8

ve=luv| = Vsing | . (28)
w], Vsin a.cos 8

IV. NONLINEAR STATE ESTIMATION

The UKF was chosen in this study due to its ease of implementation because it does not require the computation of the
Jacobian matrices. In this paper, the standard augmented UKF is adopted [40], [41].

A = @2(L+ky) — L

ngl:Au/(L"‘)‘u)

778 :/\u/(L+)\u)+1ia12L+5u

Ny = 1/[2([/—5—%“)}7 i =1,---,2L.

(29)

=
|

where ay,, By, Ky, and A, refer to the scaling factors, and 7;" and 7{ denote the resulting weight vectors for the ¢-th sigma
point of the mean and covariance, respectively [40], [41].

The parameter A, the prior mean Xj,_yx_1, and the covariance Pj_y);,_; are then used to generate 2L + 1 sigma points
as follows:

Xik—1 = ik—l\k—l
0 for: =0
VTN Py fori=1 L (30)
—/(L+ ) /Pi_y oy fori=L,--- 2L

where L is the length of the state vector. The augmented covariance matrix Pj_;, ; is defined by
a _ Pk,1 0
k—1lk—1 — 0 Qkfl-

The sigma point x; »—1 is fed into the state dynamic equations to obtain the predicted sigma points, and the predicted state
Xg|k—1 and its covariance Py;_; can be computed by

€2y

Xi,k\k*l = f(Xi,k*l; uk) y 0 =0, 1, 2L (32)
2L
Rifk—1 = D 1" Xiklh—1 (33)
i=0
2L
Prr—1 = Zm‘c(fa,k\kq = Xejk—1) (Xi k-1 — ik\kq)T- (34)
i=0

Then, new sigma points X xx—1 are generated from Xy ;_; and its covariance Py, in the same way as (30), and the
generated sigma points for measurement can be defined as

’&i,k\k—l = h(Xi,k|k—17 uk)7 i=0,1,--, 2L (35)

Then, the predicted measurement ik‘k_l, its corresponding covariance matrix P ;, and the cross-covariance between the
predicted state and measurement P, ;. can be expressed as

2L
Zhio1 = D" Pkt (36)
i=0
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T
P..r= Zm (i fi—1 — Zrpo—1) (Pikle—1 — Zkji—1)
=0
+ Ry—1. (37)
2L .
Pook =Y 05 (Rikin-1 — Repe—1) i ko1 — Zape—1) - (38)
i=0

The state estimate Xy, and corresponding error state covariance matrix Py, are updated as follows:

Py =Py — KiP.. i KL (39
Kk = Xijr—1 + K (2 — Zpjp—1)- (40)

where Kalman gain K, can be obtained by
K =P..:P_,. (41)

Note that it is not guaranteed that the mean of the predicted quaternion in (33) will have a unit norm. To prevent such a
case, unconstramed 3D vectors utilizing GRP that represent the attitude error have been adopted in this paper [42].
Let x; OPr c R3X(2L+1) be the corresponding sigma points for the attitude error vector p,. Then, q; x| can be obtained by

. _ s for i — 0
(le,k\k Ak|k A or Z (42)
Qi k|k = 0 oy, @ Qe fori=1,--- 2L
T
where 0q; j, = [6erklk7 5‘11‘,1{\1@} can be defined by
—apE + f\/fQ (1 - a2
0 pik = (43)
ot
S0l = 1" [a 0a,0e] X0 (44)
Then, the predicted quaternion is updated using (23), with
. ~ L. w
Qi k1 =Auje + 5 ikl ® {(wm - Xi)']::;)TS} ;
i =0,---,2L. (45)
where x%% € R3*(2L+1) denotes the corresponding sigma points for the gyroscope biases.
The propagated error quaternion is obtained utilizing
O ptje = Gigr1k @ G g =0, -+, 2L, (46)
Note that dqq j,41, is the identity quaternion. The propagated sigma point for the attitude error can be obtained by
xgi’;l 0 for i =0
Py 80i ky1|k fori =1 2L, 47)
Xixi1 = f7a+6q'i,k+1|k ori=1,---,2L.
' T
with [6Qi,k+1\ka 6(]i,k+1|k:| = 0Q; jy1|k-
Then, the quaternion is updated utilizing
At 1lk+1 = 0Qpp1jkr1 ® Qo k+1)k (48)
T
where 5qk+1‘k+1 = [5Qk+1|k+1, 6qk+1‘k+1} can be expressed by
2 2
—a Hxip’““ + f\/f2 +(1-a?) Hxipk
0 i1k+1 = PNTE (49)
k+1
f2 + ka +
_ 0Pry1
(5Q£+1\k+1 =f" [a + 5Qk+1|k+1} Xi (50)

Then, 0p;,, is reset to zero for the next time step [42].
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TABLE 1T
Geometric/inertial Specifications for KARI EAV-3
Description | Symbol | EAV-3
Wing span b 19.5m
Wing area S 21.84m?
Mean aerodynamic chord c 3.4m
Mass m 53 kg
TABLE III
Accelerometer and gyroscope specifications [38]
Accelerometer Specification
amazx Amy amz
White noise (E [wrwiT]) 6.06-10"%(m/s?)?  9.62-10"%(m/s%)?  9.85-10"*(m/s?)?
First-order GM Model (74) 1583 (s) 926 (s) 788 (s)
First-order GM Model (E [nyn;T]) 0.0219 (m/s?)2 0.0168(m/s2)? 0.0155(m/s2)2
Gyroscope Specification
P q r
White noise (£ [wjwiT]) 1.11-107%(rad/s)?  2.31-107°(rad/s)?  1.92-107°(rad/s)?
First-order GM Model (7v,) 461 (s) 660 (s) 1347 (s)

First-order GM Model (E [ngn,T])  4.61-107%(rad/s)?  4.69-107%4(rad/s)?  5.71-10~%(rad/s)?

TABLE IV
Aerodynamic coefficient parameters of KARI EAV-3 [5]

Description Symbol KARI EAV-3
Rolling moment coefficient with respect to sideslip angle Cig —0.0547 rad —1
Rolling moment coefficient with respect to rudder deflection angle Cisp 0.0033 rad !
Rolling moment coefficient with respect to yaw rate Cir 0.3491rad !
Rolling moment coefficient with respect to roll rate Cip —0.5533rad !
Pitching moment coefficient with respect to zero angle of attack Cmo —0.0586 rad ~ 1
Pitching moment coefficient with respect to angle of attack Cma —1.325rad ™!
Pitching moment coefficient with respect to elevator deflection angle | Ci,s,, —1.885rad ™!
Pitching moment coefficient with respect to pitch rate Cimgq —19.221rad !
Yawing moment coefficient with respect to sideslip angle Cnp 0.0552rad !
Yawing moment coefficient with respect to rudder deflection angle Cnsp —0.0498 rad !
Yawing moment coefficient with respect to yaw rate Chnr —0.0626rad !
Yawing moment coefficient with respect to pitch rate Chp —0.1725rad !

Fig. 2: Images of KARI EAV-3 during the flight test.

V. EXPERIMENTS

The flight tests were conducted using KARI EAV-3 as shown in Fig. 2. The KARI EAV-3 is a solar-powered HALE UAV that
is designed for long-term operation in extreme environments of —70°C in the stratosphere at altitudes above 18 km. The KARI
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Image capture from KARI EAV3
at 14 km altitude Onboard camera

Fig. 3: Image capture from KARI EAV-3 during flight.

TABLE V
KARI EAV-3 inertial parameters [5]

Description | Symbol | KARI EAV-3
Moment of Inertia (x-axis) Iox 405.726 kg — m?
Moment of Inertia (y-axis) Iyy 158.301 kg — m?
Moment of Inertia (z-axis) I,. 558.445kg — m?

Moment of Inertia (x-z axis) Iz» 12.794 kg — m?2
TABLE VI

Measurement noise sources of KARI EAV-3

Measurement noise R

Vin 1-1073(m/s)?
Qm 1-1075(rad)?
Bm 1-1075(rad)?

Pm | 4.69-107%(rad/s)?
gm | 4.69-10"%(rad/s)?
Pm | 5.71-10"%(rad/s)?
v 1-1073(m/s)?

n
g

EAV-3 is equipped with a custom-built autopilot, a GNSS/INS system (UAF-C700, Uconsystem co. 1td), an IMU (ADIS16405,
Analog Devices), a barometric pressure sensor (MS5611-01BA03, TE Connectivity), custom-built airspeed sensor, AOA/SSA
vanes, and a GNSS receiver (NEO-MS8N, Ublox). Table II represents the detailed specifications of KARI EAV-3. The statistical
specification of an IMU obtained from Allan variance is given in Table III.

The airframe shape design and static stability derivatives of KARI EAV-3 were designed using the Advanced Aircraft Analysis
Software Package (AAA), an aircraft design program, and verified by computational analysis with Fluent ANSYS [5]. The
obtained aerodynamic and stability derivatives of KARI EAV-3 through the analysis and wind tunnel testing are summarized
in Table IV [5]. The inertial parameters of KARI EAV-3 are provided in Table V. For the UKF implementation, c,, 3, and
Ky, are set to 0.5, 2, and 0, respectively. T was set to 0.1s, and the measurement noise sources are summarized in Table VL.

VI. RESULTS AND DISCUSSION
A. Algorithms descriptions

To demonstrate the effectiveness of the proposed model-aided algorithm, the model-aided navigation algorithm that does
not consider 3D wind states [29], denoted as the wind-free algorithm and the proposed algorithm, was implemented for the
estimation performance comparison. In contrast to the proposed algorithm, the wind-free algorithm does not consider the effect
of the 3D wind, thereby yielding the following relationship [29]:

vi =Ry (q)ve. (51)
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Fig. 5: Flight trajectories during (a) flight experiment 1 and (b) flight experiment 2.
TABLE VII
The state and measurement definitions for different algorithms
Algorithms
Wind-free [29] Proposed Proposed (gyro-free)
. TV — Ai S
Vi - Airspeed al :gipeed VI - Airspeed
a | — AOA 8| _ ssA a | — AOA
Bl — SSA » B | — ssA
p q Angular rates p
States xp= |49 Angular rates Xk =, g - xp=|q Angular rates
" 5p| = Attitud g
op| — Attitude error p iude error: op | — Attitude error
. a, | — Accelerometer bias .
a, | — Accelerometer bias . a, | — Accelerometer bias
— Gyroscope bias wp | — Gyroscope bias vt | — 3D wind
LW ] Y v | — 3D wind -
Wind-free [29] Proposed Proposed (gyro-free)
V] — Airspeed Vm] — Airspeed
am| — AOA am| — AOA
Vil — A
Bm| — SSA Bm| — SSA ol Z ﬁgffeed
Measurement Zj = | Pm Zp = | Pm Zp = ﬂm _ SSA
qm Angular rates qm Angular rates i .
vg | — GNSSvelocity
Tm m ?
v? | — GNSSvelocity vy | — GNSSvelocity

g9

Additionally, to verify the feasibility of the proposed algorithm in the case where the gyroscope signals are unavailable,
the proposed algorithm is tested in the absence of gyroscope measurements, denoted as proposed (gyro-free). Note that we
decided to implement the algorithm with the gyroscope signals completely omitted from the filter to rigorously demonstrate the
effectiveness of the proposed algorithm in response to gyroscope failures. With the aid of a fault detection scheme, the gyro-free
algorithm could be implemented as needed within flight applications. For clarity, the states and measurement definitions of the
wind-free, proposed, and proposed (gyro-free) algorithms are summarized in Table VII. Although the fault detection scheme
is beyond the scope of this paper, the proposed (gyro-free) algorithm can work with several fault detection algorithms such as
the chi-square and sequential probability ratio test (SPRT) fault detection described in our previous study [43].

B. Nonlinear Observability Analysis

Observability is an important consideration when designing state estimation filters. The observability of the system, by
definition, is the ability to determine the state x; from a finite history of measurements z;. That is, observability indicates
that the measurement is able to provide sufficient information in order to determine the state of the system [44]. If a system is
not observable, the states are not able to be uniquely determined using the considered measurements. For time-invariant linear
systems, a convenient test such as the rank of the Gramian matrix [45] or Popov-Belevitch-Hautus (PBH) test [46] can be
utilized to check whether a system is observable. Observability for nonlinear systems, however, is a bit more complex. One
method of determining the observability of a nonlinear system is by computing the rank of the observability matrix based on
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TABLE VIII
Observability analysis results
Algorithms
Proposed Proposed (gyro-free)
State dimension 18 15
Rank rank(2) = 17 rank(2) = 14

Lie derivatives [44]. For instance, the observability matrix based on Lie derivatives was conducted for applications such as
robust pose estimation of quadrotor UAVs using monocular vision [47] and cooperative localization of ground vehicle in [48].

Following the methods presented within [44], [47], [48], the continuous system f. (-) and observation equations A (-) for an
observability analysis can be expressed as follows:

x = fe(x,u) (52)
z = h(x)
where z = [z1,...,2,]T € R™ is the measurement vector with 2, = hy, (x) (k = 1,...,m). This system does not consider

the process and measurement noise terms from (9) and (10) since it has been shown that these terms should not affect the
observability [44]. The zeroth-order Lie derivative of any scholar function is the function itself, thus yielding LAy (x) = h(x).
Then, the first-order Lie derivative of hy(x) with regard to f.(x,u) is given by

Lihi(x) = Vhi(x) - fe(x,u) = VL hy(x) - fo(x, 1) (53)
where “V” and “.” denote the gradient operator and inner product, respectively. Similarly, the second-order Lie derivative
Lfchk (x) with regard to f.(x,u) is given by

Lihi(x) = L (Lihi(x))
= VL}hk(x) - fe(x,u) (54)
Then, the observability matrix = based on the Lie derivatives can be defined by [44]
E2 [VLih(x)lk=1,....,m;l=0,...,n—1] (55)

The nonlinear system is locally observable if the observability matrix is full rank [44]. There is currently no systematic
method for selecting appropriate Lie derivatives and corresponding rows of = when conducting an observability analysis [49].
Instead, Lie derivatives and corresponding rows of = are typically selected by sequentially considering the gradient which
provides information for each of the candidate Lie derivatives. The observability matrix for the proposed model is given as
(56)

VLOhk (X)

VLlhk(X)
_ f. c Rrxm (56)

(1]

VLY hy(x)

MATLAB symbolic toolbox was used to perform symbolic rank tests to analyze the observability of the three considered
algorithms, with results summarized in Table VIII. Thus, from Table VIII, it is shown that the proposed system and measurement
models for the proposed and proposed (gyro-free) algorithms have rank 17 and 14 instead of full rank 18 and 15, respectively.
The one unobservable state was identified as the accelerometer bias in y-direction (i.e., apy).

This observation can be explained by the simplified state formulation that does not consider absolute position and velocity
states that are commonly implemented within GNSS/INS systems in order to regulate drift caused by integrating IMU signal
biases. Additionally, since typically only small accelerations are experienced by aircraft in the y-direction, any bias in this
direction would be difficult to distinguish from the actual signal due to a small signal-to-noise ratio. Thus, the one unobservable
state is eliminated in the state formulation to prevent the negative effect of the estimation performance due to observability
issues. For more details, please see the corresponding MATLAB codes for observability analysis which have been made publicly
available at https://www.researchgate.net/profile/Wonkeun_Youn.
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TABLE IX
Statistics of attitude estimation performance
Flight experiment 1 Flight experiment 2
RMSE (°) g P! g P!
Wind-free [29]  Proposed  Proposed (gyro-free) = Wind-free [29]  Proposed  Proposed (gyro-free)

Roll 0.4129 0.3968 1.1708 0.6057 0.3447 0.8695
Pitch 0.6554 0.5007 0.9949 1.9393 0.4845 0.8204
Yaw 6.3839 5.8107 5.9993 19.1282 19.4469 22.3190

TABLE X
Statistics of angular rate estimation performance
Flight experiment 1 Flight experiment 2
RMSE (rad/s)
Wind-free [29] Proposed Proposed (gyro-free) ~ Wind-free [29] Proposed Proposed (gyro-free)

D 1.228 1073 1.101-10—3 13.0599 - 10~ 2 0.2639 - 1073 0.2389 103 11.1005 - 10~2

q 1.7615-1073  1.2951-1073 8.6356 - 102 4.4386- 1073  1.2047-10~3 7.3381-1072

r 1.1533-1073  1.1432-1073 6.8726 - 1072 1.2780-1073  1.0299 - 103 4.5774- 1072
8 10 : : : 25 : : :
AT Proposed filter (gyro-free) ok | Proposed filter (gyro-free)|,] | |- Proposed filter (gyro-free)

- = ~Proposed filter - - -Proposed filter - - ~Proposed filter
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Fig. 6: Estimation error results of (a) roll, (b) pitch, and (c) yaw during flight experiment 1.

C. Performance evaluation

To obtain the true attitude, the commercial GNSS/INS system (UAF-C700) developed by Uconsystem co. Itd was utilized in
this paper, as shown in Fig. 4. The accuracies of the roll/pitch and heading are reported to be 0.6 and 1.0 degrees, respectively.
The three above-mentioned algorithms were performed on a laptop computer (Intel i7-6500U CPU) utilizing MATLAB 2016b.
The root mean square errors (RMSEs) for the angular rate and attitude were utilized to analyze the estimation performance.

T
1 .
RMSE = | k§:1(xk — %5,)2. (57)

Two sets of flight experiments were performed at the aeronautical center of KARI (Goheung, Republic of Korea). Flight
experiment 1 was a preliminary test conducted for 35.76 minutes. Flight experiment 2 was performed as an eight-hour flight
test (approximately 481 minutes) to further verify the effectiveness of the proposed algorithm, and KARI EAV-3 reached an
altitude of 14 km. Fig. 3 shows the image capture from KARI EAV-3 at 14.1 km altitude during flight experiment 2. Fig. 5(a)
and (b) depict the navigation trajectory for flight experiments 1 and 2, respectively.

Fig. 6(a), (b), and (c) show the absolute error of the Euler angle during flight experiment 1. As shown, the proposed algorithm
results in better estimation performance than the wind-free algorithm. Fig. 7(a), (b), and (c) represent the absolute error of
the Euler angle during flight experiment 2. Additionally, the attitude estimation of the proposed algorithm is more accurate
than the wind-free algorithm. Note that the performance improvement of the proposed model-aided algorithm during flight
experiment 2 is more profound than that of flight experiment 1 because flight experiment 2, which flew at a higher altitude,
experienced stronger wind effects than flight experiment 1. Tables IX and X summarize the estimation performances of the
attitude and angular rate of the wind-free and proposed filters, respectively. It can thus be concluded that the proposed dynamic
model-aided filter, considering the effects of 3D wind states, can more accurately estimate the attitude and angular rate than
the wind-free filter. In addition, the attitude and angular rate estimations of the proposed filter (gyro-free) still yield accurate
results even though the accuracy is lower than the wind-free and proposed algorithms when utilizing the gyroscope signals. A
fairly large yaw estimation error is noted within Table IX, particularly for flight experiment 2. Although the absolute error is
large, the relative estimation performance between the gyro-free algorithm is not significantly degraded when compared to the
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Fig. 9: Estimation error results of (a) ground speed and (b) airspeed during flight experiment 2.

other algorithms. The consistently higher absolute error for yaw is likely due to misalignment between the estimated data and

the reference data, and is not a significant concern within this work.
Fig. 8, 9(a) and (b) show the estimation error of the predicted ground speed with respect to the measured ground speed during
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TABLE XI
Statistics of airspeed, AOA, and SSA estimation performance
Flight experiment 1 Flight experiment 2
RMSE g p g p
Wind-free [29]  Proposed  Proposed (gyro-free) = Wind-free [29]  Proposed  Proposed (gyro-free)
Airspeed (V, unit: m/s) 0.3686 0.0894 0.092 1.3871 0.1076 0.1141
AOA (a, unit: °) 2.1501 2.1515 2.1493 1.8063 1.8118 1.8113
SSA (B, unit: °) 4.8219 4.8217 4.8194 4.0277 4.0291 4.0290
5 5 2
s - - ~Proposed filter 1 s - - ~Proposed filter 1l - = = Vua (Proposed filter) |
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Fig. 10: Estimation error results of wind states (a) Vi, (b) Ve and (c) v,,q during flight experiment 1.

o n

flight experiment 1 and 2, respectively. Note that the predicted ground speed ‘vg } from the proposed and wind-free algorithms
are, respectively, computed from (27) and (51) (i.e., \7;‘| = |Ry(q)¥% + 97| for the proposed algorithm, \73} = [Ry(q)¥?
for wind-free algorithm). The ground speed and airspeed from the proposed algorithm closely follow the measured ground
speed and airspeed from the GNSS receiver and Pitot tube; however, those from the wind-free filter significantly deviate from
the measured speeds.

Figs. 10, 11(a) and (b) depict the absolute error of the estimated 3D wind states with respect to the reference 3D wind
states during flight experiments 1 and 2, respectively. Additionally, note that reference 3D wind speeds are obtained from the
commercial GNSS/INS system (UAF-C700) with 1.4 m/s (Vin/Vae) and 0.7 m/s accuracy (vi,q) [39]. In several previous
studies [11], [12], a ground weather station with approximated wind profiles was utilized to obtain the reference wind speed.
However, the altitude of the flight experiment was exceedingly high (e.g., 14 km); thus, the aforementioned approaches are not
adequate. As shown in Figs. 10 and 11, the 3D wind estimation of the proposed algorithm closely matches the reference 3D
wind from the commercial GNSS/INS system. As explained above, the magnitude of the estimated 3D wind states (Vyn, Ve,
and v,,¢4) by the proposed algorithm during flight experiment 2 are greater than those during flight experiment 1, demonstrating
that the wind effect should be considered in the design of the navigation filter when designing a HALE UAV that climbs to
high altitudes. In addition, the ground and airspeed of the proposed algorithm (gyro-free) closely match the reference values,
indicating that the proposed algorithm (gyro-free) can accurately estimate the 3D wind states without gyroscope signals. In
addition, Fig. 12, 13(a) and (b) show the estimation error of airspeed, AOA, and SSA with respect to the measured airspeed,
AOA, and SSA during flight experiment 1 and 2, respectively. Table XI summarizes the estimation performances of airspeed,
AOA, and SSA of the wind-free and proposed filters, respectively. As shown, the estimation error of AOA and SSA for three
filters during the flight experiment 1 and 2 are less than 3.5° and their estimation performances are almost comparable. This
result may be due to the direct measurement of AOA and SSA from equipped AOA/SSA vanes for three filters. However, the
estimation accuracy of the airspeed of the proposed filters are significantly better than that of the wind-free filter.

This result has significant implications in that the proposed algorithm is designed with the minimum number of states
(without the position states) to ensure the safety of the flight while lowering the complexity for ease of implementation. In
other words, if the accurate estimation of attitude, 3D wind, airspeed, AOA, and SSA is available, the HALE UAV can be safely
controlled under the manual control of the pilot. The study also proves that the proposed algorithm, which newly considers
3D wind states in the dynamic model framework, significantly outperformed the wind-free algorithm in terms of estimation
accuracy. In addition, this study first demonstrated the feasibility of the proposed algorithm (gyro-free) based on the dynamic
model as the analytical redundancy in the case of gyroscope fault, proving that the drift of the attitude estimation is effectively
mitigated in the total absence of gyroscope signals.

VIl. CONCLUSION

This paper presents a novel dynamic model-based estimator for the attitude, 3D wind, AOA, and SSA of a HALE UAV.
Specifically, the effect of 3D wind states using the dynamic model is newly introduced in the proposed algorithm, in which
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the 3D wind states are modelled as RW processes. Moreover, new filter formulations that utilize the accelerometer, elevator,
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aileron, and rudder deflection as the control input for the prediction of the gyroscope, Pitot probe, AOA/SSA vanes, and GNSS
information for the measurement update are proposed. In particular, the rolling, pitching, and yawing moment as well as the
inertial aerodynamic coefficient parameters obtained from the design of a HALE UAV are utilized to predict the angular rate
in the proposed algorithm, thus enabling accurate state estimation in the absence of gyroscope signals.

The experimental results demonstrated that the proposed model-aided algorithm results in significant improvements in the
attitude and angular rate estimation compared with a model-aided navigation algorithm that does not consider wind. Additionally,
the proposed algorithm is capable of producing accurate 3D wind estimates that can be used for navigation within a flow field
and allow for accurate ground and airspeed estimates. More importantly, this study successfully demonstrated the feasibility
of the proposed algorithm for analytical redundancy for gyroscopes when the gyroscope signals are completely unavailable.
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