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Abstract—Automatic depression assessment based on visual cues is a rapidly growing research domain. The present exhaustive

review of existing approaches as reported in over sixty publications during the last ten years focuses on image processing and machine

learning algorithms. Visual manifestations of depression, various procedures used for data collection, and existing datasets are

summarized. The review outlines methods and algorithms for visual feature extraction, dimensionality reduction, decision methods for

classification and regression approaches, as well as different fusion strategies. A quantitative meta-analysis of reported results, relying

on performance metrics robust to chance, is included, identifying general trends and key unresolved issues to be considered in future

studies of automatic depression assessment utilizing visual cues alone or in combination with vocal or verbal cues.
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1 INTRODUCTION

THE present work is a systematic review of existing
methods for automatic detection and/or severity

assessment of depression. Emphasis is given to approaches
utilizing visual signs from the image processing and
machine learning perspective in an attempt to fill the gap of
previous comprehensive reviews. The aim of the review is
to examine methods for automated depression analysis,
which could assist clinicians in the diagnosis and monitor-
ing of depression. The main questions addressed are
whether: (a) video-based depression assessment can assist
the diagnosis and monitoring of the disorder, and (b) if
visual cues alone are sufficient or if they need to be supple-
mented by information from other modalities. State of the
art methods are presented highlighting their advantages
and limitations, based on a quantitative meta-analysis

of their results. Datasets created to serve the various
studies and the corresponding data acquisition protocols
are also described and discussed.

1.1 Clinical Background of Depression

Depression is the most common mood disorder character-
ized by persistent negative affect [1]. Clinically distinct
depressive disorders encompass a wide range of manifesta-
tions. According to the Diagnostic and Statistical Manual of
Mental Disorders of the American Psychiatric Association
(APA) [2], now in its fifth edition (DSM-5), subtypes of
depressive disorders include: Major Depressive Disorder
(MDD), Persistent Depressive Disorder (Dysthymia), Dis-
ruptive Mood Dysregulation Disorder (DMDD), Premen-
strual Dysphoric Disorder (PDD), Substance/Medication-
Induced Depressive Disorder (S/M-IDD), Depressive
Disorder Due to Another Medical Condition (DDDAMC),
and Other Specified Depressive Disorder (OSDD) or
Unspecified Depressive Disorder (UDD).

According to DSM-5 MDD, commonly referred to as
Clinical Depression, can be diagnosed by the presence of a)
depressed mood most of the day, and/or b) markedly
diminished interest or pleasure, combined with at least four
of the following symptoms for a period exceeding two
weeks:

� Significant weight change of over 5 percent in a
month

� Sleeping disturbances (insomnia or hypersomnia)
� Psychomotor agitation or retardation almost every

day
� Fatigue or loss of energy almost every day
� Feelings of worthlessness or excessive guilt
� Diminished ability to concentrate or indecisiveness

almost every day
� Recurrent thoughts of death or suicidal ideation
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An additional common feature of all depressive disorders
is ”(...) clinically significant distress or impairment in social, occu-
pational, or other important areas of functioning (...)” [2]. With
MDD considered as the most typical form of the disease,
other depressive disorders share some of the MDD symp-
toms, while each is distinguished by additional characteris-
tics. For instance, chronicity of symptoms characterizes
Dysthymia, also known as chronic depression. DMDD, also
chronic, is characterized by severe persistent irritability and
recurrent outbursts. PDD requires occurrence of depressive
symptoms over a minimum of two menstrual cycles. The
onset of depressive symptomatology should be clearly linked
to persistent use or withdrawal from substances in order to
justify diagnosis of S/M-IDD. Similarly, there should be a
clear link between another serious medical condition and
emergence of depressive symptomatology in DDDAMC. A
diagnosis of Other Specified or Unspecified Depressive Dis-
orders is reserved for cases where full criteria are not met for
any of the aforementioned depressive disorders.

MDD is reported to be the fourth most prominent cause of
disability and is expected to become the second by 2020 due
to its increasing prevalence [1], [3], [4]. The “Survey ofHealth,
Ageing andRetirement in Europe” [5] documents a consistent
rise of depression among adults with increasing age, which is
associated with significantly elevated risk for suicidal behav-
ior [6]. The ongoing economic crisis in Europe resulting in
high unemployment is implicated as a trigger, since 70-76 per-
cent of unemployed people have been reported to display sig-
nificant depressive symptomatology [7]. Further studies have
shown that the economic burden of MDD has increased dur-
ing the 2005-2010 period by 21.5 percent in the US, while in
Europe the cost is estimated at 1 percent of Gross Domestic
Product [8]. The total cost of MDD in 2010 in 30 European
countries was estimated at 91.9 billion euros [9].

Etiology of MDD is attributed to a combination of biolog-
ical factors, environmental/family stressors, and personal
vulnerabilities (i.e., psychoemotional/behavioral traits).
Epidemiological studies have identified gender, age, and
marital status as key demographic factors affecting the
onset of MDD [10]. Genetic factors, early childhood adver-
sity, and premorbid personality characteristics have also
been suggested as predisposing MDD factors [11]. Perfec-
tionism, low self-esteem, and maladaptive coping strategies
[12] are among the key related personality traits.

A structured clinical interview based on DSM criteria is
the standard procedure for depression diagnosis [13].
Quantification of the presence and severity of depressive
symptomatology is often aided by rating scales completed
by a specially trained mental health professional in the con-
text of the clinical interview. The Hamilton Depression Rat-
ing Scale (HDRS or HAM-D), also known as Hamilton
Rating Scale for Depression (HRSD), is one of the most pop-
ular scales in clinical settings. HAM-D assesses the severity
of 17 related symptoms, such as depressed mood, suicidal
ideation, insomnia, work and interests, psychomotor retar-
dation, agitation, anxiety, and somatic symptoms [14]. Both
HAM-D and DSM clinical criteria have been criticized
regarding their reliability [15], [16], as diagnosis of MDD is
not as consistent as other common medical conditions [17].
In general, “there is no blood test” for depression [18] as the
disorder lacks biological gold standards [19].

Even recent classification schemes (e.g., DSM-5) run the
risk of confusing normal sadness (e.g., bereavement) with
depression, raising the likelihood of false positive diagnoses
[4]. Depression assessment is a complex process and diag-
nosis is associated with a significant degree of uncertainty,
given the lack of objective boundaries, and the need to eval-
uate symptoms within the person’s current psychosocial
context and past history [20]. Diagnostic accuracy typically
improves when results from successive clinical assessments,
performed over several months, are taken into account [21].
Importantly, a simple “symptom checklist” approach is
severely limited and diagnosis requires considerable time
investment in order to develop rapport with the patient
[18]. The validity and clinical significance of strict classifica-
tion schemes has also been questioned [22]. For instance,
MDD has been questioned as a “homogeneous categorical
entity” [11], and the notion of a “continuum of depressive disor-
ders” is often advocated [23]. These reasonable concerns go
beyond the scope of the present review, given that currently
affective computing research relies heavily upon estab-
lished clinical practice tools and procedures.

Clinical diagnosis of depressionmay also be supported by
scores on self-report scales and inventories (Self-RIs). Most
often used Self-RIs in affective computing research are the
varius forms of PHQ-2/8/9 (Patient Health Questionnaire,
comprised of 2, 8, or 9 items, respectively) and Beck’s Depres-
sion Inventory (BDI); Depression and Somatic Symptoms
Scale (DSSS) was also used in one study. Self-RIs are conve-
nient and economical, with reported sensitivity and specific-
ity approaching 80-90 percent (e.g., PHQ-9 [24]), but
encompass certain disadvantages. Importantly, they do not
take into account the clinical significance of reported symp-
toms, anddo not permit adjustments for individual trait char-
acteristics, other psychiatric and medical comorbidities, and
potentially important life events, as opposed to a clinical
interview [25].Moreover, Self-RIs are limited in their capacity
to differentiate between depression subtypes [26]. Addition-
ally Self-RIs are vulnerable to intentional (such as norm defi-
ance) or unintentional reporting bias (e.g., subjective, central
tendency [i.e., avoiding extreme responses], social desirabil-
ity, and acquiescence) [27]. In sum, although Self-RIs alone
are insufficient to support the diagnosis of depression [28],
[29], [30], they arewidely used for screening purposes in vari-
ous settings, including primary health care. While the cost-
effectiveness of widespread screening practices for improv-
ing the quality of depression care is debated [31], practical
issues related to the aforementioned limitations of Self-RIs
raise questions regarding the overall utility and effectiveness
of this practice for population-basedmental health.

Objective measures of psychoemotional state, which are
implicitly desirable in clinical and research applications
alike [32], [33], could complement Self-RIs and help over-
come some of their shortcomings. Certain Self-RIs are suffi-
ciently brief and can be completed on a regular basis (e.g.,
monthly or weekly) as part of electronic platforms designed
to support long-term monitoring of persons at risk. As sug-
gested by Girard and Cohn [34], technological advances in
the field have paved the way for viable automated methods
for measuring signs of depression with multiple potential
clinical applications. Thus, decision support systems capa-
ble of capturing and interpreting nonverbal depression-
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related cues, combined with verbal reports (Self-RIs), could
be valuable in both clinical and research applications. In
principle, such measures may reduce or even eliminate
report bias. In addition, such measures are minimally inva-
sive and do not require extra effort on the part of the
respondent, thus likely to increase long-term compliance.

1.2 Investigating Automatic Depression
Assessment

Current technological means can provide the infrastructure
for continuous monitoring of the psychoemotional state in
high-risk individuals as part of early detection and/or
relapse prevention programs, such as the SEMEOTICONS1

EU funded project, aiming to provide reliable indices of
anxiety/stress-related cardiometabolic risk [49], [50]. A sys-
tem devoted to the assessment of depressive symptomatol-
ogy based on visual cues, should likewise provide reliable
indices, partly based on facial expression analysis, in an
unobtrusive manner.

Currently, video-based systems for depression assess-
ment have only been found in research-related projects,
and have not been applied in the general population to
evaluate their feasibility. Although currently limited to
research applications, the field has been very popular,
with a dedicated section within the “Audio/Visual Emotion
Challenge” (AVEC). AVEC’13 had three papers accepted
for the “Depression Recognition Sub-challenge” (DSC) [51],
[52], while AVEC’14 [53] respectively attracted 44 submis-
sions by 13 teams worldwide; the latest AVEC (2016),
attracted submissions from 7 teams for the DSC [54]. Apart
from being an active field drawing broad interest, AVEC
submissions document the sheer number of research
groups working towards the development of such meth-
ods. This fact implies that the idea of developing auto-
mated depression assessment methods is not only
promising, but is continuously progressing towards more
robust and reliable measures. Furthermore, the wide-
spread and relatively low-cost accessibility to computer
and internet technologies, webcams, and smart phones,
renders an efficient system for depression assessment via-
ble. Practical issues involved in developing such a system,
like the storage of sensitive data, could become an issue if
not handled properly, but there are ways to tackle such
challenges; encryption, protection by password, or even
an authorization procedure could be implemented to regu-
late access to sensitive personal data.

In parallel, a great number of Web-based tools for depres-
sion management have been developed and used clinically
displaying a high degree of acceptance and patient adher-
ence [55]. However, as it will become apparent in subsequent
sections, given the current state of-the-art, video-based sys-
tems for depression assessment are not intended as stand-
alone tools, but mainly to function as a decision support
systems assistingmental health professionals in themonitor-
ing of persons at risk. “Behaviormedics” is the term Valstar
[56] introduced for applications designed for the automatic
analysis of affective and social signals, among others, to sup-
port objective diagnosis. Finally, the development of tools to
assist clinicians in the diagnosis and monitoring response to

treatment and illness progression is gradually being sup-
ported by clinical studies [57]. For the purpose of the present
review, the term “depression assessment” will refer to the pro-
cess of detecting and assessing the severity of signs of and/
or presence of depression.

1.3 Inclusion Criteria

The technical report entitled “Procedures for Performing Sys-
tematic Reviews” by Kitchenham [58] was used as a guide for
the present review. The keywords used to search electronic
databases and related resources are listed in Table 1; the key-
words were used interchangeably, in combinations of two or
more, with either “OR” or “AND” operands. Inclusion crite-
ria for the review involved a) adequate description of an
algorithm for automatic depression assessment utilizing
visual cues, and b) presentation of systematically derived
data, producing concrete results. Strictly clinical studies, as
well as approaches solely relying on speech-derived cues,
were not included.

Publication dates of reviewed studies meeting criteria
range between 2007 and April of 2017 (publications since
2005 were considered). Fig. 1 illustrates the rapid increase of
relevant studies during the past few years proving that auto-
matic depression assessment based on visual cues is a rap-
idly growing research domain. The small drop in 2015 can be
attributed to the fact that there was no Depression sub-chal-
lenge in the 2015 AVEC; similarly, the sharp rise of interest
in 2013, 2014, and 2016 can be attributed to the respective
AVEC challenges.

The current review focuses on the following study fea-
tures: the research question addressed (detection/severity
assessment/prediction), the number ofmodalities employed,
facial signs, facial regions of interest (ROIs), number of partic-
ipants (control/patients), technical specifications (image
resolution/frame rate), experimental protocols for dataset

TABLE 1
Search Terms and Web-Resources Employed

in the Current Review

Keywords Web-resources

� Depression � ACMDigital Library [35]
� Facial Expression � IEEE Xplore Digital Library [36]
�Non-verbal � Elsevier [37]
communication � Springer [38]
� Image Processing �Wiley Online Library [39]
�machine learning �NASA [40]
� Biomedical Imaging � Oxford University Press [41]
� Face � US National Library of Medicine [42]
� Emotion � Scopus [43]
� Computer Vision � Google Scholar [44]

�Medpilot [45]

� Depression �Mayo Clinic [46]
� Definition � Survey of Health, Ageing and
� Types Retirement in Europe [5]
�Frequency or rate �National Comorbidity Survey [47]
� Diagnostic tests �World Health Organization [1]
� Etiology and risk
factors

�World Health Organization -
Regional Office for Europe [48]

� Predictability

Note: The first row contains keywords and web-resources that were canvassed
to identify relevant approaches. Elements pertaining to the clinical relevance of
studies are listed in the bottom row.

1. http://www.semeoticons.eu/

PAMPOUCHIDOU ET AL.: AUTOMATIC ASSESSMENT OF DEPRESSION BASED ON VISUAL CUES: A SYSTEMATIC REVIEW 447



acquisition, feature descriptors, fusion algorithms, decision
methods, and scores.

1.4 Related Work

Despite the rising interest in the topic, existing reviews vary
in their specific focus, and rarely attempt an in depth assess-
ment of methods and results. For instance, in their report on
health-enabling technologies for addiction and depression
detection J€ahne-raden et al. [59] reviewed three studies
addressing depression detection based on facial activity.
Valstar [56] included a non-technical description of five rel-
evant studies in his work on “Automatic Behavior Under-
standing in Medicine”, under the mood and anxiety
disorders section. D’Mello [60] reviewed five publications
relevant to depression assessment within the general con-
text of mental state detection. Schuller [61] discussed many
topics of shared interest with the present review, as did
Martinez and Valstar [62], but within the broader field of
affective computing and facial image analysis, and not spe-
cifically focusing on depression assessment.

Hyett et al. [63] reviewed approaches for the detection of
melancholia, including eight papers related to depression,
and went into depth analyzing the utility of a chosen set of
algorithms. The most extensive review to date by Girard
and Cohn [34] includes twenty-one studies, presenting the
core concepts and providing the necessary information for
someone who is getting acquainted with the field, without,
in our view, expanding on many technical details. Cummins
et al. [64] conducted an extensive review of depression and
suicide risk assessment, with a focus on speech analysis.
Finally, the survey by Corneanu et al. [65] is adequately
thorough with respect to the algorithms used for facial
expression recognition, but is limited to only ten applica-
tions to depression assessment.

In the current exhaustive review of more than sixty stud-
ies, technical details, potential limitations of each approach
and classification accuracy achieved are evaluated, focusing
on image processing and machine learning algorithms
applied to depression detection. Additional modalities
employed (speech, physiological signals, contextual infor-
mation) and computational cost factors related to system
requirements, e.g., camera resolution and frame rate, are
also considered.

1.5 Structure of the Paper

The current review is organized in seven sections. Section 2
covers nonverbal assessment of depression and summarizes
the visual signs identified in the reviewed studies. The rele-
vant datasets used for evaluating systems for automatic
depression assessment are described in Section 3, along
with respective data collection procedures. Section 4
reviews image processing and machine learning algorithms
used for automatic assessment of depression, while Section 5
presents a quantitative meta-analysis of selected studies.
Discussion of the main review findings and implications for
future studies are included in Section 6.

2 NONVERBAL SIGNS FOR DEPRESSION

ASSESSMENT

It is well known that depression manifests through a variety
of nonverbal signs [66], [67]. Involuntary changes in the
tonic activity of facial muscles, as well as changes in periph-
eral blood pressure, and skin electrodermal response, often
mirror the frequent and persistent negative thoughts and
feelings of sadness that characterize depression. Prelimi-
nary findings suggest that electroencephalographic record-
ings may contain features related to depression [68].
Functional Near-Infrared Spectroscopy (fNIRS) has also
attracted interest [69], [70]. Additionally, speech conveys
non-verbal information on the mental state of the speaker;
prosodic, source, and acoustic features, as well as vocal tract
dynamics, are speech-related features affected by depres-
sion [64]. Furthermore, depression as a mood disorder, is
portrayed on the individual’s appearance, in terms of facial
expression, as well as body posture [66], [67]. Face as a
whole, and individual facial features, such as eyes, eye-
brows or mouth, are of particular interest when it comes to
depression assessment. Some of the visual signs identified
in the reviewed papers are briefly described in the para-
graphs that follow.

A visual sign that has drawn considerable attention by
clinicians in relation to depression assessment is pupil dila-
tion. Siegle et al. [71] reported faster pupillary responses in
non-depressed individuals to positive rather than negative
stimuli. In contrast, depressed persons displayed slower
pupil dilation responses to positive stimuli in conditions
associated with reduced cognitive load (see also [72], [73],
[74], [75], [76], [77]). More recently Price et al. [78] investi-
gated attentional bias, including pupil bias and diameter, to
predict depression symptoms over a two year follow up
period in a sample of adolescents displaying high ratings of
anxiety. Saccadic eye movements have also been found to
differ in terms of latency and duration between depressed
and healthy participants [79], [80].

Action Units (AUs), introduced by Ekman et al. [81],
were first utilized for automatic depression assessment by
Cohn et al. [82]. AUs have been studied in terms of fre-
quency of occurrence, mean duration, onset/total duration,
and onset/offset ratios. At approximately the same time
McIntyre et al. [83] proposed an AU-based approach in the
form of Region Units (RUs). Several studies have reported
promising results on the application of AUs to automatic
depression assessment [84], [85], [86], [87], [88], [89], [90],
[91], [92], [93], [94], [95], [96].

Fig. 1. Number of studies in the field of depression assessment by year
of publication.
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Specific facial expressions, have also been examined for
depression assessment, in terms of frequency of occurrence,
variability, and intensity of a specific expression. Typically,
the facial expression classification system proposed by
Ekman [97] is employed, which includes a set of six basic
emotions (joy, surprise, anger, sadness, disgust, fear). Mea-
suring the frequency of occurrence of each of the six emo-
tional expressions [75], [84], [85], [86], [98], [99], [100] relies
on the premise that depressed individuals tend to show
reduced expressivity [66]. Other studies focused on specific
facial features, such as the eyes and mouth. These include
gaze direction [100], [101], [102], [103], reduced eye contact
[104], eyelid activity [105], eye openings/blinking [75],
[106], [107] and iris movement [106]. Smile intensity [100],
[101], [103], smile duration [101], [103], mouth animation
[107], listening smiles (smiles while not speaking) [102], and
lack of smiles [104] also constitute potentially useful facial
signs for assessing depression.

Head pose, orientation, and movement have been used
extensively for depression assessment [75], [84], [85], [86],
[90], [98], [99], [100], [101], [103], [106], [107], [108], [109],
[110], [111], along with motor variability and general facial

animation [84], [86], [98], [107]. Additionally, body gestures
[109], [110], [111], [112], [113] involving the entire body, the
upper body, or separate body parts can also contribute to
the assessment. Finally, shaking and/or fidgeting behavior,
self-adaptors, and foot tapping [102] have also been consid-
ered as signs of depression. Table 2, inspired by [64], [98],
[103], [114] and enhanced hereby, is summarizing all of the
signs and signals related to depression assessment as found
in the literature to date.

3 DEPRESSION DATASETS

The availability of empirical data is of paramount impor-
tance for the evaluation of methods for automatic assess-
ment of depression. Such data are critical during algorithm
development and testing. Due to the sensitive nature of clin-
ical data, availability is neither wide nor free, and this is the
reason that most research groups resort to generating their
own data sets. This section describes procedures used for
data collection and derived datasets found in the reviewed
studies (cf. Table 3).

3.1 Data Collection Procedure

Recruitment of participants is perhaps the most challenging
step in this line of research. Patients with MDD were
recruited from the community, in many cases by clinical
psychologists or social workers, and were assessed using
DSM-IV [115] criteria [71], [72], [74], [82], [90], [111] and/or
HAM-D scores [82], [91], [111], [113]; patients may be medi-
cated, un-medicated or in remission. The Mini International
Neuropsychiatric Interview (MINI) was employed in the
data collection for the dataset reported in [116] in order to
obtain the diagnosis, and Quick Inventory of Depressive
Symptomatology-Self Report (QIDS-SR) for defining the
severity. BDI has also been used in [71] to establish whether
a given patient was in remission. Comparison data were
obtained from individuals who had never been diagnosed
with depression or other mood disorder. Data collection
from non-clinical samples, employed Self-RIs such as PHQ-
9 [84], [85], [86], [98], [101], [102] and BDI [51], [53], assess-
ing the severity of (sub-clinical) depression-related symp-
tomatology. Recruitment methods further included flyers,
posters, institutional mailing lists, social networks, and per-
sonal contacts.

In order to ensure that the collected data carry useful
information, the experimental protocol must be carefully
designed. Information on participant characteristics includes
cognitive abilities, assessed mainly through executive func-
tion tests, and psychoemotional traits—assessed through
self-report questionnaires. Across studies, executive tasks
include sorting [71], planning, and problem solving tasks
[117]. For instance, the dataset constructed for the AVEC’13
integrated a series of “activation tasks”, including vowel pro-
nunciation, solving a task out loud, counting from 1 to 10,
reading novel excerpts, singing, and describing a specific
scene displayed in pictorial form [51].

Establishing conditions which enable the collection of
signs related to depression is by far the most important
step, as also discussed in [64]. Methods employed can vary
significantly across studies. Emotion elicitation is used to
measure reactions to emotionally charged stimuli, given

TABLE 2
Non-Verbal Manifestations of Depression

Pupil dilation/bias
Pupillary response
Iris movement
Eyelid activity (openings, blinking)
Saccadic eye movements
Eye gaze (limited & shorter eye contact)
Visual fixation
Low frequency & duration of glances
Extended activity on the corrugator1 muscle
Eyebrow activity
“Veraguth fold”2

Frowns
Fewer smiles
More frequent lip presses
Smile intensity & duration
Mouth corners angled down
Mouth animation
Listening smiles (smiling while not speaking)
Reduced activity on the zygomaticus3

Facial activity
Action Units occurrence (mean duration, ratio of fonset/
total duration, onset/offsetg)
Region Units (RUs)
Facial expression occurrence (variability & intensity)
Sad/negative/neutral expression occurrence
Head pose (orientation, movement)
Body gestures (full or upper body, or body parts)
Slumped posture
Limp & uniform body posture
Reduced & slowed arm and hand movements
Shaking and/or fidgeting behavior
Self-adaptors
Foot tapping
Motor variability

1Corrugator is the muscle close to the eye, in the medial extremity of the
eyebrow.
2“veraguth fold” is a fold (wrinkle) of skin on the upper eyelid, between the
eyebrows.
3zygomaticus is the muscle which draws the angle of the mouth to produce
a smile.
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that such reactions significantly differ between healthy and
patient groups. The Handbook of Emotion Elicitation and
Assessment [118] describes several methods for eliciting
emotion in the laboratory including: emotional film clips
used in [83], [109], images selected from the International
Affective Picture System (IAPS) used in [83], [109], social
psychological methods, and dyadic interaction. Emotionally
charged images and clips are in principle capable of eliciting
observable responses, although ethical considerations set
limits to the shocking nature of the content. Social experi-
ments also raise certain ethical issues and may not be suit-
able for emotionally vulnerable persons. In this regard it is
imperative that patients with depression are not subjected
to unnecessary and unwanted stress or anxiety.

Dyadic interaction is an appealing method as it involves
social context, and affords a wide range of elicited emotions
[64]. Contemporary models of emotional expression pro-
pose that the intensity of relevant signs is proportional to
the degree of sociality of the eliciting situation, ranging
from being physically in the same room with another per-
son, communicating over the phone, to simply thinking of
the other person [119], [120]. The suitability of dyadic inter-
action contexts is further supported by the notion that many
of the behavioral indicators of depression are asocial in
nature [34]. A shortcoming of this method lies in its unstruc-
tured nature, which does not guarantee that the targeted
social or emotional responses will actually be produced.

Structured Interviews are usually employed for gather-
ing depressive symptoms, but have also been used for

eliciting specific emotions by asking participants to describe
personal, emotionally charged events [83]. Interviews can
take place over one or more sessions, conducted by a thera-
pist or a virtual character (VC), or guided by instructions on
a computer screen. Typically the interview topic changes
smoothly from casual to more intimate topics [82], [83], [84],
[86], [87], [90], [91], [98], [99], [101], [103], [109], [117].

The amount of visual data that is necessary for a reliable
assessment depends heavily upon the temporal nature of
MDD. The specificity of the assessment method may benefit
from multiple recording sessions, such as that of the data
reported in [82], [90], [91]. Recording length depends on the
elicitation method, with structured interviews being consid-
erably longer in comparison with recordings based on emo-
tion elicitation through films.

Additional modalities, such as speech [82], [85], [93], [98],
[99], [100], [101] [102], [103], [107], [109], [110], [111], [121],
[122], [123], [124], [125], [126], [127], [128], [129], physiologi-
cal signals [102], [130], [131], and written text [85], [99] have
been employed in order to enhance assessment sensitivity.
Consequently, studies vary widely depending on the types
of equipment utilized, the differentmodalities and particular
signs monitored. For instance, studies focusing on the pupil-
lary responsemay only use a pupilometer [71], [72], [73], [74]
and pay special attention to ambient illumination in order to
optimize sensitivity. Again, depending on the approach, one
or more cameras, typically color, are simultaneously used to
cover more than one viewing angles and fields of view (e.g.,
both face and body separately [82]). Thermal imaging has

TABLE 3
Datasets Employed by the Reviewed Studies for Depression Assessment

Corpus Population /

Total (Control /

Study)

Symptomatology

Collection Methods

Ground Truth Selection Criteria Research

Question

Image Resolution /

Frame Rate

Availability to Third Parties

Pittsburgh Adults / 49 (-/-) Interpersonal Clinical

Assessment

DSM-IV, HAM-

D> 15

Detection 640x480 / 29.97 Visual & Audio Features

(Expected)

BlackDog Adults /

130 (70/60)

Combination Clinical

Assessment

Control: No

history of

mental illness,

Study:

DSM-IV, HAM-

D> 15

Detection 800x600 / 24.94 -

DAIC-WOZ Adults /

189 (-/-)

Combination Self-report Age, language,

eye-sight

Detection,

Severity

- Visual & Audio Features,

Audio Recordings,

Transcripts

AVEC Adults 58

(-/-)

Non-social Self-report - Severity - Full Video Recordings,

Visual & Audio Features

ORI Adolescents /

8 (4/4)

Interpersonal - - Detection - -

ORYGEN Adolescents /

30 (15/15)

Interpersonal Clinical

Assessment

Stage1: No

depression,

age 9-12 years

Stage2:

Depression, 2

years after

Prediction - -

CHI-MEI Adults /

26 (13/13)

Combination Clinical

Assessment

DSSS, HAM-D Unipolar

Depression /

Bipolar

Disorder

640x480 / 30 -

EMORY Adults /

7 (-/7)

Interpersonal Clinical

Assessment

DBS-SCC Treat-

ment

Recovery -/30 -
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been used to investigate clinical severity of depression based
on eye temperature[132], as well as in studies focusing on
saccadic eyemovements, employing an infrared eye tracking
system [79], [80]. Depth sensors (e.g., Microsoft Kinect) have
also been utilized in some cases [84], [101]. Microphones are
naturally required for recording the participants’ speech
during an interview or narrating tasks. Again, as with emo-
tion elicitation, the precise setup varies across studies.

3.2 Reported Datasets

The various datasets reported in relevant work are summa-
rized in Table 3. Participant demographics, stimuli, ground
truth, selection criteria, research question, as well as techni-
cal specifications, are some of the features that vary across
studies. Most of the studies employed adult participants,
while two recruited adolescents. Methods for collecting
depressive symptomatology included: a) interpersonal, i.e.,
interview with a clinical psychologist or interaction with
family members, b) non-social, where participants were pre-
sented with stimuli on a computer, and c) combination of (a)
and (b). The ground truth for the presence of depression var-
ied accordingly, relying on clinical assessment in the major-
ity of the cases, and on self-reports in two of the studies.

The selection criteria used depended greatly on the
research question. DSM and HAM-D criteria were used for
detection of depression [82], [90], [110], [111], [113], [132] or
differentiation from Bipolar Disorder [95]. Others had more
specific criteria, i.e., patients recovering from Deep Brain
Stimulation of the Subcallosal Cingulate Cortex (DBS-SCC)
[133], in order to monitor recovery progress. Studies assess-
ing the predictive value of the method for future emergence
of clinical depression in adolescents involved 9-12 year old
participants at the initial data collection, with clinical reas-
sessment after a two year interval [117], [125].

Technical specifications of the video recording equipment
varied to some extent, but not significantly, as the setup typi-
cally involved a single camera monitoring the participants’
face/upper body. A notable exception was the setup
employed for the Pittsburgh dataset, utilizing four

hardware-synchronized analogue cameras; two for monitor-
ing the participant’s head and shoulders, one for full body
monitoring, and the fourth monitoring the interviewer,
togetherwith twomicrophones for speech recording.

Regarding dataset availability, AVEC is the only fully
available dataset for free download,2 while the DAIC-WOZ
dataset (Distress Analysis Interview Corpus—Wizard of
Oz) is also partly available.3 Both datasets require a signed
End User License Agreement (EULA) in order to provide
download access. Pittsburgh dataset is also expected to
release features by June 2017.4 The remaining reported data-
sets are proprietary, while in some cases they have been
made available to visiting researchers. The number of par-
ticipants listed in Table 3 is that reported in the latest publi-
cation employing the related dataset. However, different
published papers report results obtained from different sub-
sets; accordingly, sample size used in each published report
is specified in Section 5 (Tables 7 and 8).

4 AUTOMATIC ASSESSMENT OF DEPRESSION

The generic processing flow of an automatic system for
depression assessment, combining the standard structure
for automated audiovisual behavior analysis proposed by
Girard and Cohn [34], with fusion methods presented in
Alghowinem’s thesis [134], is illustrated in Fig. 2. Given a
visual input (image sequence), along with other types of sig-
nals, such as audio, text from transcripts, and physiological
signals, the prerequisite step is that of preprocessing. Fea-
ture extraction algorithms are subsequently applied to all
visual signals, as described in Section 4.2.1 and illustrated
in Fig. 3, while methods for dimensionality reduction and
feature level fusion are reported in Sections 4.2.2 and 4.2.3,
respectively. Machine learning algorithms are employed,
depending on the research question, i.e., presence of depres-
sion or severity assessment. Classification approaches are

Fig. 2. Workflow for automatic depression assessment. The output can be derived from a) single feature sets/modalities, b) feature fusion, with
dimensionality reduction before (FF1) or after fusion (FF2), and c) decision fusion with any possible combination of outputs from single feature sets/
modalities and feature fusion.

2. http://avec2013-db.sspnet.eu/
3. http://dcapswoz.ict.usc.edu/
4. http://www.pitt.edu/ emotion/depression.html
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suitable for categorical assessment, such as discriminating
between a given number of classes (i.e., depressed versus
not depressed or low versus high depression severity). For
continuous assessment of depression (e.g., depression
severity according to BDI scores ranging between 0-63)
regression analyses are more appropriate. Fusion from dif-
ferent feature sets, either visual or from different modalities,
can also take place at the decision phase (more details are
given in Section 4.3.4). Methods used in the reviewed stud-
ies (i.e., algorithms for feature extraction from visual signs,
feature selection algorithms, decision methods, fusion tech-
niques) are described in turn in the following section. Given
that the present systematic review is focused on depression
assessment, a more extensive description of relevant meth-
ods can be found in Corneanu et al. [65] with respect to
algorithms for facial expression recognition in generally.

4.1 Preprocessing

Given a visual input (video), illumination normalization,
registration and alignment between the image sequences,
and face detection are typical required preprocessing steps.
Other types of signals, such as speech or physiological
recordings, may also need preprocessing, such as segmenta-
tion. The most popular algorithm for face detection has been
proposed by Viola and Jones [153]. Some off-the-shelf facial
expression analysis applications have also been used widely
as preprocessing tools, enabling researchers to focus on
deriving high level information. An example of such a tool
is the OpenFace freeware application5 [154]. SEMAINE API,
an open source framework for building emotion-oriented
systems, is another potentially useful preprocessing tool

Fig. 3. Taxonomy of visual features utilized in the reviewed studies for depression assessment.

5. https://www.cl.cam.ac.uk/ tb346/res/openface.html
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[155]. The Computer Expression Recognition Toolbox
(CERT) [156] has been quite popular, but has now become
commercialized. Tools for gaze estimation, such as the one
presented in [157], [158], may help derive important fea-
tures relevant to signs of depression, such as fixation or
shorter eye-contact. Z-Face [159] has also been employed
for alignment and landmark detection.

4.2 Feature Extraction / Manipulation

This section describes processes involved in feature extrac-
tion, dimensionality reduction, and fusion. The output of
this processing stage generates the input to the machine
learning stage, where no further manipulation of features is
taking place.

4.2.1 Feature Extraction

Feature extraction is an important step in the processing
workflow, since subsequent steps entirely depend on it. The
approaches reviewed employ a wide range of feature extrac-
tion algorithms which, according to the well-established tax-
onomy in [65], can be classified as a) geometry-based, or b)
appearance-based. In the field of depression assessment, sev-
eral features are derived from the time-series of both (a) and
(b) in the form of dynamic features. Close inspection of
depression manifestations, listed in Table 2, reveals that the
majority of signs involve muscle activity, which accounts for
the temporal nature of the features. Features can be further
categorized as high or low level; high level features directly
translate to human common sense, while low level features

are based on “traditional” image processing descriptors.
Depending on the approach, the software packages men-
tioned in Preprocessing could also serve as feature extraction
methods (e.g., OpenFace, SEMAINE API, CERT, etc). In the
present paper feature extraction algorithms are grouped into
those focusing on the face region and those relying on the
body region. A pictorial taxonomy of the various algorithms,
including the region of interest on which they are applied,
the features computed, and references to respective studies,
is presented in Fig. 3. Features associated with statistically
significant differences between study and control groups,
as reported in the original papers, are presented in Table 4.
The various features, retrieved from relevant studies, are
described below in detail.

Face
Features related to the face are classified here into features

from full face, AUs, facial landmarks, andmouth/eyes.
Full Face. As it becomes apparent from Fig. 3, approaches

employing feature extraction from the entire face region
comprise by far the most popular category. Certain high
level features extracted from the face as a whole concern
basic emotional expressions displayed, given that depres-
sion is associated with reduced variability of emotional
expression and greater persistence of a neutral expression.
Heart-rate, derived unobtrusively from facial images, has
also been used as a feature for detecting depression.

As expected, geometrical features, such as edges, corners,
coordinates, and orientation, are often used to represent
facial expressions. Functionals derived from the time series

TABLE 4
Features Associated with Statistically Significant Differences Between Study and Control Groups,

as Reported in the Original Papers (Similar to Cummins et al. [64])

Feature Reference Study Group Population
(Control/Study) /

Male rate

Control
(mean � S.D.)

Study
(mean � S.D.)

Significance

Saccade latency Winograd-Gurvich
et al. (2006) [80]

Melancholic
depression

24 (15/9)/25% 151.3 � 16.7 172.0 � 22.1 p < 0.05 (post hoc)

Variability of saccade
latency

Winograd-Gurvich
et al. (2006) [80]

Melancholic
depression

24 (15/9)/25% 24.4 � 77.0 48.1 � 35.7 p < 0.05 (post hoc)

Average base rate
(ABR) of AU14

Girard et al. (2013)
[90]

High vs low
depression severity

19 (-/-)/36.8% 17.0% 27.8% p < 0.05 (Wilcoxon
signed rank test)

ABR of AU15 Girard et al. (2013)
[90]

High vs low
depression severity

19 (-/-)/36.8% 16.5% 8.5% p < 0.05 (Wilcoxon
Signed Rank test)

Average mean square
of head motion
(AMSHM) vertical
amplitude

Girard et al. (2013)
[90]

High vs low
depression severity

19 (-/-)/36.8% 0.0029 0.0013 p < 0.05 (Wilcoxon
signed rank test)

AMSHM vertical
velocity

Girard et al. (2013)
[90]

High vs low
depression severity

19 (-/-)/36.8% 0.0005 0.0001 p < 0.01 (Wilcoxon
signed rank test)

AMSHM horizontal
amplitude

Girard et al. (2013)
[90]

High vs low
depression severity

19 (-/-)/36.8% 0.0034 0.0014 p < 0.01 (Wilcoxon
Signed Rank test)

AMSHM horizontal
velocity

Girard et al. (2013)
[90]

High vs low
depression severity

19 (-/-)/36.8% 0.0005 0.0002 p < 0.01 (Wilcoxon
signed rank test)

Pupil area in
darkness

Wang et al. (2014) [74] Depression 30 (15/15)/0% 26.0 � 5.1 32.4 � 5.4 p < 0.01 (t-test)

Pupil area in largest
constriction

Wang et al. (2014) [74] Depression 30 (15/15)/0% 16.9 � 3.8 20.8 � 5.8 p < 0.05 (t-test)

Smile intensity Scherer et al. (2014)
[98]

Depression 111 (79/32)/- 19.9 � 16.9 12.8 � 11.1 p < 0.05 (t-test)
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of geometric features are quite popular. Some examples are
average, minimum, and maximum values of displacements,
velocities, or accelerations of the coordinates that define the
face region as a whole. Functionals from roll, pitch, and
yaw, have also been employed in some approaches, along
with the frequency of certain rotation angles. Other
approaches go one step further, to compute functionals
from the time series of feature points and eigenvectors,
rather than relying on simple coordinates. Eigenvalues have
also been used for the computation of multi-scale entropy.
In one case the difference of face co-ordinates between the
first and the last frame was considered.

Appearance-based algorithms are also very popular for
full-face based features. Among the most prevalent texture
descriptors are Local Binary Patterns (LBP). For LBP to be
computed, the image is divided into partially overlapping
windows and each pixel of the window is compared to its
neighbors producing a binary value; histograms are then con-
structed on the occurrences of these values, and all histograms
are concatenated to form the feature vector. Several variants of
LBPs have been created for automatic depression assessment,
such as an extension of LBP that considers patterns on Three
Orthogonal Planes (LBP-TOP): XY, XT and YT; XY represents
each frame, while XT and YT encode space-time information.
Local Gabor Binary Patterns-ThreeOrthogonal Planes (LGBP-
TOP) extends LBP-TOP by computing patterns on the output
of Gabor-filtered data, rather than on the original intensity
image. Gabor filters have been shown to share many similari-
ties with properties of the human visual system. Along the
same lines, Local Curvelet Binary Patterns-Three Orthogonal
Planes (LCBP-TOP) was introduced in some studies, which
entails computing the patterns on the curvelet transform of
the original image. Local Curvelet Binary Patterns- Pairwise
Orthogonal Planes (LCBP-POP) is yet another variation of
the algorithm operating on pairs of orthogonal planes. Addi-
tionally, the Block-Wise LBP-TOP (BW-LBP-TOP) method
which computes the LBP-TOP for a specific number of non-
overlapping blocks, has also been employed.

Local PhaseQuantization (LPQ) is another texture descrip-
tor computed on the quantized Fourier phase in order to pro-
duce the binary coding for each pixel; it has been shown that
the derived descriptor is immune to moderate blurring. An
extension of LPQ is Local PhaseQuantization-ThreeOrthogo-
nal Planes (LPQ-TOP), based on the same concept as LBP-
TOP. Eigenfaces, which applies eigenvector decomposition to
facial images and face recognition, and Fisherfaces represent-
ing faces on a subspace through Linear DiscriminantAnalysis
(LDA), have also been used for automatic depression assess-
ment. Another popular algorithm for motion-based app-
roaches is the histogram of optical flow, which estimates the
motion within visual representations, by using vectors for
each pixel in order to describe a dense motion field. Diver-
gence-Curl-Shear (DCS) descriptors are also based on optical
flow, whereby optical flow vectors are transformed into the
motion features of divergence, curl and shear.

The Motion History Histograms (MHH) algorithm,
which extends Motion History Images (MHI), has also been
found in the related literature. MHI is a grayscale image
representing local motion: white pixels for latest motion,
darkest gray intensities for the earliest, and lighter gray val-
ues for intermediate latencies. MHH extends MHI by

considering patterns of movement across frame series. A
further extension of MHH is the 1-D MHH, which is com-
puted on the feature vector sequence, instead of the inten-
sity image. The Difference Image is a simplified process,
which considers intensity differences between the first and
the last frame. A similar approach considers pixel differen-
ces for every two successive frames, and also the variance
and quantiles of the average pixel differences between
every two frames. Finally, the Space-Time Interest Points
(STIP) algorithm, which detects local structures character-
ized by significant intensity variability in both space and
time, has also been used in several reported studies.

Facial Landmarks. Facial landmarks have been very popular
in addressing problems related to facial expression analysis,
and have been applied to depression assessment. Such algo-
rithms localize fiducial points of the face and facial features,
which are very useful in extracting high level traits directly
associated with signs of depression, e.g., smiling. The Con-
straint Local Models method (CLM) introduced by Saragih
et al. [160] is displayed in Fig. 4 to illustrate its application to
the modeling of facial geometry. Active ShapeModels (ASM)
as well as Active AppearanceModels (AAMs) have also been
utilized for depression assessment methods. Other model-
based approaches, used in the reported studies, include 3D
Landmark Model Matching, Elastic Bunch Graph Matching
(EBFM), and Landmark DistributionModel (LDM).

In addition, facial landmark data have also been ana-
lyzed as time series. Displacement, velocity, acceleration, as
well as the landmark coordinates alone, have been used as
features. Furthermore, displacement of each landmark from
the mid-horizontal axis, landmark velocity and acceleration
have been used as motion-related features. Additionally,
velocity vectors of features that represent the relative posi-
tion of lower-level landmarks have been utilized in some
studies, such as the mean distance of upper to lower eyelid
landmarks, and mean squared distance of all mouth land-
marks to the mouth centroid. In addition, polynomial fit-
ting, as well as statistics derived from shape eigenvector
velocities have been utilized. Landmark Motion History
Images (LMHI) is a low level feature which, instead of the
actual intensities, computes the MHI on the motion of the
facial landmarks. LMHI has been combined with Histogram
of Oriented Gradients (HOG), as well as with LBP. Finally,
the LandmarkMotion Magnitude (LMM) algorithm has also
been applied to the vectors which displace each landmark
from one frame to the next.

Fig. 4. CLM fitted on the face (created using algorithm from [160]).
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Action Units. AUs encode the coordinated activity of
groups of facial muscles in correspondence to specific actions,
including specific emotional expressions. They can be
employed for measuring the Variability of Facial Expression
(VFE), as depressed individuals tend to be less expressive.
Other approaches apply AUs as high-level features. AU
occurrence by itself is meaningful as there are specific facial
actions that are directly linked to the presence of depression
(smiling, mouth corners angled down, etc.). Examples of AUs
related to affective states common in depression, such as sad-
ness and distress, according to Emotional Facial Action Cod-
ing System (EMFACS) [161] are shown in Fig. 5. It should be
clarified, however, that there are AUs which do not necessar-
ily occur as a result of affect-related events, but are associated
with non-affective orofacial movements, such as speech and
chewing. Additionally, although several approaches imple-
ment AUs dynamically (e.g., duration, base rate, ratio of
onset/offset), AUs are essentially static signs.

Mouth & Eyes. Apart from the face as a whole, features
extracted individually from the mouth and eyes have also
been found in the reviewed literature. Smile intensity and
duration is a mouth-based feature which has been
employed for automatic depression assessment, consistent
with the clinical literature, as depressed individuals tend to
smile less often.

For the eye region, average vertical gaze, blinking rate,
and pupil dilation have been reported. Pupillary response
data from pupil radius measurements have been extracted
through deformable template matching, which determines
the pupil radius by using a pupil model formed by two con-
centric circles. Additionally, functionals from velocity and
acceleration of horizontal and vertical eyelid movement
have been used.

Features derived from thermal imaging, such as mean eye
temperature, have also been used to differentiate depressed
from healthy control samples. Additional features include
saccade latency, peak velocity of initial saccade, saccade dura-
tion, mean and standard deviation (SD) of intersaccadic
intervals.

Body
Although body signs in general have been shown to con-

vey manifestations of depression, few approaches have
exploited their utility. Existing applications can be classified
as relying on either upper body or relative body part move-
ments. Features for upper body movements have been

extracted through the STIP and DCS algorithms. Relative
body partmovements, on the other hand, have been exploited
via the parts algorithm that represents orientation and dis-
tance from the torso center expressed in polar coordinates.

4.2.2 Dimensionality Reduction

Many feature extraction algorithms produce vectors of high
dimensionality. The goal of dimensionality reduction algo-
rithms is to reduce the number of features in a meaningful
manner, in order to avoid corrupting the classifier. Dimen-
sionality reduction algorithms can be classified in two groups:
(a) Feature Transformation, and (b) Feature Selection [162]. In
the first group features are transformed/combined by being
projected from a high-dimensional space to low-dimensional
space, to increase separability. On the other hand, in the sec-
ond group, as the name implies, a selection procedure takes
place, and the most discriminative/significant features are
selected. Below, examples from both groups, as retrieved in
reported approaches, are being described.

Feature Transformation
Principal Components Analysis (PCA) is the most popu-

lar algorithm in this category [82], [93], [124], [129], [137],
[139], [142], [148], [163] and has been used to generate new
features based on a linear transformation of the original fea-
tures. Manifold learning with Laplacian Eigenmaps [90],
[91] supports non-linear dimensionality reduction, based on
local computations by solving a sparse eigenvalue problem.

Another set of approaches for reducing dimensionality
involves codebooks. Bag-of-Words (BoW) [110], [111], [112],
[122], [123], [128], [140], [141], [148], initially intended for
document classification, has been applied to image process-
ing problems by treating individual features as words and
creating a dictionary of image features. The Vector of Local
Aggregated Descriptors (VLAD) [148] also relies on code-
book representation. Another dictionary based method is K-
SVD (Singular Value Decomposition) [147].

Gaussian Mixture Models (GMM) [105], [108] and
Canonical Correlation Analysis (CCA)[145] have been
adopted for classification and regression, respectively.
In [117], [125] PCA was used in combination with LDA as a
feature extraction method, while providing the option of
reducing dimensions of the feature vector. A histogram-
based approach was presented in [124] which entails main-
taining the highest-scoring bins based on a predefined
threshold adjusted to the total samples size.

Feature Selection
In [106], [116], and [85] distributional statistics (e.g., t-tests)

were employed to select only those features that met a prede-
fined statistical threshold. In [136] the authors implemented
the minimum Redundancy Maximum Relevance (mRMR)
feature selection, which considers statistical dependency
between features.

Several feature selection approaches were evaluated in
[107]: supervised feature selection, brute-force selection,
and a backward selection scheme using bivariate correla-
tions. Min-Redundancy Max-Relevance (mRMR) [136],
[164], greedy forward feature selection [84], [86], relief from
WEKA6 [135], Mutual Information Maximization (MIM)

Fig. 5. AU examples typical of depression: a. AU01 inner brow raiser
(sadness), b. AU04 brow lowerer (sadness), c. AU11 nasolabial furrow
deepener (distress), d. AU15 lip corner depressor (distress).

6. http://www.cs.waikato.ac.nz/ml/weka/
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[151], are additional algorithms used for feature selection in
the reviewed studies.

4.2.3 Feature Fusion

Several approaches involve a variety of features derived
from different modalities (e.g., visual, audio, text), as well as
within the same modality (e.g., visual from different body
parts). Fusion methods are usually employed in order to
combine multiple feature sets. More often fusion takes place
immediately after feature extraction [85], [101], [110], [122],
[123], [124], [126], [139], [142], where the extracted feature
vectors of the different modalities are concatenated. This
concatenation (cf. Fig. 2) can take place before dimensional-
ity reduction (i.e., the concatenated feature set is examined
for the dimensionality reduction) or after (i.e., features sets
are considered individually for dimensionality reduction).

4.3 Machine Learning

The next step following feature extraction and manipulation,
in all methods reviewed, is the machine learning stage.
Depending on the particular research goals, different types of
decisionmethodsmay be applied. Classificationmethods are
appropriate to address categorical questions (e.g., “depressed”
versus “non-depressed” and low versus high depression sever-
ity).When the research question concerns the concurrent pre-
diction of depression severity through video-derived indices
in a continuous manner, regression approaches are predomi-
nantly employed. Cross validation methods are typically
applied before classification/regression step.

4.3.1 Cross Validation Methods

Cross validation methods are employed to establish the
algorithm reliability, namely its capacity to generalize well
with newly introduced data. To establish reliability, a given
data set is divided in two parts, one used to train the pro-
posed algorithm, and another (left-out) to test its perfor-
mance. Specific procedures used for dataset splitting
include the leave-one-out [82], [85], [90], [91], [103], [105],
[108], [123], [136], [150] and the k-fold method [99], [116],
[144], [164]. In the leave-one-out procedure, for a dataset of
N samples, N training sets are created of size N-1, each time
consisting of all but one sample. The algorithm is then
tested N times on its capacity to classify the “left-out” cases

for each set. Samples could be several for one subject, and
therefore the leave-one-out could also be implemented in a
leave-one-subject-out manner, where all samples from a
specific subject are excluded each time. In the k-fold proce-
dure the dataset is randomly split into k partitions, with one
partition kept each time for testing and the remaining used
for training the algorithm. This procedure is repeated for k
times. In the context of the AVEC challenges, partitioning of
the dataset into training and test sections was performed by
the organizers, to permit direct comparisons between the
algorithms used by participating groups.

4.3.2 Classification

An exhaustive list of classifiers employed in the reviewed
studies can be found in Table 5 and were ranked in Fig. 6.
Support Vector Machines (SVM) is by far the most popular
method for categorical assessment of depression. This can
be justified by the fact that SVMs are well suited for binary
problems of high dimensionality [165], such as the distinc-
tion of low symptom severity/absent depression from high
symptom severity/present depression. In addition, SVMs
are suitable for non-linear combinations of kernel functions
[166]. Furthermore, a variety of Neural Networks have been
employed, including Feed Forward Neural Networks, Prob-
abilistic Neural Networks, Restricted Boltzmann Machines
(RBM), Radial-basis functions, Multilayer Perceptron, and
Extreme Learning Machines.

4.3.3 Regression

The continuous nature of depressive symptomatology is well
supported by the clinical literature, as discussed in Section
1.1. As a result, relevant approaches have recently been gain-
ingmomentum, including the AVEC challenges aimed at pre-
dicting scores on self-report depression scales as a continuous
variable using speech and video cues. A common underlying
objective in these methods is to develop a function through a
combination of features, which can then be used to compute
predicted depression severity scores for each participant. As
it can be observed in Table 6, the most popular regression
algorithm, similarly to the classification-based approaches, is

TABLE 5
Classification Algorithms Employed in the Reviewed Studies

SVM [75], [82], [87], [91], [98], [99], [105], [106], [108], [110],
[111], [112], [113], [116], [123], [126], [139]
Nearest Neighbour (NN) [114], [117], [125], [144]
Gaussian Mixture Models (GMM) [105], [108], [138]
Neural Networks (NNet) [111], [112]
Na€ıve Bayes (NB) [84], [86]
Maximum Entropy Model (MaxEnt) [85], [99]
Random Forest (RF) [146], [150]
Relevance Vector Machines (RVM) [129]
Logistic Regression (LogR) [136]
Hidden Conditional Random Fields (HCRF) [99]
Hidden Markov Model (HMM) [95]
Coupled Hidden Markov Model (CHMM) [95]
Stacked Denoising Autoencoders (SDA) [164]

Fig. 6. Ranking of classification algorithms.
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Support Vector Regression. Again the ranking of algorithms is
illustrated in Fig. 7.

4.3.4 Decision Fusion

Fusion at the decision level involves combining different
classification/regression results (cf. Fig. 2). The results to be
combined can be decisions based on a single modality, but
also from feature level fusion, in every possible combina-
tion. Fusion for regression-based algorithms is regarded as
more challenging due to the multicollinearity which charac-
terizes observational datasets, such as the data used for
depression assessment.

Logical operations are the simplest way to implement
decision fusion for binary classification (such as for high/
low depression severity or presence/absence of depres-
sion). AND and OR operators have often been used to com-
bine classification decisions [96], [110], [113], [123], [150].
Training an SVM classifier on scores representing distance
from the SVM classifier is another often used approach for
decision fusion [110], [123]. Another approach considered
SVR output from individual modalities as input to a next-
level regressor [146].

Generalized Linear Models [129] and Expectation Maxi-
mization algorithms [85] have been applied to decision-level
fusion as special cases of regression algorithms. Kalman
filtering has also been used to predict the most likely
decision [127]. In [121] decision fusion was implemented
linearly through a weighted sum according to the formula

Dlinearðx̂Þ ¼
XK
i¼1

wiDiðx̂Þ: (1)

Where x̂ is the test sample, Diðx̂Þ is the ith decision, and wi

the corresponding weight ðPK
i¼1 wi ¼ 1Þ.

Williamson et al. [93], [167] also computed a weighted
sum according to

wi ¼ R2
i =ð1=R2

i Þ; (2)

where R is the correlation between predicted and actual BDI
scores.

5 SELECTED APPROACHES & META-ANALYSIS

In this section different approaches, either classification- or
regression-based, are compared in a quantitative manner.
The aim is to derive meaningful conclusions regarding the
state of the field, and provide a means to identify the most

appropriate setups, both in terms of data collection and algo-
rithms employed. To be included in the analysis, studiesmust
have reported results on automatic assessment of depression
using visual features. Deciding on what is the ‘best’ approach
for potential clinical use is beyond the scope of this systematic
review. ‘Winning’ approaches can only be declared in chal-
lenges, where conditions are comparable and strictly defined.
This is not the case for the various approaches included in this
analysis and summarized in Tables 7, 8, and 9, since they
were typically evaluated on different datasets (or subsets
from the same corpus of data). Even in the case of AVEC par-
ticipations, direct comparisons across the three challenges are
not possible given that different data sets were used in each.
The specific objective of our quantitative meta-analysis is to
identify general trends, key and strong points, to be consid-
ered in future studies of automatic depression assessment,
given that a direct comparison of results is not viable.

5.1 Categorical Depression Assessment

Approaches for categorical depression assessment presented
in this section are grouped and compared in terms of the
employed dataset, in accordance with Table 3. Further, the
results are considered with regard to the evaluated features,
in reference to the taxonomy presented in Fig. 3. The various
approaches, apart from reporting different performancemet-
rics, were tested on datasets or particular subsets of varying
sizes. Performancemetrics in each report are explained next.

Accuracy, which was reported in the majority of studies,
is computed according to Equation (4) based on the follow-
ing confusion matrix:

C ¼ TP FN
FP TN

� �
; (3)

where TP is the number of true positives, TN the number of
true negatives, FP the number of false positives, and FN the
number of false negatives. Certain studies report “depressed
accuracy”, which implies sensitivity (or recall) given by (6)

Accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
: (4)

TABLE 6
Regression Algorithms Employed in the Reviewed Studies

SVR [107], [122], [127], [128], [129], [146], [147], [167]
Linear Regression (LR) [93], [124], [146]
Partial Least Square Regression (PLS) [121], [124]
Canonical Correlation Analysis (CCA) [142], [145]
Gaussian Staircase Regression (GSR) [167], [168]
Discriminative Mapping (DM) [147]
Moore-Penrose Generalized Inverse (MPGI) [142]
Relevance Vector Machines (RVM) [129], [168]
Extreme Learning Machines (ELM) [93]
Random Forest Regressor (RFR) [96]
Deep Convolutional Neural Networks (DCNN) [146]

Fig. 7. Ranking of regression algorithms.
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Where precision is given by

precision ¼ TP

TP þ FP
; (5)

and recall by

recall ¼ TP

TP þ FN
: (6)

The F1 score, also reported in several studies, is given by

F1 ¼ 2 � precision � recall
precisionþ recall

: (7)

The aforementioned performance metrics, however, fail
to take chance agreement into consideration, which varies
across different studies. To address this limitation and to

TABLE 7
Comparison of Approaches for Categorical Assessment of Depression Grouped According

to the Dataset Used, Ranked within Group Based on Kappa
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permit direct comparisons between classification
approaches, Cohen’s Kappa statistic [169], a chance and
skew robust metric, was computed whenever possible. It is
based on the confusion matrix (3), and given by

k ¼ p0 � pe
1� pe

; (8)

where p0 is the proportion of accurately predicted decisions
given by the accuracy formula as defined in (4), and pe the
proportion of expected chance agreement, given by

pe ¼ Ma þMb

TP þ FN þ FP þ TN
; (9)

whereMa andMb are defined as follows:

Ma ¼ ðTP þ FNÞ � ðTP þ FP Þ
TP þ FN þ FP þ TN

(10)

Mb ¼ ðTN þ FP Þ � ðTN þ FNÞ
TP þ FN þ FP þ TN

: (11)

Whenever confusion matrices for user/gender indepen-
dent depression assessment (based on one or more visual
cues) were not included in the original publication, they
were requested from the study authors. For the cases that
the requested information was not provided, and if at least
two performance metrics where reported in the original
publication, along with the total number of subjects per
class (depressed, non-depressed as defined in (12) and (13)),
a 4� 4 linear system of equations was solved in order to
derive the confusion matrix

#depressed ¼ TP þ FN (12)

#not-depressed ¼ TN þ FP: (13)

In the case of [98] a quadratic system was solved, since
the reported metrics were averaged for the two classes
(depressed/not-depressed). Finally, the computed confu-
sion matrices were cross-checked to reproduce the origi-
nally reported performance metrics. If the estimated
confusion matrices for a given study could not be verified
by the reported performance metrics, the relevant study
was not considered any further. It should be noted that
Dibeklio�glu et al. [164] is the only reviewed publication
which originally included Kappa statistics in their pub-
lished report.

Table 7 groups the reviewed studies according to the
dataset used, the corresponding sample size and male rate.
The table also lists the classification algorithm(s) used in
each study, the features employed in the decision process,
and the corresponding performance metric. Grouping of
studies was inspired by [134]. Studies are ranked by
decreasing k value within each dataset-specific group.
Table 8 presents similar information on studies using data-
sets or dataset combinations reported in single studies, pre-
cluding direct across-study comparisons. Finally, Fig. 8
displays a forest plot of k values with the corresponding 95
percent confidence intervals given by

95%CI ¼ k� 1:96 � sk; (14)

with sk defined as

sk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0ð1� p0Þ
Nð1� peÞ2

s
; (15)

where N is the total number of samples. Below we attempt
an assessment of the evidence provided by this meta-
analysis.

5.1.1 Pittsburgh

The first report involving the Pittsburgh dataset is that of
Cohn et al. [82], who presented results of three experiments
on depression detection based on: a) manual annotation of
AUs using AU14 (lip corner tightening), b) automatic detec-
tion with AAMs, and c) vocal prosody. They reported 88
percent accuracy in experiment (a), and 79 percent in both
(b) and (c), stressing the need to adapt AAMs to individual
patients [88]. The authors conclude that non-verbal, vocal
cues constitute a valid indicator of depression severity [92].

Girard et al. [90] extended this work by investigating the
correlation of changes in patient clinical status with corre-
sponding changes in facial expression and head motion pat-
terns over four sessions at six-week intervals. They
concluded that as depression severity was reduced, smiling
became more frequent and expressions of contempt and
embarrassment became less frequent [91].

The cross-cultural study of Alghowinem et al. [106] was
also tested on the Pittsburgh dataset among others, report-
ing an average recall of 94.7 percent. Dibeklio�glu et al. [136]
tested several feature settings on the Pittsburgh dataset.
More recently Dibeklio�glu et al. [164] presented a deep
learning approach for detecting three levels of depression.
Finally, Joshi et al. [113], and Joshi [110], reported 97.2

TABLE 8
Approaches for Categorical Assessment of Depression Employing Datasets, or Combination of Datasets, Which Have Not Been

Reported Elsewhere

Data Paper Population (Study/
Control) / Male rate

Features Classification
Algorithm

Reported Accuracy
(or precision)

Kappa

Pittsburgh +
AVEC’14

Alghowinem et al. (2015) [106] 70 (35/35) / 32.9% Eyes, Full Face SVM mean recall = 85.7% 0.57

Rochester Zhou et al. (2015) [75] 10 (5/5) /- Full Face, Eyes Logistic regression precision = 0.82 0.57
ORI Maddage et al. (2009) [138] 8 (4/4) / 50% Full Face GMM 75.6% 0.45*
ORYGEN Ooi et al. (2011) [117], [125] 30 (15/15)/ 51% Full Face Nearest Neighbour 51% 0.03*

CHI-MEI Yang et al. (2016) [95] 26 (13/13) / - AUs, Audio CHMM 65.38% 0.26
Yang et al. (2016) [95] 26 (13/13) / - AUs HMM 53.85% 0.08

* Confusion matrix was computed, and not provided by the authors of the original research report.
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percent accuracy for assessing depression severity based on
the Pittsburgh data.

5.1.2 BlackDog

McIntyre et al. [83] were the first to report on the BlackDog
dataset. Their results support the long-standing clinical
observation that depressed individuals demonstrate lesser

facial activity and a smaller repertoire of facial expressions.
They also reported identifying two clusters of patients,
those who showed psychomotor agitation and those who
showed motor slowing [87], [89].

In a subsequent study, Joshi et al. [112] focused on algo-
rithm development and improvement and compared the
performance of different neural network classification

TABLE 9
Summary of Methods and Results of Studies Employing Continuous Depression Assessment Based on the Dataset Provided by

AVEC’13, AVEC’14 and AVEC’16
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algorithms achieving depression detection accuracy as high
as 88.3 percent. Higher performance, up to 91.7 percent,
was achieved when additional modalities were included
(speech, independent and relative movement of body parts)
in Joshi et al. [111] and Joshi et al. [123].

Alghowinem et al. studied depression detection based on
the analysis of either eye movements in [105], or head pose
and head movements in [108] by extracting 126 and 100 fea-
tures, respectively. The maximum reported recall rate was
80 percent for the eye-based approach, and 82.6 percent for
the head-based approach among women (corresponding
rates were lower for men: 77 and 75.6 percent, respectively).
In the same cross-cultural study mentioned in Section 5.1.1,
Alghowinem et al. [106] combined the two approaches (eye-
based and head-based) achieving an average recall of 85
percent for a variable set of features (made specific for the

BlackDog), and 76.7 percent for a fixed set of features along
the different datasets employed in their cross-cultural
study. Recently, Alghowinem et al. [116] presented an
improved performance of recall 88.3 percent, by extending
their approach in terms of feature extraction, as well as
machine learning methods.

5.1.3 DAIC-WOZ

The creation of the DAIC-WOZ dataset was based on the
SimSensei kiosk tool, developed at the Institute of Crea-
tive Technologies, University of Southern California (ICT-
USC) [100], [102], [170], [171], [172]. SimSensei is a virtual
human dialogue system created to conduct personal inter-
views while recording and analyzing the facial image and
speech of the interviewee. Several approaches have been
tested on this dataset, mainly from the relevant research

Fig. 8. Forest plot of study-specific k values, grouped by dataset. The vertical dashed line corresponds to the average k ¼ 0:54.
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group, but also in AVEC’16, in terms of the depression
sub-challenge.

Scherer et al. [101] examined the value of the audiovisual
approach, achieving 89.74 percent accuracy compared to
51.28 percent of single-modality acoustic features, and 64.10
percent for the single-modality visual features. In subsequent
publications, Scherer et al. [98], [103], examined linear associ-
ations between frequency of specific features and disorder
type, showing significant differences between Post Trau-
matic Stress Disorder (PTSD), anxiety, depression, and dis-
tress on gaze behavior, smiling, self-touching and fidgeting.

Stratou et al. [84] corroborated Alghowinem’s findings
[105], [108] on gender differences in classification accuracy,
reporting F1 scores of 0.858 for women and 0.808 for men
in detecting presence of depression and PTSD. Yu et al.
[99] surmised that extracting and integrating features over
the entire interview is not as accurate as extracting features
from separate question-answer instances (“adjacency-
pairs”). Results for the adjacency-pairs approach revealed
improved performance as indicated by an F1 score of 0.603
compared to a score of 0.523 for the data integrated over
the entire session. The MaxEnt algorithm was used in both
approaches.

Ghosh et al. [85] integrated features derived from facial
images and speech with affect (sadness, anxiety, anger) dis-
played in a chat-text and achieved improved classification
accuracy of 66.40 percent as compared to 63.02 percent for
unimodal text, 58.63 percent for speech, 58.00 percent for
facial image, and 60.50 percent for the combination of facial
image and speech.

Finally, DAIC-WOZ served as the benchmark dataset in
terms of AVEC’16. Raw data were provided for audio
recordings and transcripts, while for videos only features
extracted with OpenFace were provided. Despite this limi-
tation several interesting approaches were presented, with
Yang et al. [146] winning the depression sub-challenge by
combining visual with audio and text features.

5.1.4 AVEC

The AVEC dataset, although intended for continuous assess-
ment of depression, was also used for categorical assessment
using case groupings based on BDI scores. For instance,
Senoussaoui et al. [129] achieved classification accuracy of 82
percent for categorical assessment of depression by using a
cutoff score of 13/14 points on BDI, using the data organiza-
tion provided byAVEC (training / development subsets).

Alghowinem et al. [106], in their cross-cultural study
tested their algorithm on a subset of the AVEC data, in an
effort to match the three datasets employed (Pittsburgh,
BlackDog, and AVEC), both in terms of number of record-
ings as well as total duration. They reported an average
recall of 68.8 percent for the fixed set of features across the
three datasets.

Pampouchidou et al. [144] considered standard BDI cut-
offs: 0-9 (minimal depression), 10-18 (mild depression), 19-
29 (moderate depression), and 30-63 points (severe depres-
sion). They reported 74.5 percent accuracy in discriminating
cases of {minimal} versus {mild, moderate, severe}, and
{minimal, mild, moderate} versus {severe} depressive symp-
tomatology. The classification accuracy between {minimal,
mild} versus {moderate, severe} was 63.5 percent.

5.1.5 Other Datasets

Datasets or data set combinations used in a single study are
summarized in Table 8. Alghowinem et al. [106] attempted
to merge several datasets (e.g., Pittsburgh and AVEC). This
resulted in an improvement of classification performance as
compared to relying solely on the AVEC dataset, reporting
an average recall of 85.7 percent.

In one of the earliest studies, the corpus constructed by
the Oregon Research Institute (ORI), was used to test the
approach of Maddage et al. [138] for video-based depres-
sion detection in adolescents. The corpus comprised record-
ings from eight adolescents (four in each class). They
implemented both gender-dependent and independent
classification achieving 75.6 percent recognition rate of ado-
lescents with depression in the gender-independent case.

The ORYGEN dataset was employed for a more chal-
lenging endeavor undertaken by Ooi et al. [117]. Facial
expression analysis was utilized in order to predict whether
initially non-depressed adolescents would develop depres-
sion at the end of a two-year follow-up period. They
obtained baseline (Time 1) and two-year follow-up (Time 2)
data from 191 non-depressed adolescents. At Time 2, 15 par-
ticipants had developed depression. Given the still-dis-
puted capacity of available computer based approaches to
detect the current presence of depression, long-term predic-
tion of depression onset was a rather optimistic goal. As
expected, results revealed relatively poor prediction accu-
racy (50 percent for person-independent, and 61 percent for
person-dependent) casting doubt on the sensitivity of facial
features as prodromal signs of clinical depression [125].

Zhou et al. [75] at the University of Rochester departed
from the traditional laboratory settings and obtained data in
realistic conditions. Participants interacted with each other
through social networking, while sitting in an area custom-
ized to resemble a living room. Pupil radius, head move-
ment rate, eye blinking rate, text-derived affect, and
keystroke rate are some of the cues they considered for
detecting the presence of depressive symptomatology. They
reported 0.817 precision and 0.739 recall for classifying
patients versus healthy volunteers reporting high levels of
negative mood. Although promising, the generalizability of
these results is questionable given the small number of
patients with depression (n = 5).

Finally, recent results from the CHI-MEI dataset [95],
attempting to distinguish unipolar depression (MDD) from
bipolar disorder, reached 65.38 percent classification accu-
racy when combining AUs and audio features.

5.2 Continuous Depression Assessment

The majority of the approaches reviewed here are based on
AVEC datasets as participations to the actual challenge, or as
independently published studies. The depression challenge
of AVEC 2013 and AVEC 2014 required prediction of indi-
vidual BDI scores based on corresponding video recordings
(both visual and speech data are available). Video recordings
were divided into three subsets (training, development and
testing), with labels being released only for the first two.
AVEC 2013 included the complete recordings of the partici-
pants executing 12 tasks, while for AVEC 2014 only two tasks
were kept: the Northwind (reading a novel excerpt) and
Freeform (answering to an open question). AVEC 2016,
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although focused on categorical assessment, encouraged
participants to address prediction of self-reported scores on
the PHQ-8 scale, employed by DAIC-WOZ.

In all cases, performance metrics were the Root Mean
Squared Error (RMSE) and Mean Absolute Error (MAE)
given by Equations (16) and (17), where n is the number of
samples, p the predicted value, and a the actual value

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

ðpi � aiÞ2
s

(16)

MAE ¼ 1

n

Xn
i¼1

pi � aij j: (17)

The MIT-Lincoln team won both 2013 and 2014 chal-
lenges [93], [173]. In their first participation they achieved
subject-independent RMSE/MAE of 8.5/6.53 on the test set,
8.68/7.12 on the development, and 7.42/5.75 subject-depen-
dent adaptation on the development set, relying solely on
vocal features. By incorporating AU-based features, the
team achieved slightly better results in the subsequent chal-
lenge on a different subset (8.12/6.31 on the test set; results
for the development set were not reported). In a recent arti-
cle, Zhu et al. [149], presented a deep learning approach
tested on the datasets provided by AVEC’13 and AVEC’14.
Their method was single-visual and deep learning based,
outperforming other reported single-visual approaches,
and comparing favorably with the overall best performing
(multimodal) results (cf. Table 9), with RMSE/MAE of
9.55/7.47 for AVEC’14, and 9.82/7.58 for AVEC’13 respec-
tively. In terms of AVEC 2016, Williamson et al. [167] and
Yang et al. [146] addressed prediction of PHQ-8, with the
latter predicting scores separately for females and males.

Table 9 compares the performance of each algorithm
when tested on visual versusmultimodal signals. The regres-
sion algorithm, alongwith the fusion strategy and the respec-
tive scores, for both development and test subsets, are also
presented where available. Upward arrows indicate better
performance of the multimodal versus the visual approach
alone and the opposite is indicated by downward arrows.

6 DISCUSSION

Concluding comments are organized according to the data-
sets and algorithms used in each of the reviewed studies.

6.1 Algorithm and Performance Related Issues

Given the temporal variability of depressive manifestations,
the majority of facial signs utilized in the reviewed studies
are dynamic, while the occurrence of static signs is typically
considered over time (e.g., smile frequency). Therefore,
video recordings, as opposed to static images, are required.
Further, a trend toward utilizing high-level features has
been observed; this trend was also promoted by AVEC’16,
in which features were provided after preprocessing, that
enabled high-level feature extraction. Furthermore, the
majority of top performing methods employ multiple sets
of features, across or even within a given modality, e.g.,
visual cues from face and body.

With respect to the continuous assessment approaches,
multimodal methods (audio/visual) clearly outperform

those relying on solely on visual cues. Thus, as indicated by
the arrows in Table 9, the inclusion of audio cues resulted in
performance improvement in 17 out of 22 methods report-
ing on both single-visual and multimodal performance. Fur-
thermore, decision fusion appears to be the most prominent.
Potential benefits from multimodal approaches have also
been discussed in [64]. Finally, gender-based classification
has been supported by many of the reported approaches to
perform better [86], [116], [138], [146], [150].

Deep learning based approaches have been found in only
two recent articles. In the first, Dibeklio�glu et al. [164]
attempted a multimodal approach, employing Stacked
Denoising Autoencoders for detecting three levels of depres-
sion, and reported comparable results to two-level
approaches. Also, Zhu et al. [149] addressed the AVEC’13
and AVEC’14 depression sub-challenges using Deep Convo-
lutional NeuralNetworks, achieving the highest performance
among the single-visual approaches, although underper-
forming the multimodal ones. Deep learning seems to be
promising, demanding further exploration. It is worth noting
thatmultimodal approaches are again performing best.

Treating depression as a continuous variable (i.e., reflect-
ing depression severity) is gaining ground over categorical
decision systems (e.g., as reflected in AVEC’13 and
AVEC’14). This is due to the fact that, despite the apparent
simplicity of categorical assessment, it does not represent
neither properly nor reliably the complex nature of mood
disorders. Efforts to develop methods capable of differenti-
ating mood disorder types, and also depression from other
psychiatric disorders, such as various anxiety conditions,
are limited. However, there have been some notable initial
attempts in this direction by ICT-USC focusing on distin-
guishing PTSD from depression [84], [86], and by CHI-MEI
attempting to distinguish cases of unipolar depression ver-
sus bipolar disorder [95]. It is worth pointing out that,
regarding long-term prediction of depression onset, avail-
able results reveal relatively poor prediction accuracy call-
ing into question the significance of facial manifestations as
prodromal signs of depression.

Finally, although reported detection accuracy rates can
be very high, a fact that clearly demonstrates the clinical
potential of the field, sample sizes are often too small to
enable the generalizability of these results. In order for a
system to be fully evaluated and acknowledged as an
assessment tool, it must be tested on considerably larger
sample sizes, featuring a wider variety of demographic
characteristics, clinical diagnosis methods, and ethnic-
cultural backgrounds.

6.2 Data Related Issues

An initial observation based on the meta-analysis performed
in Section 5.1, summarized by Tables 7 and 8, and Fig. 8, per-
mits a rough comparison of methods, through Cohen’s k (a
chance-robust metric). Approaches tested on the Pittsburgh
dataset achieved higher (in their majority above average)
performance. Similar results were reported by Alghowinem
et al. [106], who tested the exact same algorithm on different
datasets (cf. Tables 7 and 8, and Fig. 8). This finding high-
lights the importance of data quality (sample size, noise, res-
olution, environment, etc.) for the development and testing
of a given computational pipeline. Further, all participants in
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the Pittsburgh dataset met DSM criteria for clinical depres-
sion, ensuring diagnostic uniformity and exclusion of poten-
tially important comorbid conditions [164]. Finally, the data
were obtained during a clinical interview, thus enhancing
the interpersonal context [164].

Regarding the categorical approaches tested on the
AVEC and DAIC-WOZ datasets, there are some additional
potential reasons which could have affected the perfor-
mance, as revealed through comparison of k values cross
studies. First, inclusion of participants from different ethnic-
ities than other datasets may have biased the result of such
experimental manipulations as mood induction. Further,
the AVEC and DAIC-WOZ datasets were collected in a way
that limited the audience effect (human-computer interac-
tion setup), eliminating cues that could only occur in a
social context as, for instance, indicated by Dibeklio�glu et al.
[164]. Also, the Pittsburgh and BlackDog datasets were both
based on clinical diagnosis, as opposed to AVEC and DAIC-
WOZ, which were based on self-reports; a factor expected
to affect annotation accuracy [116].

Most importantly, the problem addressed with the AVEC
and DAIC-WOZ datasets, which relied on self-reported
symptoms for data annotation, is far more complex in com-
parison to the other datasets. While others focused on cate-
gorical assessment (healthy versus depressed, high versus
low depression severity) based on clinical diagnosis, AVEC
focused on the prediction of individual BDI scores. Even dur-
ing AVEC’16, where DAIC-WOZ was used for categorical
assessment, binary labels (depressed/not-depressed) were
again based on participant symptom self-report (PHQ-8
scores). As explained in the Clinical Background section, Self-
RI scores depend on a variety of biasing factors (subjective,
social, etc.). Thus, although depression can be accurately por-
trayed by facial expressions, the ground-truth may not accu-
rately measure depression severity in these studies. This
could also justify the fact that reported approaches for cate-
gorical assessment outnumber the ones for continuous assess-
ment, as the continuous prediction ismore challenging.

So what constitutes an optimal data set? It appears that it
should be comprised of a number of patients diagnosed by
experienced psychiatrists, using largely uniform diagnostic
criteria. Comorbid diagnoses, should be carefully recorded
and later used to evaluate potential misclassifications, since
significant correlations have been observed between PTSD,
anxiety and depression [103]. Consequently, the develop-
ment of an algorithmic tool for depression assessment, apart
from the contribution of engineers and computer scientists,
would most definitely require direct supervision by clini-
cians. Furthermore, as reported in the clinical background
of Section 1.1, a one-off assessment may not be sufficient, as
development of rapport with the participant is necessary.
For this to be achieved several sessions over a fixed interval
(e.g., 7 weeks as in [82], [90], [91]) are advisable. Existence
of baseline data would also be useful, but unfortunately this
is not possible in most cases. However multiple sessions
can benefit the remission assessment, allowing long-term
monitoring of the recovery process.

With respect to video acquisition parameters, average
image resolution and frame raterate are typically reported.
However, it is not clear whether image acquisition with
higher-level specifications could improve assessment

accuracy. A quantitative comparison of different resolutions
and frame rates employing the same algorithm(s) may be
required to conclusively address this question. The size of
the sample is also an important factor to be considered, as
size of the majority of reported datasets is at best moderate
to allow generalizations [116].

In the field of automatic facial expression recognition
(AFER) approaches are moving toward real-world condi-
tions [62], as exemplified by the Emotion Recognition in-
the-Wild (EmotiW) challenge series [174], [175], [176]. The
manner in which the AVEC dataset was constructed also
supports this idea, as the recordings took place in indepen-
dent setups and on personal computers. This choice, how-
ever, impacted performance, as shown in Table 7 and Fig. 8:
approaches for categorical assessment of depression based
on AVEC demonstrated lower than average performance,
when compared to approaches based on other datasets.
Additionally, although current in-the-wild approaches may
be considered as promising, they are not yet sufficiently reli-
able even for AFER as supported in [61], [62]. Therefore, at
present, such approaches do not appear to meet minimum
requirements for a clinical decision support system. On the
other hand, the strict requirement for standardization of
data collection [64] may impose potentially serious limita-
tions, such as questionable originality and genuineness of
the data and lack of variance in contextual information.
Although standardized medical equipment typically oper-
ate under highly controlled conditions, collection of data
indicative of depressive symptomatology is highly suscepti-
ble to the dynamic nature of behavioral and underlying psy-
chological processes of the person being evaluated.

The most important issue concerning the data is avail-
ability. As mentioned before, obscuring participant identity
is practically impossible in raw video data compared to
other modalities (e.g., speech or physiological signals). Con-
sequently, open access is strictly prohibited, while licensing
to a third party is seriously restricted. A possible solution to
this problem would be for the academic community to pro-
mote cooperation between institutions, as suggested by
Cummins et al. [64], so that the data could be shared under
regulated conditions.

7 CONCLUSIONS & FUTURE WORK

Research on automatic depression assessment has come a
long way from Cohn et al. [82] and McIntyre et al. [83], with
several novel approaches both in terms of methodology and
performance. The present comprehensive review of the
state-of-the-art provides a number of insights, while identi-
fying many questions open to further investigation. Depres-
sion diagnosis itself is an active and controversial topic in
clinical psychology and psychiatry. Given the aforemen-
tioned outstanding issues, the development of automated,
objective assessment methods may be valuable for both
research and clinical practice.

In general, results are consistent with the social with-
drawal [86], [90], emotion-context insensitivity [90], and
reduced reactivity [164] hypotheses of depression. Addition-
ally, the importance of dynamic features, as well as multi-
modal approaches, was also highlighted through the
quantitative analysis reported in this review. Continuous
approaches appear to be more in accordance with clinical

464 IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. 10, NO. 4, OCTOBER-DECEMBER 2019



experience. Sharing of related data needs to be promoted,
and the data collection procedures need to be standard-
ized on several domains, in order to enhance reliability
and comparability of results. In terms of related algo-
rithms, although a multitude of approaches is reported in
the literature, automatic depression assessment is still a
long way from being well established, with significant
room for improvement on current methods. Given the
dynamic of deep learning, and its considerably high per-
formance in many related fields, if large enough datasets
are provided, an impact in automatic depression assess-
ment is also expected in the near future.

Several clinical research questions remain to be addressed
systematically, such as the capacity to distinguish between
different depression subtypes, and MDD from other mood
disorders [86]. Individual variability due to comorbid per-
sonality disorders or characteristics, aswell as the influence of
ethnicity and culture requires further exploration [116]. Inter-
estingly, although physiological activity measured through
EMG, BVP, skin conductance, and respiration can be informa-
tive regarding ongoing emotional responses [177], such
information has not been integrated in the reviewed multi-
modal studies, with the exception of Zhou et al. [75], who
recorded heart rate via a non-contact, facial video-based sys-
tem. Accordingly, body manifestations, as well as pupil
related features, have not been adequately employed for auto-
matic assessment, although they have been proven statisti-
cally significant. Finally, investigation of facial signs in the
context of dyadic interaction is a forthcoming domain for
exploration [103], still only one approach considered it [99],
while context has not been considered in any study.

In conclusion, the exhaustive review of available evidence
highlights the considerable potential in the application of
video-based methods for the assessment and monitoring of
the course of depression. It was further made apparent that
visual cues need to be supplemented by information from
othermodalities to achieve clinically useful results.
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