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for Emotion Recognition and Its Application
in Patients with Disorder of Consciousness

Haiyun Huang, Qiuyou Xie, Jiahui Pan, Yanbin He, Zhenfu Wen, Ronghao Yu,
and Yuangqing Li*, Fellow, IEEE

Abstract—Recognizing human emotions based on electroencephalogram (EEG) signals has received a great deal of attentions. Most
of the existing studies focused on offline analysis, and real-time emotion recognition using a brain computer interface (BCl) approach
remains to be further investigated. In this paper, we proposed an EEG-based BCI system for emotion recognition. Specifically, two
classes of video clips that represented positive and negative emotions were presented to the subjects one by one, while the EEG data
were collected and processed simultaneously, and instant feedback was provided after each clip. Ten healthy subjects participated in
the experiment and achieved a high average online accuracy of 91.5 + 6.34 percent. The experimental results demonstrated that the

subjects emotions had been sufficiently evoked and efficiently recognized by our system. Clinically, patients with disorder of
consciousness (DOC), such as coma, vegetative state, minimally conscious state and emergence minimally conscious state, suffer
from motor impairment and generally cannot provide adequate emotion expressions. Consequently, doctors have difficulty in detecting
the emotional states of these patients. Therefore, we applied our emotion recognition BCI system to patients with DOC. Eight DOC
patients participated in our experiment, and three of them achieved significant online accuracy. The experimental results show that the
proposed BCI system could be a promising tool to detect the emotional states of patients with DOC.

Index Terms—Emotion recognition, EEG, brain-computer interface (BCl), affective computing, disorder of consciousness (DOC)

1 INTRODUCTION

B RAIN injuries or cerebral hemorrhages may cause the dis-
order of consciousness (DOC) including coma, vegetative
state (VS), minimal conscious state (MCS), and emergence
from MCS (EMCS). Clinically, behavioral scales, such as the
Coma Recovery Scale-Revised (CRS-R) scale, are widely used
in the diagnosis of patients with DOC. These behavioral
scales rely on the patients’ behavioral responses to external
stimuli [1]. However, the behavioral response based methods
may result in high misdiagnosis rates since these patients suf-
fer from sever motor impairments and generally cannot pro-
vide adequate behavioral expressions [2], [3]. Recently,
researchers have employed the technology of brain computer
interface (BCI) to detect residual consciousness including
command following, communication ability and number rec-
ognition in patients with DOC [4], [5], [6].
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Emotion plays an important role in the daily lives of
human beings [7]. As an important brain function, emotion
is related to many cognitive functions, such as language
comprehension, decision making and selective attention [8],
[9], [10]. In recent years, the study of emotion recognition/
detection has received increasing attentions [7]. Many meth-
ods have been proposed to recognize human emotions. One
class of methods are to detect emotional responses using
audio and visual features, such as speeches, facial expres-
sions, and body gestures [7], [11]. Another class of methods
are to recognize emotional states from physiological signals,
for example, via electroencephalogram (EEG), electromyo-
gram (EMG), and heart rate measurement [12], [13]. Among
various available signals for recognizing emotional states,
EEG has been widely used because it provides a noninva-
sive and intuitive way to measure emotions [14], [15]. Until
now, no study has considered emotion of patients with
DOC using a BCI approach. Whether the patients with DOC
own the emotion is unclear. Since there are strong connec-
tions between emotion and consciousness, the research of
emotion recognition in patients with DOC may help us
assess their residual consciousness and the impaired brain
functions [16], [17]. However, there is not any effective
method for doctors to detect the emotional states of patients
with DOC since these patients suffer from severe motor
impairments and generally cannot provide adequate emo-
tion expressions.

In this study, we proposed a real-time EEG-based BCI
system to recognize the emotions of patients with DOC,

1949-3045 © 2019 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution
requires |IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.


https://orcid.org/0000-0003-4288-5591
https://orcid.org/0000-0003-4288-5591
https://orcid.org/0000-0003-4288-5591
https://orcid.org/0000-0003-4288-5591
https://orcid.org/0000-0003-4288-5591
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:

HUANG ET AL.: AN EEG-BASED BRAIN COMPUTER INTERFACE FOR EMOTION RECOGNITION AND ITS APPLICATION IN PATIENTS... 833

which were evoked by video clips. Two classes of video
clips that represent positive and negative emotions were
played in a random order on a screen, and the subjects were
guided to focus on them. First, a calibration run was con-
ducted to train an SVM model. During the process of real-
time emotion recognition, the EEG data were collected and
processed simultaneously. Specifically, the feature vectors
were extracted and fed to the SVM classifier. The recogni-
tion results were displayed on the screen as feedback for
each video clip. We first validated our BCI system in healthy
subjects. Ten healthy subjects participated in our experi-
ment and achieved an average online accuracy of 91.5 £
6.34 percent, which indicated that the subjects’” emotions
had been sufficiently evoked and efficiently recognized,
and thus verified the efficiency of our BCI system. Next, we
applied our EEG-based emotion BCI system to patients
with DOC. Eight patients with DOC (1 VS, 6 MCS, and 1
EMCS) participated in our online experiments and three of
them achieved significant online accuracies. The results
showed that the emotions of these three patients had been
evoked and recognized successfully. Therefore, our BCI sys-
tem provides a potential way to detect the emotional states
of patients with DOC.

The remaining sections of this paper are organized as fol-
lows. A brief overview of related works on EEG-based emo-
tion recognition and applications of BCls in patients with
DOC are presented in Section 2. Section 3 describes the
methodologies, including subjects, data acquisition, stimu-
lus materials, graphical user interface (GUI) and experimen-
tal procedure, online signal processing, and offline data
analysis. The experiments and results are presented in Sec-
tion 4. The discussion and conclusion are available in Sec-
tions 5 and 6, respectively.

2 RELATED WORK

2.1 EEG-Based Emotion Recognition

Although no study has focused on the emotion recogni-
tion in patients with DOC, there are lots of researches
based on healthy people [18], [19], [20], [21], [22]. By con-
sidering its real-time capability, an EEG-based recognition
method can be discriminated as an offline or an online
one. Furthermore, the stimulus materials that can induce
specific emotions include pictures, music, and videos
[23], [24], [25]. Hidalgo et al. established an offline EEG-
based algorithm to recognize users emotional states while
viewing pictures. Using a spectral turbulence measure
and a support vector machine-recursive feature elimina-
tion (SVM-RFE) algorithm, they achieved an accuracy of
80.77 percent for two emotional classes (positive valence
versus negative valence) [26]. Lin et al. categorized users
status into four emotional states (joy, anger, sadness, and
pleasure) while listening to music. In their offline analy-
sis, an average accuracy of 82.29 £ 3.06 percent was
obtained by using asymmetric spectral features [21]. Sol-
eymani et al. proposed an offline subject-independent
emotion recognition method using multimodal signals,
including EEG, pupillary responses, and gaze distances,
which were collected when videos were presented to the
subjects [27]. They compared different fusion strategies
and found that the method of decision level fusion

achieved the best recognition accuracy of 76.4 percent for
three arousal levels. To identify the stability of neural pat-
terns over time, Zheng and colleagues proposed an offline
approach to recognize subjects emotional responses to
videos by collecting EEG data from different days. Using
the differential entropy (DE) features and a discriminative
Graph regularized Extreme Learning Machine (GELM), a
mean recognition accuracy of 79.28 percent was achieved
for three emotional states (positive, neutral, and negative)
[22]. It is thus clear that the accuracy of the emotion rec-
ognition needs to be improved.

Several online EEG-based emotion recognition systems
have been reported. Liu et al. proposed a real-time fractal
dimension based algorithm to classify subjects emotional
states in 2 valence levels and 3 arousal levels [28]. The
authors further applied the algorithm to control a real-
time music playing and a three dimensional (3D) emo-
tional avatar in a virtual environment. Sourina et al.
developed a real-time EEG-based emotion recognition
system for music therapy [29]. Specifically, by using the
fractal dimension values extracted from EEG signals and
the music segments selected from International Affective
Digitized Sounds (IADS) database, their system could rec-
ognize subjects emotions and perform music therapy.
However, these two studies showed only the frameworks
of the online systems, and the experimental results and
system performances were not presented. More recently,
Daly et al. reported an affective BCI system to detect the
current affective states of the subjects while listening to
music. Using band-power features and support vector
machine (SVM) classifier, they achieved an online average
accuracy of 53.96 percent for three arousal levels of eight
subjects [30]. Above all, there need a great deal of efforts
to develop real-time EEG-based emotion recognition BCI
systems with high accuracies.

2.2 Applications of BCI on Patients with DOC

BClIs offer a potential way to probe the residual brain func-
tions of patients with DOC [31], [32]. For instance, several
BCI studies have been reported to assess the patients’
awareness including command following, communication
ability and number recognition [4], [5], [6]. Goldfine et al.
proposed an EEG-based motor imagery method to detect
the awareness of VS patients [4]. Three of 16 patients
showed repeated and reliable EEG responses to two com-
mands. Lul and colleagues proposed a 4-choice auditory
oddball BCI system to detect command following and
communication abilities in patients with DOC [33]. Eigh-
teen patients participated in the experiment, and one
locked-in state patient was able to communicate using the
BCI system. Coyle et al. designed a sensorimotor modula-
tion BCI system to assess the awareness of MCS patients
[34]. All 4 of the 4 participants demonstrated significant
and appropriate brain responses, and the results showed
that MCS patients might have the capacity to operate a
simple BCI system. In our previous studies, we have
designed several BCI paradigms to assess the residual
awareness, number recognition, and communication abili-
ties of patients with DOC [5], [6], [35]. However, none of
the existing studies has developed an EEG-based emotion
recognition system for patients with DOC.
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TABLE 1
Summary of Clinical Status of Patients

Time since onset JFK CRS-R Score

Patient Age Gender Clinical diagnosis Etiology (months) (subscores)
P1 26 M MCS TBI 5 11(2-3-3-1-0-2)
P2 24 M MCS TBI 1 10(1-1-5-1-0-2)
P3 35 F VS NTBI 2 5(1-0-1-1-0-2)
P4 28 M EMCS TBI 1.5 13(2-2-6-1-0-2)
P5 32 M MCS NTBI 3 10(1-3-2-2-0-2)
P6 13 M MCS TBI 3 9(1-1-4-1-0-2)
P7 35 F MCS TBI 3.5 10(2-3-2-1-0-2)
P8 52 M VS NTBI 4 7(1-1-2-1-0-2)

Note: TBI, traumatic brain injury; NTBI, non-traumatic brain injury; VS, vegetative state; MCS minimally conscious state; EMCS,
emergence from MCS. J[FK CRS-R, Coma Recovery Scale-Revised, including: auditory, visual, motor, oromotor, communication, and

arousal functions.

3 METHODS

3.1 Subjects

Ten students (H1 to H10, aged 24-35, mean age 26 years,
8 men) from South China University of Technology were first
recruited to participant the experiment as a control group. All
healthy subjects had normal or corrected-to-normal vision
and normal hearing. Written informed consent was obtained
from all subjects prior to the experiment. Next, eight DOC
patients from a local hospital took part in our experiment
(P1 to P8, aged 12-60, mean age 35 years, 6 men; see Table 4).
The patients met the following criteria: the patient was a) ina
stable condition, b) with normal visual and auditory ability
before impairment, and ¢) no psychiatric medications were
used within the prior two days. Written informed consent for
the study was obtained from all of the participants or their
legal surrogates. Table 1 shows the clinical data of these
DOC patients. The experimental protocol in this study was
approved by the Ethics Committee of the General Hospital of
Guangzhou Military Command of Peoples Liberation Army,
which complies with the Code of Ethics of the World Medical
Association (Declaration of Helsinki).

3.2 Data Acquisition

In our system, EEG signals are recorded with the SynAmps2
amplifier (Compumedics, Neuroscan, Inc., Australia). A 32-
channel EEG cap with electrodes placed according to the
international 10-20 system is used. The right mastoid is set
as the reference, and the ground electrode is positioned on
the forehead. The EEG signals are amplified and sampled at
250 Hz. The impedances of all electrodes are maintained
below 5 k() during data collection.

3.3 Stimulus Materials

In our experiment, native Chinese emotional clips were
selected to quickly and effectively elicit specific emotional
states (positive and negative) of subjects. The process for
selecting video clips is described as follows: first, we collected
140 clips that contained positive or negative scenes from
famous Chinese movies or crosstalk shows. Next, each clip
was edited to approximately 30 seconds and the audio power
levels of all clips were matched by adjusting the total power
value. Then, ten volunteers (not the participants in the BCI
experiment) were asked to assess their emotions with a
level (i.e., not at all, slightly, or extremely) and a keywords

(i.e., positive or negative) while watching the clips. Finally,
40 Chinese video clips that all volunteers scored as extremely
positive or negative were chosen. Each emotion category (pos-
itive and negative) contained 20 clips.

Notably, to unify the definition of emotion, researchers
have focused on two main methods: one is to classify emo-
tions into discrete categories (i.e., anger, fear, disgust, happi-
ness, sadness, or surprise) [36] and more complex emotions
based on combinations of these basic categories; the other
method is to define emotion in several continuous dimen-
sions (i.e., valence, arousal, and dominance) [37]. In the pres-
ent study, we chose two typical emotional states and used
a uniform label for each emotional state for the following
reasons: 1) the ratings of valence and arousal using Self-
Assessment Manikin (SAM) have large variations between
subjects, and the meaning of the scales is subjective [38]; 2)
the process of scoring the emotions of patients with DOC,
who lack the ability to perform normal physical movements
and have limited consciousness in the experiment, is difficult
[39], [40]; and 3) considering too many emotional states may
increase the burden on the patients.

3.4 Graphical User Interface (GUI) and Experimental
Paradigm
Before the experiment, each participant was informed about
the procedure of the experiment and instructed to sitin a com-
fortable chair approximately 0.5m from a 22-in LED monitor.
During the emotion recognition experiment, participants
were asked to gaze at the screen and stay still as much as pos-
sible. Before the test run, the participants performed a calibra-
tion run of 20 trials to collect training data, and a SVM model
was built based on the training data. The online test run also
consisted of 20 trials. During the training or test run, each cate-
gory of emotion included 10 trials and each trial contained
one clip. Furthermore, all clips appeared in a random order.
The experimental paradigm for each trial is show in Fig. 1.
Each trial begins with a 5 seconds cue to remind the partici-
pant whether the following clip is a positive or negative video
clip. Participants are told to watch the video clip attentively
and experience the emotions contained in it. The instruction
is the following video is a positive/negative one, please be
prepared. Then, the video clip that represents a positive/
negative emotion, respectively, is played and the EEG data
are collected and processed simultaneously. Then, the online
recognition result is displayed on the screen as feedback. In
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The following video is negative

one, please be prepared

Screen

l Hint | Stau“[| Movie clip | Feedback | Resting|
\ | | | |

| Ss Is ~30s Ss 5s
L y )
Trial 1 Trial # Trial n

Fig. 1. Experimental protocol of our real-time emotion recognition system.

this study, a smiling/crying cartoon face is presented as feed-
back, which represents the detection of a positive/negative
emotion, respectively. The feedback lasts for 5 seconds, and is
followed by 5 seconds of rest time.

Notably, there are several differences between the experi-
mental procedures for DOC patients compared with healthy
subjects. Specifically, there are totally five sessions per-
formed on separate days, each of which contained a calibra-
tion run of 10 trials and a test run of 10 trials. The procedure
of each trial was similar to that for the healthy subjects. In
addition, there was a break of at least 10 seconds between
two adjacent trials and that could be adjusted depending on
the patients state. We used these settings mainly due to the
fact that the DOC patients easily fatigued.

3.5 Online Signal Processing

The online signal processing is designed to monitor a sub-
jects emotional state in real-time and output the feedback.
This process includes the following steps.

Preprocessing. In this study, we adopted a universal pre-
processing method to reduce any disturbances of noises.
The data baseline was first corrected by subtracting the
mean value of the 1s signal before the stimulus start. The
notch filter was first applied to remove the 50 Hz power-
line noise. Then, the raw EEG data from each scalp electrode
was filtered with a tenth order minimum-phase FIR band-
pass filter between 0.1 to 70 Hz.

Feature Extraction. Based on the filtered trial, we extract
the spectral feature vector corresponding to positive and
negative emotions. First, we compute the spectral power
changes of each channel using a 512-point Short Time
Fourier Transform (STFT) with a non-overlapped Hanning
window of 1 second. Next, the band-power values are
calculated by averaging the power values in each of the
following frequency bands: delta (1-3 Hz), theta (4-7 Hz),
alpha (8-13 Hz), beta (14-30 Hz), and gamma (31-50 Hz).
Previous studies have shown that the EEG spectral ampli-
tude is more linearly in the logarithmic scale than in the lin-
ear scale [41], [42]. Therefore, to linearize the multiplicative

effects, the averaged power spectrum of each epoch is con-
verted to the logarithmic scale. Finally, the logarithmic
power spectrums in each subband of all 30 channels are
concatenated to obtain a 150 dimension feature vector.

In addition, the logarithmic power spectral density (PSD)
is equal to the DE for a fixed length [43]. Previous studies
have demonstrated the efficiency of the DE feature [24],
[43]. Therefore, in this study, the logarithmic PSD feature is
equal to the DE feature, and can be calculated using the fol-
lowing formula:

DE = log (|z(m, fi)[*), 1)

where |z(m, fi,)| denotes the absolute amplitude of the origi-
nal signal after STFT. Note that all features were normalized
to the range from 0 to 1 in each dimension before feeding to
a classifier.

Model Training and Classification. The LIBSVM toolbox is
used to establish the SVM classifier [44]. The linear kernel is
selected as a kernel function and other parameters are set to
default values. Using the training data from the calibration
run, an SVM classifier is trained, in which the feature vec-
tors corresponding to the positive and negative clips are
labeled +1 and -1, respectively. The online feature vectors
are fed into the trained SVM classifier, and the SVM scores
are obtained. If the score of a feature vector is positive, then
the system predicts a positive emotion and outputs a smil-
ing cartoon face; otherwise, the system predicts a negative
emotion and outputs a crying cartoon face.

3.6 Offline Data Analysis

Statistical Test. We first test the significance of the online
accuracy. In our study, the accuracy is calculated as the ratio
between the correct recognition trials and the total number
of trials. To evaluate the significance of the accuracy, we
used a chi-squared test as shown below [45]:

. . \2
XQ — Z (f(l, ;f@,) , (2)

2
i=1

4
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TABLE 2
Accuracy Rates of Online Emotion Recognition for Healthy Subjects
Subject H1 H2 H3 H4 H5 Hé H7 HS8 H9 H10 Mean+SD
Online accuracy(%) 90 100 90 80 95 95 85 85 100 91.5+6.34
p-value <0.001 <0.001 <0.001 0.007 <0.001 <0.001 <0.001 0.002 0.002 <0.001 <0.001

where f, is the observed number and f., is the expected
number of the ith class (i = 1,2). There were only two possi-
ble output states in our study and the degree of freedom was
1. For instance, each patient performed 50 online test trials,
and 25 is the expected number for both emotional classes.
Given a significance level of p =0.05, the value of x* is 3.84.
Therefore, a significant accuracy for 50 trials is 64 percent.

Offline Classification. To effectively use the data, we com-
bine the data from calibration run and test run. Therefore, the
session of each healthy subject includes 40 trials, whereas
each of 5 sessions for each DOC patient includes 20 trials.
Furthermore, by randomly partitioning the data, we repeat a
5-fold cross-validation scheme for 10 times to improve the
reliability of the results. Based on the 40 trials for each healthy
subject, we can obtain a classification accuracy for each fold of
a 5-fold cross-validation. For each 5-fold cross-validation, an
average accuracy across 5 folds is calculated and the accura-
cies of the 10 cross-validations are further averaged. Similarly,
for each session of a DOC patient, we can obtain an average
accuracy through 10 times of the 5-fold cross-validation
scheme. These accuracies are further averaged for 5 sessions.
Note that the preprocessing, feature extraction and classifica-
tion procedures are the same as those in the previous online
method. To identify the importance of single subband and
feature, the classification accuracies are also calculated for
each of the five subbands (delta, theta, alpha, beta, and
gamma) and each of 150 features, similarly as above.

4 EXPERIMENTS AND RESULTS

Two experiments were designed in this study. First, ten
healthy students from South China University of Technology
were recruited to evaluate the emotion recognition perfor-
mance of the proposed system. Next, eight patients with
DOC from a local hospital participated in our experiment to
illustrate the potential application of our system. Especially,

for patients with DOC, the BCI experiment was conduct only
if they were awake and free of centrally acting sedative
drugs. During the whole experiment, doctors accompany the
patients to prevent a sudden seizure. Before the online exper-
iment, each patient performed a calibration run of 10 trials.
To achieve more reliable results, the online experiment for
each patient included five sessions, each of which contained
10 trials (five with positive emotion and five with negative
emotion, which were presented in a random order). Because
the patients were easily fatigued, the five online sessions
were conducted on separate days, and the experiment times
were arranged by the clinical doctors. The entire experimen-
tal period lasted approximately three months for healthy
subjects and DOC patients.

4.1 Results for Healthy Subjects

Table 2 presents the online accuracies for all 10 healthy
participants. Using our emotion recognition system, all of the
healthy participants achieved online accuracies ranging
from 80 to 100 percent. The average online accuracy of 91.5 £
6.34 percent (p < 0.001, x* test) was significantly higher than
the random level of 50 percent. These results validated the fact
that the emotions of healthy subjects were well evoked and
recognized by the emotion recognition system.

Table 3 shows the offline classification results based on the
features of different frequency bands. EEG features that
concatenated all five subbands achieved the best classification
performance, except for subject H8. Based on Table 3, even a
single frequency band could achieve a satisfactory classifica-
tion performance (the mean accuracy rate ranged from 74.38
to 87.0 percent). Furthermore, the theta band achieved the
highest average accuracy in all five subbands. We performed
a non-parametric Friedman test on the accuracies from differ-
ent frequency bands. The Friedman test revealed significant
effects on the classification accuracies of different frequency
bands (x%(5),p < 0.05). The feature that concatenated all five

TABLE 3
Offline Accuracy Rates (%) Based on the Features of Different Bands
Delta Theta Alpha Beta Gamma
Subject All band
(1-3 Hz) (4-7 Hz) (8-13 Hz) (14-30 Hz) (31-50 Hz)

H1 90.5 91.5 64 78 85.75 95.5
H2 90.75 91 92 87.5 89 93.75
H3 73.25 85.5 63.25 69.5 47 89
H4 48.25 69.25 61.5 56.75 54 84.75
H5 86.5 90 75.5 90.5 89 91.75
H6 85.5 83.5 90.5 90.25 80.5 95
H7 86.5 90.5 86 96.25 95.5 97.5
HS 89.75 93.5 74 57.5 75 88
H9 76.5 82.5 64 62.5 71.5 95

H 10 77.25 92.5 73 75.75 85.5 93.75
Mean+SD 80.48+12.94 87.0£7.30 74.384+11.61 76.45+14.51 77.48+15.95 92.44+3.98
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TABLE 4
Top-20 Significant Features for Healthy Subjects Using Single Feature Classification
Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
ACC (%) 76.8 751 738 727 72 712 70 682 664 659 652 65 645 641 64 64 638 632 628 622
ELE 02 FI8 O1 F8 P8 Oz T8 FP2 Pz FP2 FI7 K8 F7 T7 TP7 P4 FI8 F8 P3 TP8
Band 0 0 0 % 0 0 0 0 0 8 % ) 0 0 [% 0 ) o [% 0

Note: ACC: accuracy, ELE: electrode, §: Delta, 0: Theta, a: Alpha, B: Beta, y: Gamma.

subbands achieved significantly higher classification accura-
cies than the other bands (p < 0.05, FDR corrected). The theta
band significantly outperformed the alpha and beta bands
(p < 0.05, FDR corrected), but the diversity of classification
accuracies for the other different bands was not significant.

To identify the most relevant frequency bands and elec-
trode locations for emotional processing, we explored the
classification performance of each single feature using a 5-
fold cross-validation across the 10 healthy subjects. Table 4
lists the classification accuracies and electrodes of the top-20
features. In general, most of the top-20 features that achieved
the highest classification performance belonged to the theta
band, which is consistent with the data shown in Table 3 and
further illustrates the importance of the theta band in emotion
recognition.

Furthermore, as shown in Fig. 2a, the classification
weight of each electrode is the average of the weights of
all five subbands. The weight values were extracted from
the SVM training model and averaged using a 5-fold cross-
validation scheme. We can clearly see that the left frontal
areas correlated to positive emotion, while negative emotion
was mainly processed in the right hemisphere. In addition,
the reported frontal midline areas were associated with the
process of positive emotion [46], and this response could be
observed in our weight map.

To illustrate the neural patterns corresponding to posi-
tive and negative emotions, topographies were plotted
based on different frequency bands. Fig. 2b depicts the aver-
age power changes for negative and positive emotions in
the five bands (i.e., delta, theta, alpha, beta, and gamma).
Specifically, the features were averaged across all ten
healthy subjects and all trials. The neural patterns between
negative and positive emotions were distinctly different. In
the delta band, the right anterior areas were activated more
for positive emotion than for negative emotion. Meanwhile,

Negative

Positive

(a) Weight map

the left anterior region exhibits the opposite characteristics.
In the theta band, the prefrontal regions and occipital lobe
show higher power during positive emotional state than
during negative emotional state. In the alpha band, the
power decreased in the right frontal areas during negative
emotion, whereas the power of the frontal areas increased
during positive emotion. For the neural patterns in the beta
and gamma bands, the power in the lateral temporal areas
for positive emotion was significantly higher than that for
negative emotion.

4.2 Results for Patients with DOC

Table 5 shows the online accuracies for patients with DOC,
and three of the eight patients, i.e., P1, P4, and P6, achieved
significant recognition accuracies (p < 0.05, x? test). Among
these patients, patient P4 achieved the highest online recog-
nition accuracy of 72 percent. These results show that the
proposed system could induce and recognize the positive
and negative emotional states of patients with DOC.

As was done for healthy subjects, the classification per-
formance of each single feature was explored, where the
classification accuracy rates for top-20 significant features
are shown in Table 6. To further illustrate the neural pat-
terns of positive and negative emotional states for the
patients, the topographic maps are presented. Because of
the large individual differences between patients, we ana-
lyze the data of patients who achieved significant online
accuracy rates (i.e., P1, P4, and P6).

For patient P1, Table 6 lists the offline classification accu-
racies and locations of the top-20 features. Most of the top-
20 features drop into the delta band, which differs from the
healthy subjects. Unlike healthy subjects, the electrodes
that contain the top-20 features were distributed in a more
dispersed way. As shown in the topological graph Fig. 3a,
the prefrontal, left temporal and parietal areas had greater

Beta Gamma

(b) Topographical maps of the averaged DE features

Fig. 2. Topographical map of (a) the classification weight and (b) the averaged DE features. Note that these maps were averaged across all subjects

and trials.
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TABLE 5
Accuracy Rates of Online Emotion Recognition
for Patients with DOC

Patient Total trials ~ Correct trials ~ Accuracy (%) p-value
P1 50 34 68 0.010*
P2 50 28 56 0.396
P3 50 26 52 0.777
P4 50 36 72 0.002*
P5 50 27 54 0.572
Pé6 50 33 66 0.024*
pP7 50 28 56 0.396
P8 50 22 44 0.396

Note: Accuracies higher than the significance level (64%, p = 0.05, x* test) are
highlighted in bold.

activation in delta and theta bands during negative emo-
tional state. In particular, an asymmetric phenomenon was
observed in the alpha band in the prefrontal regions. In the
alpha band, the left prefrontal areas were more active dur-
ing negative emotional state, while the right frontal regions
exhibited greater activation during positive emotional state.

Patient P4 achieved the highest online accuracy among all
patients, and the top-20 features were spread across the delta,
theta and alpha bands, which is a similar result as the healthy
subjects (see Table 6). The electrodes that correlated with the
top-20 features were mainly located in the temporal lobe, cen-
tral area and occipital lobe. For positive emotion, the frontal
midline had a significant higher theta response. Meanwhile,
as shown in Fig. 3b, the parietal and frontal areas were acti-
vated more in the alpha band in response to positive emotion.
In the beta and gamma frequency bands, the occipital lobe
presented greater activation for positive emotional state than
negative emotional state.

For patient P6, most of the top-20 features were located in
the delta and theta frequency bands (see Table 6). The distri-
bution of electrodes that correlated with the top-20 features
was similar to that of patient P1. From the topography of
patient P6 (Fig. 3c), we can observe that the bilateral regions
were more activated in the delta and theta band in response

TABLE 6
Top-20 Significant Features for Patients (P1, P4, and P6)
Using Single Feature Classification

Patient Pl P4 6
Rank ACC(%) ELE Band ACC(%) ELE Band ACC(%) ELE Band
1 68.0 F7 § 62.0 02 % 60.7 FC4 §
2 67.6 FT7 § 61.1 CP4 « 58.6 TP7 6
3 66.7 F3 ) 60.9 FP2 « 57.8 FC4 6
4 66.4 T7 ) 60.5 C4 o 57.5 [GCI
5 66.3 C3 § 60.3 o1 % 57.3 CP3 6
6 65.3 FC3 ) 59.6 FC3 « 572 CPZ &
7 65.1 FC4 8 59.3 CPz 3§ 57.2 P7 0
8 64.9 F4 ) 59.2 0oz 0 57.0 P3 0
9 64.3 FCZ § 58.5 FCZ « 56.9 F8 4
10 64.1 TP7 § 58.4 FT8 o 56.9 FCZ 0
11 64.0 Cr3 ) 58.2 CzZ 8 56.8 CZ 6
12 63.6 FP1 ) 58.2 P8 o 56.8 T8 B
13 63.5 P7 ) 57.9 FI7 « 56.6 CP4 B
14 63.2 Pz § 579 T7 § 56.5 P7 B
15 629 CPZ § 57.8 T7 o0 56.5 Pz
16 61.9 FP1 o 574 C3 8 56.0 Pz o
17 61.8 F8 ) 574 CP3 ¢ 55.8 FP1 3§
18 61.3 TP8 ) 57.2 o1 o 55.5 FP1 6
19 60.5 FT7 o 56.6 F3 § 55.3 FP1 g8
20 60.3 FT8 ) 56.5 CzZ o 55.0 T7 6

Delta Theta Alpha Gamma
Negatie |ﬁl 151 y K {0 )
Positive

(a) P1
Delta Theta Alpha Beta Gamma
JAN

Negative
Positive
Negative
Positive

(c) P6

Fig. 3. Topographical maps of the average DE features for P1, P4, and
P6 over five runs and trials for different emotions.

to negative emotion. In the alpha band, the prefrontal areas
and parietal lobe regions exhibited greater activation for
negative emotion than for positive emotion. Additionally,
the occipital lobe, which is related to visual signal process-
ing, was activated in beta and gamma band for both emo-
tional states.

5 DISCUSSIONS

In this study, a real-time EEG-based emotion recognition BCI
system was developed, to recognize subjects positive and
negative emotional states while they were watching video
clips. We further applied this system to patients with DOC.
Unlike the conventional offline method, our proposed system
can evoke and recognize the emotional states of users in real-
time, and the online output can be presented as feedback to
enhance the systems efficacy. Our experimental results
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demonstrated the recognition efficiency of our BCI system
and its potential application.

5.1 Effectiveness of the Emotion BCI System

An online average recognition accuracy of 91.5 + 6.34 percent
was achieved when applying our emotion BCI system to ten
healthy subjects. The following factors might contribute to
the high recognition performance of our BCI system. First, it
is essential to sufficiently evoke the emotions of subjects.
Therefore, selection of the stimulus materials plays an imp-
ortant role. The well-chosen native Chinese video clips used
in this study might partially contribute to the high emotion
recognition accuracy. Second, the online feedback might
decrease the sense of boredom and encourage participants to
focus more on the emotion recognition task. Furthermore, the
online feedback could encourage subjects to adopt appropri-
ate strategies to regulate their emotions.

The proper emotional patterns were validated in our
study. First, as shown in Fig. 2a, positive emotion was
mainly processed in the left frontal brain regions, while neg-
ative emotion was mainly processed in the right hemi-
sphere; this asymmetric phenomenon is consistent with the
findings of previous studies [46], [47]. The frontal midline
areas, which are closely associated with positive emotion
[48], can also be observed in Fig. 2a. Second, as listed in
Table 3, the theta band plays an important role in the classi-
fication task, and it had the highest classification accuracy
among all five subbands. Further exploration of single-fea-
ture classification performance showed that the top-20 fea-
tures resulted mainly from the theta band (see Table 4).
Finally, the EEG topographies presented in Fig. 2b depict
the neural patterns in detail. Specifically, in the theta and
alpha bands, the prefrontal and lateral temporal areas were
more active for positive emotion than for negative emotion,
and the lateral temporal areas exhibited greater activation
in beta and gamma bands for positive emotion than for neg-
ative emotion. These patterns are consistent with those
reported in previous studies [22], [48], [49]. These findings
also proved that our high recognition accuracies were not
result of EMG activities, which mainly converged in the
high-frequency band [50]. Most importantly, the subjects’
emotions were successfully evoked and recognized.

5.2 Significance to Patients with DOC

In the offline analysis, we further explored the emotional
patterns of patients who achieved significant online recogni-
tion accuracies (i.e., P1, P4 and P6). Through analysis of the
classification performance of a single feature and the topo-
graphical maps of the DE features, emotional-related pat-
terns were observed. For patients P1 and P6, during negative
emotional state, the prefrontal and parietal areas exhibited
significantly higher responses in the delta band, whereas
the temporal areas exhibited higher theta responses. Further-
more, the top-20 features were mainly located in the delta
and theta bands. Patient P4 achieved the highest online accu-
racy among the DOC patients, and the distribution of the
top-20 features and topographical maps were more similar
to those of healthy subjects; the prefrontal and parietal
regions exhibited stronger theta and alpha responses for pos-
itive emotion; and the lateral temporal sites exhibited higher

beta and gamma responses for positive emotion. These find-
ings are partially consistent with the results of previous
studies [22], [49], [51]. For instance, the power of the delta
band increased over the parietal regions more for negative
emotion than for positive emotion [22]. Increases in the beta
and gamma responses in temporal regions for positive emo-
tion have been reported [22], [51]. Taken together, reliable
emotional responses were evoked and observed for the
three patients.

For patients with DOC, the assessment of emotion is very
important. First, emotion and consciousness are the products
of neuronal activity in the brain, and there are close relations
between them [16], [17]. Several studies have suggested that
emotion is a facet of consciousness [52], [53]. So, the reliable
emotional activities in patients can provide potential evi-
dence of residual consciousness. Second, emotion is an
advanced brain function of human beings, which is related to
other cognitive functions including language comprehension,
decision making and selective attention [8], [9], [10]. Hence,
evaluating emotion may help us understand other cognitive
functions of patients with DOC. Third, we may conjecture
that it might be useful for the rehabilitation of patients with
DOC to regulate their emotions.

Notably, patient P4 was in the state of EMCS (CRS-R score:
13), which means that this patient had the highest conscious-
ness level among all the patients involved in this study. The
highest consciousness level might be the key factor that con-
tributed to his highest online accuracy among the patients.
Patients P3 and P8 achieved BCI accuracies of 52 and 44 per-
cent, respectively, which were not significantly higher than
the chance level. The main reason might be that they were in
VS state, based on the clinical diagnosis (CRS-R scores, P3: 5,
P8: 7). The rest of the patients (i.e., P1, P2, P5, P6, and P7)
were in the state of MCS, and two of them (P1 and P6)
achieved significant BCI accuracies (68 and 66 percent,
respectively). We summarized the possible reasons for the
nonsignificant BCI accuracies of MCS patients P2, P5, and P7
in the following. First, the specific emotions might not have
been evoked sufficiently, which were related to the patients
attention levels and interests. Second, the emotional states
might not be successfully recognized by our BCI algorithm,
even if their emotions had been evoked properly.

5.3 Potential Applications

In our daily life, people often fail to recognize their emo-
tions and to regulate their emotions through conscious steps
[54]. However, learning to manage ones emotions is impor-
tant for maintaining mental health and productivity. There-
fore, the establishment of a real-time emotion recognition
system is beneficial for people to learn to better manage and
regulate their emotions. The proposed system can promptly
and accurately identify a subject’s emotional state, and thus
provide an efficient way to monitor and provide feedback
about the subject’s emotions.

In clinical practice, several behavioral scales have been
designed to assess the consciousness levels of DOC patients,
which generally rely on patients eye responses, motor
responses, verbal responses, brain reflexes, and respirations.
Among these scales, the commonly used scales are the Coma
Recovery Scale-Revised (CRS-R) scale, the Glasgow Coma
Scale (GCS), and the Full Outline of UnResponsiveness
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(FOUR). However, all of these behavior assessment scales do
not consider emotion and thus cannot assess the ability of
emotion processing of patients with DOC. In this study, reli-
able emotional responses were evoked and observed in sev-
eral patients (P1, P4 and P6), which demonstrated that a part
of patients with DOC have the ability of emotion processing.
Furthermore, our emotion BCI system could evoke and recog-
nize the emotions of patients with DOC, and may help them
to regulate their emotions. According to the theory of mirror
neuron system (MNS), the subjects will exhibit the same or
similar emotional responses while watching emotional clips
[55]. This might support the designs of many existing EEG-
based emotion recognition methods/systems including ours.
Finally, our emotion BCI system may help us to assess the
residual consciousness of patients with DOC. As there are
closely relationships between emotion and consciousness
[16], [17], our emotion BCI system may be a potential tool for
evaluating the consciousness levels of patients with DOC.

5.4 Limitations and Future Work

Although the proposed system achieved high classification
performance in healthy subjects and was successfully applied
to patients with DOC, there are still some limitations. First,
the number of subjects needs to be increased, especially the
number of patients with DOC. Second, the recognition perfor-
mance of patients with DOC needs to be further improved.
One possible way to improve the recognition performance is
to individually design the BCI paradigm, including the stimu-
lus materials for each DOC patient. Third, more types of emo-
tion should be considered, e.g., fear, surprise, disgust, etc.
Finally, daily life scenarios and the self-induced emotion sig-
nals generally with low-amplitude property have not been
considered in our emotion BCI system. In the future, we will
consider these limitations to improve our emotion BCI system
and extend it in more general daily life scenarios, and develop
emotional regulation BCI system.

6 CONCLUSION

In this study, we proposed an EEG-based BCI system to dis-
tinguish video-induced positive and negative emotions. We
first conducted an experiment with ten healthy subjects.
The excellent recognition results demonstrated the efficacy
of our BCI system. That is, the subjects” emotions were well
evoked and recognized by our BCI system. Next, we
applied our BCI system to patients with DOC. Eight DOC
patients participated in our experiment, and three of them
achieved significant online accuracy rates, which showed
that their emotions could be evoked and detected. Clini-
cally, it is difficult to assess the emotional states of patients
with DOC. Therefore, our system provides an potential
approach to detect the emotions in patients with DOC.
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