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 

Abstract—This study explores the potential of emotional 

mimicry in identifying the leader and follower students in 

collaborative learning settings. Our data include video recorded 

interactions of 24 high school students who worked together in 

groups of three during a collaborative exam. A facial emotions 

recognition method was used to capture participants’ facial 

emotions during the collaborative work. Cross-recurrence 

quantification analysis was applied on the detected facial emotions 

to see the level and direction of emotional mimicry among the 

dyads in the same groups. In order to validate the cross-recurrence 

quantification analysis results, student interactions in terms of 

leading or following the task were video coded. Our findings 

showed that the leaders and followers identified by cross-

recurrence quantification analysis findings matched the leaders 

and followers identified by the video coding in 70% of the dyadic 

interactions across the collaborating groups. The current findings 

show that video-based facial emotions recognition as a method can 

add to collaborative learning research, especially explaining some 

social, and affective dynamics about it. The study further discusses 

the possible variables that might confound the relationship 

between emotional mimicry and leader-follower interactions 

during collaboration. 

 
Index Terms— Collaborative learning, educational technology, 

emotional mimicry, facial expressions recognition, multimodality.  

 

I. INTRODUCTION 

OLLABORATIVE learning is inherently social and 

interactive [1]. It is known that various socio-emotional 

conflicts in interactions [2] emerge during collaborative 

learning, which may be, for example, due to the task content or 

the relationships among the learners [3]. Consequently, a wide 

range of emotions are expressed during collaborative learning. 

This is because emotional expressions serve crucial functions 

during social interaction such as adjustment to the social 

environment [4], conveying information [5], facilitating mutual 
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understanding [6], and giving feedback [7]. The emotions that 

arise during collaboration might change the interactions among 

the group members and have detrimental effects on team 

performance if not managed properly [8].  It was found that 

increased inflammatory and critical expressions slows down the 

trust building  and decreases help seeking among the team 

members [9]. Positive socioemotional interactions, for 

example, active listening, and respectful and supportive 

interactions, were associated with higher social regulation and 

better collaboration [10]. Drawing on such findings, socio-

cognitive view on education asserts that effective learning in 

collaborative settings is dependent on shared efforts of group 

members to modify and direct emotions towards task 

accomplishment [2].  

Acknowledging the importance of emotions in learning, a 

growing body of research has focused on how emotional signals 

are understood and utilized by the learners. New analytical 

approaches such as facial recognition analysis offer new venues 

for studying emotional contagion in collaborative learning 

settings. In light of this, the current study focuses on an 

underexplored phenomenon in emotional contagion, emotional 

mimicry, and presents empirical evidence about its potential to 

identify the leader and follower students during collaborative 

learning. The study contributes to the field from several aspects. 

First, research has shown that success in group work depends 

on the nature of interactions among the group members [11]. In 

addition, it is known that group interaction is based on leader 

and follower roles [12], but their contribution to socioemotional 

group processes is hard to characterize. Therefore, studying 

group dynamics from a leader-follower perspective is important 

in terms of characterizing collaborative processes. 

Nevertheless, assessing group dynamics in collaborative 

learning has been a major challenge in educational sciences 

[13]. Specifically, little progress has been made in developing 

objective measures of leader and follower interactions in 
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collaboration. The current study address this gap through 

exploring the potential of emotional mimicry in detecting the 

leadership and followership patterns during collaborative work 

objectively. Detecting leaders and followers in collaborative 

settings might provide valuable insights into collaboration 

dynamics, and might open new paths to facilitate data-driven 

support to the group members in terms of participation equality 

and leadership development. Further, as a response to some 

methodological limitations about studying emotions in learning 

settings, this study introduces a novel method, cross-recurrence 

quantification analysis (CRQA) that can inform about 

emotional contagion among the collaborating learners.  

In the following parts, we first introduce the phenomenon of 

emotional mimicry and its role in diffusion of emotions in 

social contexts. Then, we discuss how emotional mimicry is 

reflected in leader-follower interactions in collaborative 

settings. Following, we address several challenges in studying 

emotions in educational sciences and demonstrate how CRQA 

can be applied to detect leader and follower students in a 

collaborative task. We conclude by discussing our findings in 

light of relevant literature and highlight some future research 

directions on the topic. 

II. THEORETICAL FRAMEWORK 

Emotions are relatively short-term affective states that arise 

due to particular physical and social stimulus [14], [15]. They 

are comprised of individuals’ appraisals about their ongoing 

interaction with the world [16]. Emotions carry two basic 

features, valence and arousal [17].  Valence refers to the 

perceived pleasantness of a stimulus (e.g. positive or negative), 

and arousal indicates the intensity of the emotion elicited by the 

stimulus [18].  Emotions are subjective experiences. That is, the 

type and intensity of emotions appear in response to the same 

situation might differ from one individual to the other [16]. 

However, emotions can also diffuse among the individuals 

through social interactions [19].  For example, it was found that 

emotions such as happiness, anxiety, and depression are 

disseminated among the connected individuals [20]. 

Consequently, diffusion of emotions from one individual to the 

others have implications for collaborative learning, in 

particular. 

A. Emotional contagion, emotional mimicry and 

collaborative learning 

A well-known phenomenon about human interaction is that 

psychological states are contagious and, specifically people 

“catch” others’ emotions [21]. The contagion of emotions 

among the interacting individuals functions as a social regulator 

and facilitates transmission of a particular experience [22]. In 

the context of collaborative learning, it has been found that 

emotions spread among the group members through cycle of 

interactions [10]. Cycle of interactions with positive (e.g. joy, 

enthusiasm) or negative affect (e.g. frustration, boredom)  were 

found to  set the group climate and influence the quality of 

learning [23].  

In social environments, such as collaborative learning, 

emotional contagion occurs through individuals’ copying of 

each other’s emotional expressions [24]. For example, it has 

been found that one’s facial expressions (e.g. angry, sad or 

happy) in a social setting can trigger corresponding facial 

expressions in the others [25], [26]. Several studies have also 

found that people copy virtual agents’ emotions in human-

computer interaction environments [27], [28]. In the literature, 

copying or imitation of others’ emotional expressions is coined 

as emotional mimicry.  Emotional mimicry is a key mechanism 

in emotional contagion [29]. It facilitates experiencing of 

companions’ emotions in one’s self. The feedback provided to 

the companions after such an embodied experience develops 

emotional contagion [30]. 

Although occurring spontaneously, emotional mimicry is not 

a meaningless reflexive synchronization between the 

individuals. Rather, it is intrinsically meaningful, and depends 

on the relationship between expresser and observer, and the 

social context [31]. Studies have shown that emotional mimicry 

is an indicator of initial affiliative bond and empathy among the 

people [31], [32]. Higher levels of emotional mimicry has been 

observed among the close friends than strangers [33] and 

among the group members than out-group members [34]. It has 

been also found that emotional mimicry is less likely to occur 

in antagonistic and competitive contexts [35]. Further, 

congruent emotions among the individuals were found to 

facilitate successful interaction [36].  Drawing on this, it can be 

assumed that emotional mimicry increases social coordination 

and group cohesion through regulating one’s relation to the 

others [31], [37]. 

One aspect of emotional mimicry is that it can be affected by 

dominant or submissive characteristics of interaction [38].  

Several studies have shown that individuals at a lower social 

status are more prone to attend to the individuals with high 

social status and mimic their emotions [39], [40]. During 

collaboration, dominance is reflected as being active in terms 

of leading the task or socio-emotions [41]. Studies have shown 

that individuals who had higher verbal participation to the 

collaborative tasks are perceived as leaders by the others [42], 

[43]. Dominant and submissive interactions have been found to 

emerge gradually in groups that are even comprised of total 

strangers or individuals with equal status [44]. Thus, scholars 

have asserted that the social inequality is an essential feature 

and the driver of all collaborative acts [45], and individuals 

spontaneously accept dominant or submissive roles as the 

collaboration process unfolds [46].  

As our review shows, most evidence about emotional 

mimicry comes from social psychology research, so far only 

few studies explored emotional mimicry in learning contexts. 

For example, Bakker [47] found a significant association 

between the self-reported flow experiences of music teachers 

and their students. In another survey study, Frenzel and 

colleagues [48] found that teachers’ enthusiasm mediated the 

significant relationship between teachers’ and students’ 

enjoyment of mathematics classes.   Finally, Becker and 

colleagues [49] repeatedly measured teachers’ and students’ 

emotions during fifteen sessions of learning with an experience 

sampling method. Confirming past findings, they found 

significant relationships between teachers’ emotions, 
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instructional methods and students’ emotions. Although these 

studies yielded valuable insights about the phenomenon of 

emotional mimicry in learning contexts, their findings carry 

some limitations in terms of capturing emotions in learning 

environments, especially in collaborative learning context.  

B. Challenges in researching emotions in learning and video-

based facial emotions recognition 

Emotions are transient feelings that take place in short 

durations [50]. Therefore, type and intensity of emotions 

change rapidly and continually during collaborative learning 

depending on the task progress and relationships among the 

learners. Thus, it is challenging to identify the emotions and 

emotional contagion at a fine-grained level with respect to its 

temporality. For example, mainstream measures such as self-

reports are not capable of capturing the short term fluctuations 

in emotions during learning [51]. Thus, they mostly inform 

about the overall emotional climate in a learning setting rather 

than providing a meticulous view [48]. One way to tackle the 

limitations of self-reports in emotions research would be to 

present them repeatedly to the participants during learning (e.g. 

experience sampling) [49]. However, it also known that asking 

participants to report about their current emotions might 

actually alter their emotions [52]. Therefore, it is very difficult 

to capture emotions reliably as they occur, specifically with 

self-reports. Considering this, several studies have embraced 

video analysis method to explore the emotions of learners (e.g. 

[53]). Although video analysis can provide a more detailed 

understanding on how emotions rise and emotional contagion 

take place during learning, it is a laborious and time-taking 

methodology. Further, a common practice to infer the 

emotional states of the learners with video analysis has been to 

code their verbal utterances during collaboration. However, it 

is known that people can easily express their emotions through 

facial expressions without any verbalization.  Thus, embracing 

the video analysis method that solely focuses on verbal 

utterances might not be able to capture the whole variety of 

emotions in a learning environment.                

Another challenge about studying the transitory nature of 

emotions is that emotions might shift as the learners’ appraisals 

of the task change during learning [52].  For example, a 

particular learning activity that creates positive emotions at the 

beginning of a collaborative task might create negative 

emotions towards the end of the task. Thus, simply looking at 

the frequency of positive or negative emotions does not provide 

a comprehensive understanding on the quality of collaboration 

or learning. For that reason, it is necessary to adopt process-

oriented methods that facilitate capturing and analysis of 

emotional transitions during learning with respect to the social 

context [54].   

Given that, a promising method to identify emotions in 

collaborative learning settings would be video-based facial 

emotions recognition. A video is comprised of still images (i.e. 

frames) that are displayed at a specific rate within a time unit. 

With the recent technological advancements, it is possible to 

identify facial emotions of individuals from a video sequence 

through frame by frame analysis. This allows to identify the 

changes in facial emotions at very short time intervals (1/3 to 

1/25 seconds) which is very difficult to detect with a human eye 

[55]. The method can provide a detailed view about the 

transitions of student emotions from beginning to the end of a 

learning session unobtrusively. So far, only few studies have 

utilized facial emotions recognition technology to explore a 

variety of educational phenomena such as conceptual change 

[56], conceptual conflict [57], communication skills training 

[58], intelligent education interfaces [5], student engagement 

[59], and educational game evaluation [60], yet mainly at the 

individual level. The research on exploring the collaborative 

learning processes with video-based facial emotions 

recognition is still nascent.  

Overall, the literature states that emotional mimicry in social 

settings is influenced by the status of the interacting individuals 

[61]. Specifically, individuals with less status were found to 

imitate the emotions of others with high status [62]. The past 

findings also showed that active participation in a collaborative 

task can be an indicator of high status and leadership within a 

group. However, the association between emotional mimicry 

and leader-follower interactions has not been tested in 

collaborative learning. Drawing on this, the aim of the current 

study is to investigate whether emotional mimicry can help to 

identify the leader and follower group members in a 

collaborative task. Based on this aim the research question and 

the hypothesis of the study are: 

Research question:  Can we identify the leader and follower 

students in a collaborative task by looking at the emotional 

mimicry between them? 

Hypothesis: In a collaborative task, facial emotions of the 

leader students will be mimicked more by the followers in the 

same group compared to vice versa. 

III. METHODOLOGY 

A. Participants and context 

Participants of the study were 24 high school students (8 

female, 16 male) from a Finnish secondary school. Their ages 

varied between fifteen and sixteen. The study was conducted in 

an Advanced Physics course that was optional to register. 

Participation to the study was voluntary and ethical permissions 

were granted from both the school administration of the 

participants and university of the researchers.   At the beginning 

of the course, students were heterogeneously divided into 

groups of three by the subject teachers and participated in 

fifteen sessions of collaborative learning activities throughout 

the school term.  The data in the current study only includes the 

collaborative exam session which students completed with their 

own group at the end of the term. The session was chosen, since 

the previous studies have shown that emotional exchanges 

among the students are more common in challenging situations 

[63]. Considering this, it was decided that an exam situation 

would elicit more emotions compared to other collaborative 

learning sessions. The study was conducted in LeaForum 

research infrastructure (https://www.oulu.fi/leaf-eng/) at the 

University of Oulu. Leaforum is equipped with advanced video 

and audio capture technology that allows to record 
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collaborative learning activities in a classroom-like setting. 

B. Procedure   

Prior to the collaborative exam, wireless microphones were 

attached to all participants. This allowed to record each 

participant’s voice with minimal interference from other voices 

in the environment. Each group of students was then seated at a 

separate half-hexagon shaped table located in front of a video 

camera. The video camera recorded the groups from the point 

of view facing directly to the student at the center of the group. 

The Ladybug3 Firewire camera was used for video recording. 

The recording was done at 16 frame per second with a 

resolution of 1600X1200 pixels.   The seating plan and video 

camera location is presented in Fig. 1. After the seating 

arrangement, collaborative groups were asked to conduct a 

hands-on physics experiment and report their findings as a 

group. The task was to determine the refractive index of light 

for water by using the necessary equipment present at the table 

and write down the setting of their experiment, all the 

calculations and argumentations related to the experiment. No 

restrictions about moving head or body were announced to the 

participants. The instructions about the exam task was 

explained to the classroom by the teacher. Participants 

completed the exam task without any direct help from the 

teacher. However, teachers made some public announcement to 

the classroom during the exam to elaborate some issues with the 

task.  

IV. DATA AND ANALYSIS 

The data in the current study includes the video recordings of 

the participants during the aforementioned collaborative exam 

session. Participant interactions were examined with both video 

coding and video-based facial emotions recognition analysis. 

The aim of the video coding was to identify how long each 

member in a group lead or followed others during the 

collaboration. Video-based facial emotions recognition analysis 

allowed us to classify the participants’ facial emotions valence 

as positive, negative or neutral in mutually exclusive categories. 

Then a CRQA [64]  was run on classified facial emotions to 

detect the leader and follower students in terms of emotional 

mimicry during dyadic interactions within the group. The 

CRQA results were then matched with the video coding 

findings to check whether it is possible to detect the leader and 

follower students during collaborative work from the level and 

direction of emotional mimicry between them. 

A. Video coding 

Based on the Nonverbal Indexes of Students’ Physical 

Interactivity (NISPI) framework [13], a coding scheme was 

developed to describe participants’ task leading and following 

behaviors based on their verbal utterances and physical actions 

during collaboration. The scheme allows assigning a separate 

code to each group member during a collaborative task for each 

1-second clip. That is, for each second of collaboration, the off-

task code (0) is assigned to a participant when she/he is not 

doing any task related activity (e.g. using a mobile phone and 

placing books in the backpack). The individual task behavior 

code (1) is used when the participant works on the task alone 

without interacting with anyone (e.g. taking notes, reading a 

textbook). The task follow code (2) is used when the 

participants’ eye gaze follows another group member during the 

task (e.g. listening to a group member, watching a group 

member doing the experiment, and approving a group member 

with nodding the head or saying “yes”). The task lead code (3) 

is assigned when the participant actively leads the collaborative 

task with his verbal utterances or physical actions (e.g. talking 

about how to progress with the task, leading an experiment or 

hands-on activity, explaining a task related issue to the other(s). 

The teacher follow code (4) is assigned when a participant’s eye 

gaze follows the teacher when the teacher gives instructions or 

explanations. Each student was coded separately on the same 

timeline. The individual audio recordings were combined with 

the video data when coding each participants’ behaviors during 

collaboration. Then, the individual codes were synchronously 

combined as group codes. The group codes allowed us to 

quantify the leader and follower interactivity among the group 

members for each second. Table I summarizes the overall 

coding process.  All group interactions were coded by two 

independent researchers. The researchers had sufficient 

previous experiences in video coding. They were trained on a 

 
 

Fig. 1.  Data collection setting. 

  

TABLE I 
SAMPLE VIDEO CODING OF LEADER AND FOLLOWER INTERACTIONS WITHIN AA 

COLLABORATING GROUP 

Time(s) M1  M2  M3  Group code  

1 0 0 0 All group members are off-task. 

2 0 0 1 
M1 and M2 are off-task. 

M3 is doing individual task activities. 

3 1 0 3 
M1 is doing individual task activites.  
M2 is off-task. M3 is leading the task. 

4 2 3 1 
M1 is following M2. M2 is leading the task. 

M3 is doing an individual task-related activity. 

5 3 2 2 
M1 is leading the task.  

M2 and M3 are following M1. 

N 3 3 2 
M1 and M2 are leading the task together.  
M3 is following them. 

M=Member 
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small sub-sample of video data prior to the actual coding with 

the current coding scheme. 
The Cohen’s Kappa (κ) values, an indicator of the 

consistency of the coding by the researchers, varied between 

0.62 and 0.89 among the groups (Group 1=0.84, Group 2=0.76, 

Group 3=0.79 Group 4=0.62, Group 6=0.75, Group 7=0.87, 

Group 8=0.79) except than Group 5 (κ=0.37). It was observed 

that the low consistency in Group 5 was due to a participant 

turning his/her back to the video camera often during the 

collaborative task. Consequently, his/her interactions with the 

other group members could not be coded reliably. Thus, 

findings about the Group 5 should be interpreted cautiously. 

B. Video-based facial emotions recognition 

For facial emotion recognition, it is important to use robust 

and efficient face detector. In our implementation, we use the 

face detection and alignment [65] to detect and then align the 

faces, because it has been demonstrated to be robust to the 

challenging environment and different pose.  The parameter of 

face model and landmark detection is the same to [65]. 

 

For evaluating the performance of a collaborating group, we 

design a robust and efficient pipeline for analyzing facial 

emotion recognition. Currently, there are quite many methods  

for facial expression analysis [66]–[69]. In this paper, we 

primarily focused on the feature extraction for extracting 

feature from each student in collaborative learning 

environment. For facial feature extractor, we implemented our 

recently proposed approach, namely, Riesz-based volume local 

binary pattern (RVLBP) [70]. This method has been extensively 

evaluated in different tasks of emotion recognition, and 

achieves the considerable results in the real-world databases. 

For example, our RVLBP method has been evaluated in our 

previous study [70]. It has been conducted in three facial 

expression tasks (spontaneous facial expression recognition, 

smile detection and happiness intensity estimation). Our 

previously experimental results had demonstrated that our 

RVLBP can achieve the promising results. Additionally, we 

conducted another experiments on the challenging GAFF 

database for valence prediction (positive, neutral and negative). 

RVLBP obtained the recognition rate of 67.02%, which 

outperformed two baseline algorithms, namely LBP (43.49%) 

and VGG-face pretrained model (58.21%). The whole results 

on four commonly used databases solidly shows our method is 

reliable in valence prediction.  

For RVLBP, we followed the parameter setup of [70]. 

Specifically, we firstly divided a face into 4×4 overlapped 

blocks, and design the commonly used log-Gabor filter with 5 

scales and 8 orientations. Based on filter sets, we could obtain 

the first-order and second-order Riesz faces by convolving 

images with filters. Due to the efficient ability of LBP, we could 

easily obtain the discriminative and informative facial 

expression features. Finally, we used support vector machine 

(SVM) with linear kernel as classification. The penalty 

parameter of SVM is optimally selected by using three-fold 

cross validation protocol. The framework of individual’s 

emotion recognition is shown in Fig. 2. For obtaining facial 

expression classification model, we chose the recently new 

facial expression database [71]. This database is collected from 

Google and Flickr images according to keywords. All images 

were labeled with three emotion categories (positive, neutral 

and negative). 

A commonly used method [72] for face detection and 

landmark localization has been used in the current study. As in 

[72] , the reliability of the current model for face detection and 

landmark localization have been extensively evaluated. The 

method utilized in the current study has been compared with 

OpenCV face detection, Deformable part model and Google 

Picasa’s face detector. An average precision of 88.7% has been 

obtained on AFW dataset for face detection. It is believed that 

 
Fig. 3.  Face detection and landmark localization method. 

 
Fig. 2.  The framework of individual’s emotion recognition, where the red, blue and green colors in the right image mean the feature distribution of the positive, 
neutral and negative emotion samples in support vector machine, respectively. 
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it will handle mostly movement in our dataset. Additionally, the 

current method can handle the head rotation from -90 degree to 

90 degree, as shown in the following Fig. 3. 

C. Cross-recurrence quantification analysis 

CRQA  allows quantifying to what extend two streams of 

data co-visit the same state over time [73]. One advantage of 

CRQA is that it is a “non-linear” technique that is not restricted 

by the assumptions of the linear statistics [74]. CRQA has 

gained attention as a promising method in human sciences to 

investigate the dynamics between the interacting individuals. 

For example, it has been used to investigate the eye gaze 

alignment [73], facial gestures mimicry [27], emotional 

contagion [28], psycho-motor control [75], and turn-taking [76] 

among the interlocutors. 

In this study, CRQA R package [64] was used to calculate 

the level of emotional mimicry among the members of the same 

collaborative group.  The parameters of the analysis were ws = 

80, datatype = continuous, radius = 0.001, delay = 1, embed = 

1, rescale = 0, normalize = 0, mindiagline = 2, minvertline = 2, 

tw = 0.  In CRQA, the alignment between two time series is 

represented as recurrence rate (RR). High RR means that two 

time series show highly similar patterns over time [64].  A 

recurrence in this research context is defined as two participants 

from the same group displaying same facial emotional 

expressions (i.e. positive, negative or neutral) at a specific time 

point. Since CRQA can only calculate the alignment between 

two time series, we calculated three separate RRs for each 

group to determine the dyadic emotional mimicry between the 

team members. In order to observe how and to what extend 

facial emotions of a specific participant is mimicked by others 

in the group, we calculated RR for time lags between [-5, +5] 

seconds which is considered as the maximum window length 

for conscious response of facial expression muscles to a 

stimulus [77]. Considering that facial emotions data is captured 

at 16 frames per second, [-5, +5] seconds refer to [-80, +80] lag 

interval in the dataset. In the current study, lag refers to the time 

difference between two time series. Analyzing lags in time 

series allows observing cause and effect relationships between 

the series (e.g. How the current behavior of a specific signal 

affects another signal’s behavior one sec later?). 

Comparing the highest RR values at positive or negative lags 

can indicate the leader and follower participants [76]. The 

higher RR at a positive lag indicates that facial emotions of the 

student whose data is put ahead in the analysis is mimicked 

more by the student whose data is put behind.  For example, In 

Fig. 4 it can be seen that the highest RR for Participant A and 

Participant B is observed at a negative lag which means that 

Participant A mimics Participant B more than Participant B 

mimics Participant A. 

V. RESULTS 

A. Descriptive statistics on facial emotional expressions 

Our facial emotions detection algorithm revealed that 

positive facial expressions varied between 0,2% and 39,8%, 

negative facial expressions varied between 28% and 90,3%, and 

neutral expressions varied between 8,5% and 51% among the 

participants during the whole collaborative exam. The most 

prominent facial expression was negative emotions among most 

of the participants (n=21), followed by neutral (n=2) and 

positive (n=1) emotions. Missing values across the participants 

ranged from 13% to 78% of the total collaboration duration. 

This is understandable because participants were moving their 

body freely during the collaborative task. Thus, it was not 

possible to detect the facial expressions from the video when 

the participants’ faces were diverted too much from the video 

camera. Nevertheless, the average valid frames captured per 

second ranged from 3 to 14. These values can be considered as 

sufficient to understand the alterations of facial emotional 

expressions during the collaborative task and conduct further 

analyses.  

B. Leaders and followers in the groups, based on emotional 

mimicry 

The highest RR values and their representative lags that were 

calculated with CRQA analysis are presented in Table II. The 

highest RR indicates the maximum observed emotional 

mimicry between the participants during collaboration. The lag 

column in Table II indicates the time lag at which the maximum 

emotional mimicry occurred. The “>” and “<” symbols indicate 

the direction of emotional mimicry (i.e. Who mimicked who?) 

For example, by looking at the Table II, we can say that 

Member 1 mimicked facial emotions of Member 2 more 

compared to vice versa. The highest emotional mimicry among 

the participants (i.e. RR=19,7%) was observed at a lag of 2 

seconds. This means that Member1 was mimicking Member 2’s 

facial emotions with a delay of 2 seconds. 

In order to check that the CRQA results were not randomly 

obtained, a surrogate analysis CRQA was conducted by 

randomly shuffling data of each participant. In surrogate 

analysis, it is crucial that the actual data and the surrogate data 

have the same characteristics such as sampling frequency, and 

data length [78]. In the current study, the total task completion 

time was different for each group. Therefore, surrogate data was 

created by shuffling the data within the participants in order to 

preserve time distribution [79]. Then, a separate CRQA was 

conducted for each dyad in the groups with the surrogate data.  

Following, an independent samples t-test was run to see 

whether the CRQA results on actual data (n=24 dyads) differed 

 
Fig.  4.  Highest recurrence rates the collaborating participants at different time 

lags. The red joint indicates the highest recurrence rate. 
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from the CRQA results on surrogate data (n=24 dyads). The test 

results showed that actual CRQA results (M=16.5%; SD=0, 

615) were higher than the surrogate CRQA results (M=15.8%; 

SD=0,056) although the difference was not statistically 

significant (t(45)=0,404, p=0,688). The insignificant result can 

be explained with the categorical nature of video-based facial 

emotions recognition results. The facial recognition algorithm 

applied in the current study classified facial emotional valence 

as positive, negative and neutral. The limited amount of 

possible emotional valence categories might have led to inflated 

CRQA results for the surrogate data. Moreover, as summarized, 

majority of the detected emotions were categorized as negative 

emotional valence. The dominance of negative emotional 

valence in the dataset further increases the likelihood of inflated 

CRQA results for the surrogate data. This claim is supported by 

previous research showing that if oscillators visit identical 

phases in time, it is more likely to accept null hypothesis when 

testing actual data against surrogate  data [78].     

C. Leaders and followers in the groups, based on video-

coding 

 The leader and follower students in a group were identified 

from video coding results by calculating the duration they have 

led others during the task.  For example, in Table III, we see 

that in Group 1, Member 1 (M1) led Member 2 (M2) 198 

seconds during the whole task whereas M2 led M1 462 seconds. 

Thus, we can assume that M2 was a leader and M1 was a 

follower during the collaboration. On the other hand, in Group 

1, it can be also seen that M1 was leading M3 in a longer 

duration (184 s,) compared to vice versa (83 s,). Thus, although 

M1 was a follower of M2, he/she was a leader for M3 during 

the collaboration.  

D. Validating leaders and followers identified by CRQA with 

video-coding results 

The assumption was that if a group member leads others 

during the collaborative work, this would be reflected in 

emotional mimicry of the leading group member by the others 

as well. In order to check this assumption, we matched the 

emotional mimicry results (Table II) with the video coding of 

student interactions (Table III) and explored whether the leader 

and follower students are same in both analyses. Table IV 

displays the leader and followers in terms of CRQA results and 

video coding of interactions among the group members. 

Table IV shows that leader and follower students identified 

by CRQA of emotional mimicry and video-coding of observed 

interactions were same in both analyses in 70% (n=17/24) of 

the cases. However, emotional mimicry and video-coding 

results indicated different leader and follower students in seven 

cases. These findings partially support our hypothesis that facial 

emotions of the leading students in a collaborative task are 

mimicked by the following students in the same group, 

although not always.   

VI. DISCUSSION 

This study shows that facial emotions mimicry among the 

group members can be an indicator of leader and follower 

students in collaborative learning settings. More specifically, 

our findings revealed that if a student leads the collaborative 

task, his/her facial emotions are mimicked more by the 

followers in the same group.  However, the leading students 

mimick the facial emotions of the following students to a lesser 

extent. These findings are in line with the past research that 

found significant associations between emotional mimicry and 

status relationships among the interacting individuals. It has 

been found that in social settings individuals with less 

dominance have a tendency to attend the emotions of the 

individuals with more dominance [39], [40]. In collaborative 

learning, leading the group members with verbal utterances or 

physical actions can be regarded as a sign of power and 

 

TABLE II 
HIGHEST EMOTIONAL MIMICRY RECURRENCE RATES AMONG THE 

COLLABORATING PARTICIPANTS 

Group  Members 

Highest 

RR value(%) Lag (seconds) 

1 M1<M2 19,7 2 

1 M1>M3 23,5 5 

1 M2<M3 25,6 5 

2 M1< M 2 12,6 1 

2 M 1> M 3 20,3 4 

2 M 2> M 3 14,6 1 

3 M 1> M 2 17,0 1 

3 M 1> M 3 13,2 3 

3 M 2> M 3 19,8 2 

4 M 1> M 2 26,4 5 

4 M 1< M 3 13,9 3 

4 M 2<M 3 16,2 5 

5 M 1> M 2 04,9 4 

5 M 1> M 3 11,1 1 

5 M 2>M 3 22,1 4 

6 M 1>M 2 06,3 2 

6 M 1< M 3 16,7 4 

6 M 2< M 3 12,2 1 

7 M 1> M 2 21,3 5 

7 M 1< M 3 10,6 1 

7 M 2< M 3 16,5 4 

8 M 1> M 2 28,2 3 

8 M 1> M 3 11,2 2 

8 M 2> M 3 15,8 4 

M=Member; A >B indicates that facial emotions of participant A is 

mimicked more by participant B compared to vice versa. A<B shows that 

facial emotions of B is mimicked more by participant A compared to vice 
versa. 

 

TABLE III 
LEADING AND FOLLOWING DURATIONS AMONG THE GROUP MEMBERS 

  M 1 > M 2 M2 > M1 M1 > M3 M3 >M1 M2>M3 M3>M2 

Group 1 198 462 184 83 652 35 

Group 2 187 540 205 4 864 5 

Group 3 227 93 204 235 87 144 

Group 4 121 119 160 282 60 314 

Group 5 419 301 469 450 350 328 

Group 6 32 574 36 896 155 378 

Group 7 44 95 41 133 63 183 

Group 8 281 166 260 398 126 396 

M= Member; A >B this means that Member A leads Member B during the collaborative 
task. 
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dominance [42], [43]. Based on this, we can assume that the 

more a student takes a leading position when proceeding with 

the collaborative task, the more his/her facial emotions are 

mimicked by the others. Although our assumption was 

supported in majority of the dyadic interactions among the 

group members, there were several exceptions as well.  

Emotional mimicry does not occur solely in relation to the 

events that are important for a group to complete the task [80]. 

Thus, several factors about the social structure of the group 

might explain the cases in the current study in which emotional 

mimicry and video coding results indicated inconsistent leader-

follower students. For example, emotional mimicry occurs less 

in antagonistic and competitive situations [35]. Similarly, 

emotional mimicry decreases when people take a distance from 

each other or develop negative attitudes towards the others [81] 

On the other hand, it was found that people mimick others’ 

emotions when they are in close relationship or wish to affiliate 

with them [22], [24]. In this study, students worked together 

with their group members for multiple sessions during a school 

term. Thus, we can assume that they established specific 

communication norms and feelings about each other prior to the 

collaborative exam.  Considering this, it is possible that among 

some group members, emotional mimicry was affected by the 

negative attitudes or enmity between the collaborators. For 

example, in Group 6, video coding results showed that Member 

2 was leading Member 1 for a much longer duration of time 

compared to vice versa. Contrary to this, CRQA results showed 

that Member 2 was mimicking Member 1’s facial emotions 

more. However, when we look at the RR values, we see that the 

emotional mimicry between Member 1 and Member 2 in Group 

6 is quite low compared to the other dyads in the whole sample. 

Thus, it is worth questioning whether there were negative 

feelings between these two members which led to low 

emotional mimicry that was also inconsistent with the video-

coding results. Unfortunately, we did not measure the feelings 

of students towards other members before or after the 

collaboration. Thus, it is not possible for us to make assertive 

remarks about how the attitudes among the group members in 

the current study affected the emotional mimicry. It is worth 

addressing this issue in future studies. 

The current study reflects a research agenda to apply 

objective and unobtrusive measures of emotions in 

collaborative learning settings and utilize emotional mimicry to 

explore how emotions are disseminated among the 

collaborators. Emotional contagion in collaborative learning 

involves alignment of group emotions at a specific valence and 

arousal level depending on the social context and task progress 

[54]. Emotional contagion at the group level occurs through a 

group member initiating a specific emotional expression and 

others following it. In other words, emotion contagion at the 

group level emerges as group members mimick each other’s 

emotions until the group reaches to a stabile shared emotional 

state. Therefore, focusing on the moments in which emotional 

mimicry among the collaborating students starts, continues or 

ends might provide valuable qualitative insights about the state 

of collaboration at a specific time, which might add to 

understanding complexity in collaborative teams [82]. 

Nevertheless, using emotional mimicry to detect dynamics in 

collaborative processes towards success or failure in 

collaboration is yet to gain attention. Drawing on this, the 

current study can be considered as one of the first attempts to 

utilize emotional mimicry in understanding the collaborative 

learning processes. Future studies should take a step further and 

investigate whether and how emotional mimicry can provide a 

fine-grained and temporal understanding about emotional 

contagion processes and their relation to the task progress.   

VII. LIMITATIONS AND FUTURE STUDIES 

The first limitation of the study is high amount of missing 

values in terms of facial emotions. Therefore, the current 

findings are limited in terms of generalizability. The missing 

data might be due to recording facial emotions of the 

participants in each group with a single video-camera. A better 

approach in future studies would be to use several video-

cameras for each group to record their naturalistic collaboration 

from different point of views. Multiple video recordings of the 

group members would be synchronized on the same time scale. 

Then, it might be possible to compensate a missing data for a 

participant at a specific time from multiple video recordings of 

the same group. 

Another limitation of the study is that our facial emotions 

analysis algorithm currently categorizes the valence dimension 

of the facial emotions as positive, negative and neutral to 

TABLE IV 

 DO CRQA RESULTS MATCH WITH VIDEO-CODING RESULTS? 

Group  Members 

Video-coding 

results 

 CRQA 

results Match 

  Leader Follower  Leader Follower Yes / No 

1 1&2 2 1  2 1 Yes  

1 1&3 1 3  1 3 Yes 

1 2&3 2 3  3 2 No 

2 1&2 2 1  2 1 Yes 

2 1&3 1 3  1 3 Yes 

2 2&3 2 3  2 3 Yes 

3 1&2 1 2  1 2 Yes 

3 1&3 3 1  1 3 No 

3 2&3 3 2  2 3 No 

4 1&2 1 2  1 2 Yes 

4 1&3 3 1  3 1 Yes 

4 2&3 3 2  3 2 Yes 

5 1&2 1 2  1 2 Yes 

5 1&3 1 3  1 3 Yes 

5 2&3 2 3  2 3 Yes 

6 1&2 2 1  1 2 No 

6 1&3 3 1  3 1 Yes 

6 2&3 3 2  3 2 Yes 

7 1&2 2 1  1 2 No 

7 1&3 3 1  3 1 Yes 

7 2&3 3 2  3 2 Yes 

8 1&2 1 2  1 2 Yes 

8 1&3 3 1  1 3 No 

8 2&3 3 2  2 3 No 
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provide an overall view about the transitory nature of emotions 

during collaboration. However, a variety of emotions are 

experienced both at negative (e.g. boredom, anxiety, sadness, 

shame and guilt) and positive valences (e.g. enjoyment, pride 

and satisfaction) [51]. In addition, emotions differ from each 

other in terms of arousal. Future studies on emotional mimicry 

might employ more advanced methods to classify emotions 

with respect to their valence and arousal at a continuous scale 

rather than categorical.  

The current study was conducted as part of a high school 

course and collaborative exams were graded by the subject 

teachers on a 6-point scale. The results revealed that all group 

performance scores varied between 5,5 and 6 points. 

Considering the limited variation among the group performance 

scores, it was not possible to investigate the relationship 

between emotional mimicry and collaborative performance. 

Future studies might utilize a more detailed metric with a larger 

scale to grade the collaborative task and, investigate whether 

and how emotional mimicry influences group performance.  

Finally, sharing compatible goals have been also found to be 

a contributor of emotional mimicry [24]. Developing a shared 

understanding and deciding on shared goals are an essential 

characteristic of collaborative learning. Therefore, future 

studies can address how developing shared goals or not affects 

emotional mimicry during collaboration. 

VIII. CONCLUSION 

The study employs a video-based facial expression 

recognition method to capture the momentary changes of 

students’ emotions during a collaborative exam task, and 

demonstrates a novel methodology, CRQA to detect the 

emotional contagion among the collaborating partners.  Our 

findings show that emotional mimicry can reveal about the 

leader and follower relationships during collaborative learning 

to certain extent. However, the relationship between emotional 

mimicry  and leader-follower interactions during collaboration 

can be affected by several confounding factors such as attitude 

of group members towards collaboration or affiliation among 

the group members. Therefore, the current study calls for future 

research to shed more light on the role of emotional mimicry in 

collaborative learning. We conclude that video-based facial 

expression method is a new promising approach for 

understanding dynamics in collaborative learning, which can 

contribute for future implications mitigating socioemotional 

challenges in collaborative learning. 
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