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Embedding Refinement Framework for Targeted
Aspect-based Sentiment Analysis

Bin Liang, Rongdi Yin, Jiachen Du, Lin Gui, Yulan He, Min Yang, and Ruifeng Xu?, Member, IEEE

Abstract—The state-of-the-art approaches to Targeted Aspect-Based Sentiment Analysis (TABSA) are mostly built on deep neural
networks with attention mechanisms. One problem is that embeddings of targets and aspects are either pre-trained from large external
corpora or randomly initialized. We argue that affective commonsense knowledge and words indicative of sentiment could be used to
learn better target and aspect embeddings. We therefore propose an embedding refinement framework called RAEC (Refining
Affective Embedding from Context), in which sentiment concepts extracted from affective commonsense knowledge and word relative
location information are incorporated to derive context-affective embeddings. Furthermore, a sparse coefficient vector is exploited in
refining the embeddings of targets and aspects separately. In this way, embeddings of targets and aspects can capture the highly
relevant affective words. Experimental results on two benchmark datasets show that our framework can be easily integrated with
existing embedding-based TABSA models and achieves state-of-the-art results compared to models relying on pre-trained word
embeddings or built on other embedding refinement methods.

Index Terms—Target Sentiment Analysis, Aspect Sentiment Analysis, Embedding Refinement, Affective Knowledge

F

1 INTRODUCTION

Sentiment analysis or opinion mining is one of the key
tasks in natural language processing (NLP). It aims to infer
polarities and/or retrieve opinions from text [2], [3]. While
coarse-grained sentiment analysis detects sentiment labels
at the sentence or document level, fine-grained sentiment
analysis aims to reveal the polarity towards a specific target
or aspect [4], [5], [6]. It is a more challenging task compared
to sentence- or document-level sentiment analysis since
it needs to leverage the affective information from both
context and the specific targets/aspects in order to detect the
target- or aspect-dependent polarity. Fine-grained sentiment
analysis can be further classified as aspect-based sentiment
analysis (ABSA) [7], target-dependent sentiment analysis
(TDSA) [8] and targeted aspect-based sentiment analysis
(TABSA) [9]. For example, in sentence “Living in London is
good but very expensive”, “London” is the target contained in
the sentence (corresponding to aspect “LIVE” and “PRICE”).
TDSA needs to detect sentiment polarity for target “London”.
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Fig. 1. Example of an input sentence and output labels in TABSA task.
Affective words and corresponding aspects are in the same color.

While the goal of ABSA is to detect sentiment polarities
for different aspects mentioned in the sentence, i.e. “LIVE”
and “PRICE”. TABSA aims at detecting aspects according to
the specific target and inferring sentiment polarities corre-
spondingly for different target-aspect pairs simultaneously.
Hence, it requires the extraction of the contextual sentiment
features for both targets and aspects [10], [11]. Here, the
difference between ABSA and TABSA is that ABSA aims to
detect the set of tuples {(aspect, polarity)} of the sentence,
while the goal of TABSA is to detect the set of tuples
{(target, aspect, polarity)} of the sentence.

Consider a review of living locations in Figure 1, here
entities are replaced by the placeholders location1 and
location2. These entities are considered as targets. For
the target location1, the polarity is positive towards the
aspect “SAFETY” but negative on aspect “PRICE”, while for
the target location2, there is a negative polarity to the
aspect “TRANSIT-LOCATION”. We can observe that even in
the same sentence, the sentiment polarities can be different
when considering different targets. We also notice that the
sentiment is determined by the associated target-aspect pair.
That is, the aspect and sentiment expressions for a given
target are exhibited via contextual affective words which
are highly relevant to the corresponding target and aspect.
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Word embeddings, which are usually learned from con-
textual semantic information, play an important role in
many NLP tasks [12], [13], [14], [15], [16], [17], [18], [19], [20].
In sentiment analysis, word embeddings learned by neural
models can capture certain types of sentiment features from
input texts [21], [22], [23], [24], [25], [26], [27]. Moreover,
many embedding refinement methods have been proposed
which refine the pre-trained word embeddings based on
external knowledge for a better modeling of sentiment in-
formation [17], [28], [29], [30], [31], [32], [33]. However, these
methods only focus on learning sentiment embeddings,
without considering the contextual relations between targets
and aspects in the task of TABSA.

Recently, the attention mechanism has achieved a great
success in many NLP tasks [34], [35], [36], [37], [38], [39],
[40], [41], [42]. In the task of (T)ABSA, attention mechanism
can help models effectively distinguishing the sentiment
polarities of different aspects in the same sentence [9], [10],
[11], [43], [44], [45], [46], [47], [48], [49]. But these methods
usually ignore the interdependencies between targets and
aspects in text and do not leverage the contextual-affective
information with regards to specific targets and aspects.

To address the problems mentioned above, we propose a
novel embedding refinement framework for TABSA, called
Refining Affective Embeddings from Context (RAEC). More
concretely, we first incorporate sentiment knowledge in
pre-trained contextual word embeddings to obtain context-
affective embeddings of words. Then, we refine the embed-
dings of targets and aspects from the context in order to
capture the contextual interdependencies between aspects
and their associated targets based on the aspect-specific
sentiment polarity. In this way, the context-affective infor-
mation can be incorporated into the embedding refinement
framework to capture the affective relations for targets
and aspects. The refined embeddings are then fed into a
neural network-based TABSA model for the detection of the
aspect-level sentiment polarity for a given target. The main
contributions of our work can be summarized as follows:

• A novel deep learning framework for affective em-
bedding refinement from context is proposed to learn
better embeddings for targets, aspects and context.
As a general framework, it can be directly incor-
porated in existing embedding-based methods to
achieve better performance in the TABSA task.

• The proposed embedding refinement strategy es-
sentially considers the interplay of targets, aspects,
affective words and context and learns better target
and aspect embeddings as will be shown in the
experiments section.

• Substantial experiments have been conducted, in
which the results on SentiHood and Sem15 show that
our proposed framework can beat the state-of-the-art
approaches.

The rest of the paper is organized as follows. Section
2 presents a survey of related work on target-based and
aspect-based sentiment analysis. Section 3 describes our
proposed framework for TABSA. Section 4 presents ex-
perimental setup and evaluation results. Finally, Section 5
concludes the paper and outlines the future directions.

2 RELATED WORK

2.1 Target-dependent Sentiment Analysis

Target-dependent Sentiment Analysis (TDSA) aims at de-
tecting the sentiment polarity of a given target. Many neural
networks-based models achieve remarkable performance
in TDSA [6], [8], [50], [51], [52], [53], [54]. Among them,
an adaptive recursive neural network, which employs a
novel adaptive multi-compositionality layer in a recursive
neural network, was proposed to extract the sentiment
information of words towards a target depending on the
associated context and the syntactic structure [50]. To model
the relatedness of a target word with its context words, a
neural model built upon left and right LSTMs was pro-
posed to select the relevant parts of context to infer the
sentiment polarity towards a target [8]. To learn features
better, a feature-enhanced multi-view co-attention network
was developed to learn a better multi-view sentiment-aware
and target-specific sentence representation [52]. A memory
network that automatically learns the interactions among
aspect words and opinion words was proposed to extract
sentiment features of a given target or aspect. The model
was extended in a multi-task setting to solve a fine-grained
opinion mining problem, which involves the identification
of aspects and opinion terms within each sentence and
the simultaneous categorization of the identified terms [6].
More recently, built on BERT [55], several target-dependent
models, which can extract the bidirectional contextual se-
mantic dependencies for a given target, were proposed to
improve the performance of target-dependent sentiment
classification [54].

2.2 Aspect-Based Sentiment Analysis

Aspect-Based Sentiment Analysis (ABSA) aims at determin-
ing the sentiment polarities towards specific aspects in text.
Motivated by the success of attention mechanisms, much
recent work adopted attention-based neural models to lever-
age the aspect-specific sentiment information in text [43],
[44], [45], [46], [47], [56], [57], [58], [59], [60], [61], [62], [63],
[64]. For instance, an attention-based LSTM was proposed
to pay attention to different key parts for different aspects
in an input sentence, which can discriminate different sen-
timent polarities for different aspects [43]. A multi-grained
attention network was proposed to capture the word-level
interactions between aspects and context by fine-grained
and coarse-grained attention mechanisms [47]. A multiple
attention-based deep memory network, which focuses on
both contextual and positional attentions for a given aspect,
was used to explicitly capture the importance of each con-
text word when inferring the sentiment polarity of an aspect
in the task of ABSA [44]. Analogously, another memory-
based model adopted the multiple-attention mechanism to
capture sentiment features separated by a long distance,
which is able to learn different tailor-made memories for dif-
ferent aspects. The weighted-memory mechanism provided
a tailor-made memory for different opinion targets of a
sentence [46]. A gated convolutional neural network (CNN)
was utilized to selectively extract the sentiment features ac-
cording to the given aspect through the gated operation [63].
An aspect-specific graph convolutional network (GCN) over
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the dependency tree of a sentence was exploited to extract
the word dependencies for a specific aspect [60].

2.3 Targeted Aspect-based Sentiment Analysis

As a more challenging sentiment analysis task, Targeted
Aspect-based Sentiment Analysis (TABSA) aims at deter-
mining the sentiment polarity for an aspect of a certain
target. Hence both targets and aspects information needs
to be extracted from text [1], [9]. Based on an input sentence
and a given target, TABSA needs to leverage sentiment in-
formation from the contextual words to detect the associated
aspect for a given target, and infer the sentiment polarity for
each target-aspect pair. Most previous work usually tackled
TABSA in two subtasks: aspect detection and sentiment clas-
sification for a specific aspect. For instance, a feature-based
logistic regression model and two LSTM-based models were
proposed together with SentiHood [9], which can extract
important sentiment features and perform aspect-based sen-
timent analysis for each target-aspect pair. To leverage the
commonsense knowledge of sentiment-related concepts, an
attention-based LSTM [10], which utilized both the target-
level and the sentence-level attentions to capture the im-
portant features in the context, was proposed to perform
both aspect detection and aspect-based sentiment analysis.
A recurrent entity network was proposed to independently
track and update the states of targets at the right time by
utilizing external memory chains with a delayed memory
update mechanism for both aspect detection and sentiment
analysis in the task of TABSA [11]. Several BERT-based
models were proposed to construct an auxiliary sentence for
the input sentence and transform (T)ABSA into a sentence-
pair classification task [65].

2.4 Sentiment Embeddings

Pre-trained embeddings are helpful for many NLP
tasks [18], [55], [66]. Various approaches have been proposed
to learn low-dimensional dense word vectors, which can
efficiently capture semantic and syntactic information for
contextual words. To improve the representations of contex-
tual words for sentiment analysis, several neural network-
based models with tailoring loss functions were proposed to
learn sentiment-specific word embeddings [67]. In addition,
some embeddings refinement methods were proposed to
generate better semantic word representations. For instance,
a word vector refinement model to correct the pre-trained
word embedding by using manifold learning was proposed
to bring the similarity of words in the Euclidean space closer
to word semantics [33]. To learn sentiment word embed-
dings, a sentiment embedding refinement model based on
adjusting the representations of words was used in senti-
ment analysis to make the word embeddings closer to words
which are semantically similar and bear the same polarities
and further away from words with opposing polarities [31].

Existing embedding-based TABSA models typically only
utilize pre-trained word embeddings. Further, these word
embeddings cannot capture the affective information in text,
such as the contextual sentiment information of both targets
and aspects. Since the affective commonsense knowledge
could be potentially important for sentiment analysis [23],

[29], [68]. Some embedding refinement methods were pro-
posed to learn sentiment word representations in the task
of sentiment analysis. However, they usually only generate
word embeddings containing sentiment information from
the contextual semantics and do not refine the represen-
tations for the specific targets and aspects in the task of
TABSA. To extract the relations between targets and as-
pects in the context, a context-aware embedding refinement
method was proposed in TABSA, which can refine the tar-
gets and aspects embeddings based on the highly relavent
words in context [1].

This paper is a significant extension of our prelimi-
nary work in the conference paper [1]. The differences
between this paper and [1] are summarized as follows:
1) we utilize the affective commonsense knowledge and
position encoding to refine the pre-trained word embedding
representing the input sequence of words, enabling the
capturing of the sentiment dependencies of the contextual
words; 2) the sentiment polarity information is incorporated
into the embedding refinement process of both targets and
aspects, making them better encoding the relevant polarity
information; 3) instead of using a simple step function, a
precise function is adopted to compute the sparse coefficient
vector in our RAEC framework, which controls the speed of
sparsification of word embeddings and avoids the ignorance
of important words.

3 METHODOLOGY

In this section, we describe the proposed method in details.
The illustration of our embedding refinement framework is
demonstrated in Figure 2.

3.1 Task Description
Let s = {w1, w2, . . . , t, . . . , wn} be a sequence of words of
an input sentence, where t is a target. There might be one
or multiple targets in a sentence. Here, the input sentence
can be represented as an embedding matrix X ∈ Rm×n,
where n is the sentence length, m is the dimension of word
embeddings, i.e. each word can be represented as an m-
dimensional embedding x ∈ Rm. The embeddings of the
target t ∈ Rm and the aspect a ∈ Rm are an average of
their constituting word embeddings if they are multi-word
phrases. The word embedding of “Positive”, “Negative” or
“Neutral” is used to represent the sentiment polarity embed-
ding r ∈ Rm, r ∈ {Positive,Negative,None/Neutral}. In
TABSA, given a sentence s, a pre-identified set of targets
T and a fixed set of aspects A, our goal is to detect the
aspect a ∈ A and then identify its associated sentiment
polarity r ∈ {Positive,Negative,Neutral} for each target-
aspect pair (t, a). For example, in Figure 1, the polarity of
(location1, SAFETY) is “Positive”, while the polarity of
(location1, PRICE) is “Negative”, that is, the sentiment
polarities may be opposite when considering different as-
pects in the same sentence.

3.2 Overview
Our RAEC framework consists of two parts: the contex-
tual affective embeddings generation and the embeddings
refinement for targets and aspects, as shown in Figure 2.
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Fig. 2. The illustration of our RAEC framework. Φ is the step function, which is utilized to compute the sparse coefficient vector. · denotes matrix
multiplication. + denotes vector addition.

The part of the contextual affective embeddings generation
mainly contains three components: 1) affective embeddings
derivation, which integrates affective information into word
embedding, 2) position encoding computation, which fo-
cuses the significant relative distance between words and
the distinct target, and 3) context-affective embedding gen-
eration, which derives each contextual word representation
based on the affective embedding and position encoding.
The part of the embeddings refinement for targets and
aspects mainly contains four components: 1) contextual
embedding matrix input module, which takes the context-
affective embeddings of the sentence as input, 2) important
contextual words selection, which identifies the distinct im-
portant contextual words for the distinct target/aspect from
the context, 3) target embedding refinement, which refines
the target representation according to the corresponding
selected contextual words, and 4) aspect embedding refine-
ment, which refines the aspect representation based on the
target and the corresponding selected contextual words.

Given an original embedding x ∈ Rm, an AffectiveSpace
embedding e ∈ Rd, and a position encoding p ∈ Rl, a
neural-based computation is first performed to generate the
projected affective embedding ẽ ∈ Rm and the contextual
position encoding p̃ ∈ Rm. Then the projected affective em-
bedding, the projected contextual position embedding and
the word embedding are combined as a context-affective
embedding x̃ ∈ Rm and fed into the neural refinement
component. The hidden state u′ ∈ Rn of the refinement
component is a sparse coefficient vector, which is utilized
to compute the refined embeddings of the target t̃ ∈ Rm

and the aspect ã ∈ Rm. Afterwards, the refined embeddings
of the target and the aspect are combined with context-
affective word embeddings and fed into the embedding-
based model to identify the polarity corresponding to the
specific target-aspect pair.

3.3 Incorporating Affective Knowledge

Sentiment-based commonsense knowledge is potentially
useful for improving the performance of sentiment classi-

fication. AffectiveSpace [69]1 is a commonsense knowledge
resource that containing rich affective information of words.
Here the AffectiveSpace maps the concepts in SenticNet [70]
to continuous low-dimensional embeddings e ∈ Rd without
losing the information of semantic and affective relatedness
in the original space. However, the low-dimensional em-
beddings from AffectiveSpace reside in a semantic space
different from that of pre-trained word embeddings, thus
making it difficult to combine these two for model learning
in TABSA. To address this problem, we use a fully connected
network to project the AffectiveSpace embeddings into a
new semantic space and make the projected embeddings
close to their corresponding pre-trained word embeddings
as much as possible. First, the projection is performed by:

ẽ = f(W · e + b) (1)

where f is a non-linear function such as sigmoid, W ∈
Rm×d and b ∈ Rm denote the weight matrix and the bias,
respectively. Next, for each word, the squared Euclidean
distance between its AffectiveSpace embedding and its pre-
trained word embedding is iteratively minimized. The ob-
jective function is defined as:

d(ẽ,x) =
m∑
i=1

(ẽi − xi)2 (2)

Through the iterative procedure, the projected AffectiveS-
pace embedding ẽ ∈ Rm will be iteratively updated and get
closer to its corresponding word embedding.

3.4 Incorporating Position Encoding
Intuitively, the position information may be different with
respect to different targets even in the same sentence. That
is, the relative positions of words are different with respect
to different targets, thus exerting different influences on
the targets. To this end, we inject position encoding into
embedding learning. Inspired by [44], we define the position
encoding, pa ∈ Rl and pb ∈ Rl, as the relative distance

1. http://sentic.net/downloads
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between word wi and different targets (such as location1
and location2 in Figure 1). Each element in pa or pb is
calculated as:

paj = 1− |pos− pos1|/n (3)

pbj = 1− |pos− pos2|/n (4)

where pos is the position of word, pos1 and pos2 represent
the positions of location1 and location2, respectively.
|·| is an absolute value function, and n is the sentence length.
If there is only one target, the position encoding of other
target is denoted as pb = 0.

To leverage the context information for both targets
simultaneously, position encodings pa ∈ Rl and pb ∈ Rl

are summed to get the associative position encoding p ∈ Rl

of the word:
p = pa + pb (5)

In accordance with incorporating affective knowledge, a
fully connected network and the minimizing of the squared
Euclidean distance are used to generate a contextual posi-
tion embedding from both the position encoding and the
word embedding2:

p̃ = f(W · p + b) (6)

d(p̃,x) =
m∑
i=1

(p̃i − xi)2 (7)

where p̃ ∈ Rm is the contextual position embedding, W ∈
Rm×l and b ∈ Rm denote the weight matrix and the bias.

To incorporate commonsense knowledge and position
information into the model, the AffectiveSpace embedding
ẽ ∈ Rm, the contextual position embedding p̃ ∈ Rm, and the
word embedding x ∈ Rm are combined to get the represen-
tation of context-affective embedding:

x̃ = ẽ + p̃ + x (8)

where + is vector addition.

3.5 Embedding Refinement for Targets and Aspects

We describe the refinement of embeddings of targets and as-
pects in this subsection. The aim of refining target and aspect
representations is to learn a contextual affective embedding
for a target or an aspect via a sparse coefficient vector. In
this way, a set of highly relevant words are extracted from
context to represent the target and the aspect, which makes
the target and aspect embeddings better associated with its
corresponding sentiment polarity.

We feed the context-affective embedding matrix into a
fully connected network whose output is passed to a step
function to generate the sparse coefficient vector:

u = f(X̃ᵀ ·W + b) (9)
u′ = Φ(u) (10)

2. We perform early stopping during training, i.e. we stop the training
when the verification/test set loss of the current epoch is greater than
that of the previous epoch. Hence the contextual position embedding
can retain the original information and get closer to the word embed-
ding simultaneously.

where W ∈ Rm×1 and b ∈ R1 denote the weight and the
bias respectively, Φ is a step function given a real value:

Φ(ui) =


ui j = 1

ui 1 < j < n and ui > mean(u̇[: j])

ui j > n and ui > mean(u)

0 otherwise

(11)

where mean(·) is an average function, u̇ represents sorting
the elements of u in ascending order, i.e. the value of index
0 is minimum. j denotes the number of iterations. In the
process of iterations, we control the speed and degree of
sparsification of elements in u to better capture the impor-
tant context words and prevent the ignorance of highly rel-
evant affective words. Afterwards, the target embedding is
reconstructed from the context-affective embedding matrix
according to the sparse coefficient vector defined as:

t̃ = X̃ · u′ (12)

where X̃ ∈ Rm×n is the input context-affective embedding
matrix composed by x̃, t̃ is the refined target representation.

For each target, the embedding refinement step aims to
get a contextual affective embedding by iteratively mini-
mizing the squared Euclidean distance between the aspect-
sentiment representation of a given target and its highly
related words in the sentence:

d(t̃, rt) =
m∑
i=1

(t̃i − rti)2 +
n∑

j=1

λu′j (13)

where λu′j aims to control the degree of sparseness of vector
u′ by limiting the element value. Here, 1) the sentiment
expression of the target is associated with the corresponding
aspect. 2) The target representations should be different
in different polarities even though for the same aspect.
Thus we consider both the information of aspect and the
sentiment polarity when we refine the target representation,
i.e. rt is the representation of the corresponding aspect a
and its associated sentiment polarity r for a given target3:

rt = r + a (14)

Through the iterative process, the vector representation
of a target will be iteratively updated until the number of the
non-zero elements of vector u′ is less than a threshold value:
k 6 c, where k is the number of the non-zero elements of
vector u′ and c is the threshold value. That is, we extract up
to c most relevant affective words for refinement. Thus in
this way, the representation of the target associated with the
corresponding aspect is distinct in the distinct context.

Intuitively, aspect words in the context would be help-
ful for aspect detection. For example, the word “price” is
indicative to the aspect “PRICE”. Analogous to embedding
refinement of targets, aspect embeddings can be fine-tuned
from the contextual affective embedding matrix of an input
sentence. By considering both highly relevant words and the

3. We use the training data to refine the representations in our work,
thus the sentiment polarity of the instance is known. Additionally, to
present the generalizability of our work to some general instances that
refer to the implicit targets (such as the target entity is masked with
“location1” or “location2” in SentiHood dataset), we do not inject target
representation in the representation of refinement goal.
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TABLE 1
Statistics of the experimental datasets.

Dataset SentiHood Sem15

Train Dev Test Train Test

Positive 1626 406 810 949 334
Negative 834 204 406 269 193
None 5556 1422 2700 4712 2093
Total 8016 2031 3916 5930 2620

aspect word embedding, each element in the refined aspect
embedding ã can be computed as follows:

ãi = ai + X̃i · u′i (15)

Through iteratively minimizing the squared Euclidean
distance, the refinement step aims at updating an aspect
embedding such that it is close to the corresponding target
as much as possible and is further away from other targets
in the context. Here, the objective function of the aspect
embedding refinement is:

d(ã, t̃, t̃′) =
∑

t̃′∈T,t̃′ 6=t̃

m∑
i=1

(ãi − t̃i)
2 − (ãi − t̃′i)

2 +

n∑
j=1

λu′
j

(16)
where t̃ is the embedding of the specific target and each t̃′

is the irrelevant one in the context.

3.6 Learning Objective
Our RAEC framework can be easily integrated with
embedding-based TABSA models for aspect detection and
sentiment analysis. In this section, we describe the universal
training objective of both aspect detection and sentiment
analysis in TABSA. Both the contextual affective embedding
matrix of a sentence and the refined embeddings of target
and aspect are fed as input into the model (such as Delayed-
memory [11]) to capture the hidden representation which
will be passed to a softmax layer for aspect detection and
sentiment classification:

v = Delayed-memory(X̃, ã, t̃) (17)

After that, the output distribution y is predicted for a given
target-aspect pair:

y = softmax(W · v + b) (18)

where W and b are the trainable parameters of softmax. The
objective to train the classifier is defined as the minimization
of the cross-entropy loss between predicted and ground-
truth distributions:

L = CrossEntropy(y, ŷ) (19)

where ŷ is the ground-truth output distribution of a target-
aspect pair.

4 EXPERIMENTS

4.1 Dataset
We conduct experiments on SentiHood [9] and the restau-
rant domain from Semeval 2015 [71]. The annotated sen-
tences in SentiHood containing 1 or 2 targets corresponding
to several aspects selected from 12 predefined aspects. There

TABLE 2
Example of an input sentence paired with a (target, aspect) pair and

the output labels on SentiHood and Sem15 dataset.

Dataset Sentence Target, Aspect Output

SentiHood

location2 is
central London so
extremely
expensive,
location1 is often
considered the
coolest area of
London.

location1, GENERAL Positive
location1, PRICE None

location1, TRANSIT None
location1, SAFETY None

location2, GENERAL None
location2, PRICE Negative

location2, TRANSIT Positive
location2, SAFETY None

Sem15

The food was
very good, a great
deal, and the
place its self was
great.

food, GENERAL None
food, PRICES Positive

food, QUALITY Positive
food, STYLE OPTIONS None

food, MISCELLANEOUS None
place, GENERAL Positive

place, PRICES None
place, QUALITY None

place, STYLE OPTIONS None
place, MISCELLANEOUS None

are 5,215 sentences in SentiHood, 3,862 sentences have sin-
gle target and 1,353 sentences have multiple (two) targets.
Targets are masked by “LOCATION1” and “LOCATION2” in
the whole dataset. Following [9], we only consider the top 4
aspects (i.e. “GENERAL”, “PRICE”, “TRANSIT-LOCATION”
and “SAFETY”) when evaluate aspect detection and senti-
ment classification. To evaluate the robustness of our RAEC
framework, the restaurants domain in Task 12 of Semeval
2015 (Sem15) is also utilized for model evaluation. To be
comparable and consistent with SentiHood dataset, we
treat the attribute (i.e. “GENERAL”, “PRICES”, “QUALITY”,
“STYLE_OPTIONS”, or “MISCELLANEOUS”) of the referred
aspect category as the aspect on Sem15 dataset. The whole
dataset contains 1239 sentences, 898 sentences have single
target and 341 sentences have multiple targets. There are
1,197 targets in the training set and 542 targets in the testing
set4, and following [10], there is no development set. The
class distribution of the two datasets is shown in Table 1.

4.2 Experimental Setting
To compare the improvement of our approach based
on different pre-trained embeddings, we use GloVe [66],
ELMo [18] and BERT [55] (BERT-Base, Uncased)5 to initialize
the embeddings of words. We randomly initialize W and
b for all experiments. The parameter c in our experiments
is set to 6, and λ is set to 0.01. Given a sentence s, a
list of labels (t, a, r), corresponding to target, aspect and
sentiment, is provided. The task of TABSA can be defined
as detecting the mention of an aspect a for target t, and
inferring the sentiment polarity r (i.e. Positive, Negative, or
None/Neutral) for each (t, a) pair. Table 2 shows an example
of the input and output of the method. Following [10],
[11], we use macro-average F1, Strict accuracy (Acc.) and
AUC for the evaluation of aspect detection, and Acc. and
AUC for sentiment classification. Following [10], for aspect
detection, we output the label with the highest probability

4. we remove sentences containing no target and the NULL target.
5. In preliminary experiments, we tried using BERT-Large, and found

that the performance is similar with BERT-Base.
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for each target-aspect pair. For sentiment classification, we
ignore the scores of None. Following [9], [11], we tackle the
data unbalanced problem (None � Positive + Negative) by
sampling the same number of training instances within a
batch randomly from each class.

4.3 Comparison Methods
We compare our RAEC framework with three representa-
tion refinement methods [1], [29], [72] and three pre-trained
embeddings [18], [55], [66] based on 12 (T)ABSA models6 on
two datasets. The models with ‘BERT+’ or ‘ELMo+’ indicate
that they use the pre-trained BERT or ELMo embeddings,
and the others are based on GloVe.

• The (T)ABSA baseline models are as follow:
LSTM-Final [9]: A bidirectional LSTM model, which
takes the final states to represent the input.
LSTM-Loc [9]: A bidirectional LSTM model, which
takes the output representation at the word index
corresponding to the target.
ATAE-LSTM [43]: An attention-based bidirectional
LSTM model, which incorporates the aspect
information based on the attention mechanism.
MemNet [44]: A memory-based model learns word
and position attentions for a specific aspect.
RAM [46]: A recurrent attention-based memory
network which can capture sentiment features
separated by a long distance.
IAN [62]: An interactive attention network with
context representation and aspect representation
learned separately but interactively.
MGAN [47]: A multi-grained attention network
which can capture the word-level interactions
between aspects and context.
GCAE [63]: A gated CNN model which can
effectively control the flow of sentiment according to
the given aspect information.
ASGCN-DT [60]: An aspect-specific graph neural
model exploits syntactical information and word
dependencies by a graph convolutional network
(GCN) and the dependency tree.
SenticLSTM [10]: A bidirectional LSTM model based
on hierarchical attentions and external commonsense
knowledge.
Delayed-memory [11]: A memory-based model
utilizing a delayed update mechanism to track
targets for TABSA.
BERT-pair-QA-M and BERT-pair-NLI-M [65]:
BERT-based models, which construct an auxiliary
sentence from the aspect and respectively convert
the task to a sentence-pair question answering and
natural language inference task.

• The pre-trained embeddings baselines are as follow:
ELMo+models [18]: Models based on ELMo.
BERT+models [55]: Models based on BERT.

• The comparison representation refinement methods
are as follow:

6. Note that some models were originally designed for ABSA, but
can also be applied to the TABSA task.

SER+models [29]: Models based on a sentiment
embedding refinement method, which can capture
sufficient sentiment information from sentence.
CAE+models [1]: Models based on a context-aware
embedding refinement method, which achieves the
state-of-the-art performance for embedding refine-
ment in the TABSA task.
GBCN+models [72]: Models based on a BERT rep-
resentation enhanced method, which uses a gating
mechanism with context-aware aspect embeddings
to enhance the BERT representation for TABSA.

• The variants of our proposed RAEC framework are
as follow:
Sentic+models: Models based on our framework
which only use affective embedding.
Sentic+Pos+models: Models based on our frame-
work which only use context-affective embedding
(affective embedding and position encoding), but
without target and aspect refinement.
RE+models: Models based on our framework with
only target and aspect refinement and without using
context-affective embeddings.
RAEC+models: Models based on our complete em-
bedding refinement framework.

4.4 Main Results on Different Datasets

Table 3 shows the experimental performance on two
datasets. On the SentiHood dataset, the models based on
our RAEC framework (RAEC+models) achieve better per-
formance than competitor methods for both aspect de-
tection and sentiment classification, including the models
based on embedding refinement methods (SER+models,
CAE+models and GBCN+models) and key pre-trained
methods (ELMo+models and BERT+models). This indi-
cates that our RAEC framework can be directly incorpo-
rated into embedding-based TABSA models and achieve
superior performance. Compared with the previous best-
performing non-BERT model (Delayed-memory), our best
model (RAEC+Delayed-memory) significantly improves as-
pect detection (by 3.8% in accuracy, 4.7% in F1 and 2.8%
in AUC) and sentiment classification (by 4.1% in accuracy
and 2.5% in AUC). For BERT-based models, our proposed
RAEC framework also performs superiorly compared with
BERT-based models (BERT-pair-QA-M and BERT-pair-NLI-
M). The results indicate that our RAEC framework can make
pre-trained embeddings more effective, with the refined
embeddings for targets and aspects more discriminative in
different contexts. Accordingly, the dependencies between
aspects and their corresponding targets are extracted from
the context to capture better sentiment features for senti-
ment classification of target-aspect pairs.

On the Sem15 dataset, models based on our RAEC
framework (RAEC+models) also substantially outperform
other models for both aspect detection and sentiment clas-
sification over both non-BERT and BERT-based models.
In which, compared with the previous best-performing
non-BERT model (Delayed-memory), our best model
(RAEC+Delayed-memory) significantly improves aspect de-
tection (by 3.6% in accuracy, 4.3% in F1 and 2.6% in AUC)
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TABLE 3
Main Experimental results. Results with \ are retrieved from the original papers. † denotes average score over 10 runs, best scores are in bold.

Model
SentiHood Sem15

Aspect Detection Sentiment Classification Aspect Detection Sentiment Classification
Acc. (%) F1 (%) AUC (%) Acc. (%) AUC (%) Acc. (%) F1 (%) AUC (%) Acc. (%) AUC (%)

LSTM-Final — 68.9\ 89.8\ 82.0\ 85.4\ 64.2 68.2 83.8 71.3 74.2
ELMo+LSTM-Final† — 71.0 91.0 83.9 86.7 65.8 71.6 84.6 73.6 76.8
BERT+LSTM-Final† — 72.6 91.3 84.5 87.0 66.3 71.4 84.5 73.8 77.1
SER+LSTM-Final† — 72.1 90.6 83.2 86.5 65.4 71.0 84.2 73.0 76.3
RAEC+LSTM-Final† (ours) — 76.5 93.4 87.5 89.6 70.4 75.3 87.2 76.0 80.7
LSTM-Loc — 69.3\ 89.7\ 81.9\ 83.9\ 63.8 68.7 82.6 72.6 74.5
ELMo+LSTM-Loc† — 72.7 91.2 84.3 86.2 66.3 70.5 83.9 73.0 76.2
BERT+LSTM-Loc† — 73.4 91.6 84.9 87.0 66.8 71.2 84.3 73.5 77.4
SER+LSTM-Loc† — 71.8 89.9 82.6 86.4 65.1 69.8 83.4 72.7 75.3
RAEC+LSTM-Loc† (ours) — 76.8 93.7 87.3 89.2 69.4 74.5 86.9 75.8 80.1
ATAE-LSTM 66.0 75.7 91.4 87.8 91.2 66.5 74.5 86.8 73.3 81.6
ELMo+ATAE-LSTM† 69.8 76.8 92.3 88.9 92.3 68.1 75.8 88.2 74.6 82.8
BERT+ATAE-LSTM† 70.1 77.6 92.7 89.3 92.7 68.9 76.6 88.7 75.3 83.1
SER+ATAE-LSTM† 68.5 76.8 91.9 89.2 92.3 67.8 75.3 87.4 75.0 82.3
RAEC+ATAE-LSTM† (ours) 73.5 79.3 94.6 93.1 94.1 71.2 79.2 89.6 79.2 83.6
MemNet 65.3 73.8 89.9 85.2 88.7 65.3 72.8 85.2 72.7 78.5
ELMo+MemNet† 66.4 74.9 90.7 87.3 89.1 66.5 73.1 86.2 73.2 79.2
BERT+MemNet† 67.1 76.0 91.3 88.0 89.5 66.7 72.6 85.7 73.6 80.4
SER+MemNet† 65.8 74.2 90.0 88.2 89.7 66.2 71.7 84.5 74.0 80.7
RAEC+MemNet† (ours) 72.6 77.5 93.7 90.5 94.6 70.5 76.7 88.5 75.4 82.3
RAM 66.7 77.8 93.0 89.2 91.9 69.4 75.8 88.3 75.0 82.4
ELMo+RAM† 68.5 78.8 93.6 90.4 92.6 69.9 76.8 88.5 75.3 82.8
BERT+RAM† 69.4 79.2 94.5 90.8 93.0 70.3 77.2 88.7 75.8 83.1
SER+RAM† 67.0 78.9 93.9 91.0 92.7 69.4 76.2 88.3 76.1 82.3
RAEC+RAM† (ours) 74.1 81.2 95.3 94.8 96.2 72.4 80.7 91.3 80.7 84.3
IAN 65.9 75.2 91.8 88.2 91.6 66.5 73.2 86.9 74.7 81.5
ELMo+IAN† 66.8 76.3 92.1 88.7 91.5 66.9 74.2 87.4 75.3 81.8
BERT+IAN† 67.0 76.8 92.4 89.2 92.2 67.2 74.8 87.5 75.8 82.2
SER+IAN† 66.2 76.3 91.9 90.1 92.8 66.8 73.9 87.0 76.1 82.6
RAEC+IAN† (ours) 73.5 79.7 94.8 93.3 94.3 71.4 79.8 90.8 78.7 83.2
MGAN 67.2 77.4 92.8 88.7 93.5 67.2 75.3 88.4 75.3 82.6
ELMo+MGAN† 68.7 78.7 93.6 90.2 94.6 68.3 76.5 89.0 76.0 83.0
BERT+MGAN† 69.6 79.3 93.8 90.7 95.2 68.9 77.1 89.6 76.3 83.7
SER+MGAN† 67.4 77.4 92.5 89.8 94.7 67.5 75.6 88.2 76.3 83.5
RAEC+MGAN† (ours) 74.9 81.2 95.6 94.0 95.3 71.8 81.5 91.6 81.2 85.1
GCAE 65.4 73.8 90.2 86.5 90.4 66.3 71.4 85.2 72.8 79.6
ELMo+GCAE† 66.7 74.0 90.6 87.2 90.7 66.7 72.3 85.4 72.8 79.3
BERT+GCAE† 67.0 74.5 90.8 87.2 90.9 67.1 73.0 85.7 72.6 79.8
SER+GCAE† 66.2 73.4 90.3 87.4 90.9 66.5 72.8 85.2 73.0 80.1
RAEC+GCAE† (ours) 71.5 77.8 92.3 91.5 93.5 71.0 79.5 89.3 78.4 82.8
ASGCN-DT 67.5 76.2 91.3 88.4 92.2 68.0 74.2 86.9 75.8 83.2
ELMo+ASGCN-DT† 68.9 77.6 92.3 89.8 93.9 69.5 76.5 89.2 77.3 83.7
BERT+ASGCN-DT† 70.2 79.8 92.8 90.5 94.6 69.7 77.2 89.5 77.6 84.1
SER+ASGCN-DT† 67.3 76.3 91.3 90.2 94.2 68.2 74.5 87.5 77.4 84.2
RAEC+ASGCN-DT† (ours) 75.3 82.4 94.2 93.7 96.4 72.6 80.4 91.2 80.8 85.6
SenticLSTM 67.4\ 78.2\ 91.5\ 89.3\ 92.6\ 67.3\ 76.4\ 88.3\ 76.5\ 82.1
ELMo+SenticLSTM† 70.2 79.1 92.0 91.3 93.2 68.5 77.4 89.2 77.0 82.7
BERT+SenticLSTM† 70.8 80.0 92.4 92.0 93.4 69.3 77.8 89.6 77.3 83.2
SER+SenticLSTM† 68.2 77.9 91.3 91.7 93.1 67.8 76.6 88.5 76.8 82.7
CAE+SenticLSTM† 73.8\ 79.3\ 93.8\ 93.0\ 93.7\ 71.2\ 78.6\ 90.4\ 76.8\ 83.8\
RAEC+SenticLSTM† (ours) 75.8 82.7 95.3 94.6 96.8 72.5 81.2 91.7 81.0 85.7
Delayed-memory 73.5\ 78.5\ 94.4\ 91.0\ 94.8\ 70.3 77.4 90.8 76.4 83.6
ELMo+Delayed-memory† 74.2 79.7 94.7 91.7 95.2 70.8 78.7 91.2 76.5 84.0
BERT+Delayed-memory† 75.2 80.3 95.2 92.4 95.7 71.2 78.3 91.0 76.9 84.2
SER+Delayed-memory† 73.7 78.8 94.0 92.0 95.0 70.6 77.8 90.7 76.7 84.2
CAE+Delayed-memory† 76.4\ 81.0\ 96.8\ 92.8\ 96.2\ 71.6\ 79.1\ 91.8\ 77.2\ 84.6\
RAEC+Delayed-memory† (ours) 77.3 83.2 97.2 95.1 97.3 73.9 81.7 93.4 81.3 86.3
BERT-pair-QA-M 79.4\ 86.4\ 97.0\ 93.6\ 96.4\ 73.8 80.1 92.9 78.7 85.2
CAE+BERT-pair-QA-M† 81.0 87.3 97.5 94.7 97.2 74.1 80.6 93.5 79.6 85.8
GBCN+BERT-pair-QA-M 81.9\ 87.6\ 97.3\ 94.5\ 97.5\ - - - - -
RAEC+BERT-pair-QA-M† (ours) 82.3 88.3 97.8 96.0 98.5 75.1 82.8 95.1 82.5 87.4
BERT-pair-NLI-M 78.3\ 87.0\ 97.5\ 92.1\ 96.5\ 72.7 80.6 92.5 78.3 85.5
CAE+BERT-pair-NLI-M† 80.8 87.7 97.8 94.1 97.0 74.5 81.2 93.6 79.1 86.2
GBCN+BERT-pair-NLI-M 81.3\ 88.0\ 97.2\ 93.8\ 97.2\ - - - - -
RAEC+BERT-pair-NLI-M† (ours) 82.0 88.5 98.4 95.6 98.3 75.4 82.3 94.7 82.7 87.8
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TABLE 4
Ablation studies on SentiHood and Sem15.

Model
SentiHood Sem15

Aspect Detection Sentiment Classification Aspect Detection Sentiment Classification
Acc. (%) F1 (%) AUC (%) Acc. (%) AUC (%) Acc. (%) F1 (%) AUC (%) Acc. (%) AUC (%)

SenticLSTM 67.4 78.2 91.5 89.3 92.6 67.3 76.4 88.3 76.5 82.1
Sentic+SenticLSTM†(ours) 67.8 78.6 93.3 89.5 93.5 67.5 76.3 88.7 76.2 81.6
Sentic+Pos+SenticLSTM† (ours) 72.2 79.5 94.0 93.3 94.6 70.3 78.6 89.8 77.0 83.5
RE+SenticLSTM† (ours) 74.9 79.8 94.2 93.0 95.0 70.6 78.5 90.4 76.6 82.9
RAEC+SenticLSTM† (ours) 75.8 82.7 95.3 94.6 96.8 72.5 81.2 91.7 81.0 85.7
Delayed-memory 73.5 78.5 94.4 91.0 94.8 70.3 77.4 90.8 76.4 83.6
Sentic+Delayed-memory† (ours) 73.8 78.7 94.8 91.2 95.3 71.1 77.9 91.0 76.6 83.8
Sentic+Pos+Delayed-memory† (ours) 74.8 80.2 95.3 92.8 96.2 72.4 78.7 91.6 78.1 84.9
RE+Delayed-memory† (ours) 75.7 81.0 96.6 92.6 96.0 72.0 79.2 92.0 77.6 84.5
RAEC+Delayed-memory† (ours) 77.3 83.2 97.2 95.1 97.3 73.9 81.7 93.4 81.3 86.3

TABLE 5
Experimental results of different classes.

Model SentiHood Sem15

Positive Negative None Positive Negative None

SenticLSTM 66.2 78.1 90.3 63.1 72.5 93.5
RAEC+SenticLSTM (ours) 72.9 84.3 90.7 70.5 78.9 93.9
Delayed-memory 68.2 77.4 89.8 65.7 73.3 92.8
RAEC+Delayed-memory (ours) 74.1 85.5 90.0 71.0 81.2 93.1

and sentiment classification (by 4.9% in accuracy and 2.7%
in AUC). This demonstrates the generalizability of our
RAEC framework for embedding refinement in TABSA.

In addition, it is also worth noting that compared with
the previous promising representation refinement methods
(CAE+models and GBCN+models), models based on our
RAEC framework (RAEC+Delayed-memory, RAEC+BERT-
pair-QA-M and RAEC+BERT-pair-NLI-M) achieve better
performance for aspect detection and sentiment classifica-
tion on both SentiHood and Sem15. This indicates that our
RAEC framework can help the models to better utilize and
enhance both non-BERT and BERT-based representations
of target and aspect through the incorporation of affective
knowledge and location encoding, and improve the perfor-
mance of target-aspect sentiment classification.

4.5 Ablation Study

In this section, we study the impact of different components
of our RAEC framework based on two models (Senti-
cLSTM and Delayed-memory). As shown in Table 4, when
only using affective embeddings (Sentic+SenticLSTM and
Sentic+Delayed-memory), the improvement of the perfor-
mance over both SenticLSTM and Delayed-memory is neg-
ligible on both datasets. However, when position encoding
is considered, we observe significant improvement for both
aspect detection and sentiment analysis on two datasets.
This shows that the relative position between the target
and each affective word is important in the TABSA task. We
also note that the models without contextual affective em-
beddings (RE+SenticLSTM and RE+Delayed-memory) only
marginally improve the performance compared with previ-
ous methods, and are much worse than models based on
our complete RAEC framework (RAEC+Delayed-memory
and RAEC+SenticLSTM) for sentiment classification in par-

ticular. This indicates that incorporating context-affective
embeddings is essential for target-aspect sentiment analysis.

4.6 Analysis of Class Distribution

As shown in Table 1, the class distribution of the datasets
is imbalanced. Hence, in this section, we analyze the perfor-
mance of target-aspect sentiment classification, i.e. detecting
the sentiment polarity of a sentence according to a given
target-aspect pair, in different classes on the two bench-
mark datasets and report the Macro F1-scores over different
classes in Table 5. We can observe that the performance
of the models fluctuates considerably in different classes,
which potentially indicates that the performance of the
model in different classes is influenced by the size of the
data. It is also worth noting that our proposed framework
(RAEC) achieves outstanding improvement in all classes
and reveals smaller gaps in different classes. This implies
that models based on our proposed RAEC can effectively
balance the learning between different classes in the case of
imbalanced data distribution.

4.7 Effect of Word Embeddings

The above experiments reveal that the models based on our
embedding refinement framework (RAEC) achieve the best
performance for both aspect detection and sentiment analy-
sis. In this section, we study the impact of word embeddings
on our RAEC framework by reporting the accuracy of using
different embeddings and show the results in Figure 3. We
can see that embeddings from randomly initialized, GloVe,
ELMo and BERT can be directly incorporated into our
RAEC framework and achieve better performance than the
original models. We also notice that models based on pre-
trained embeddings (e.g. GloVe, ELMo and BERT) achieve
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Fig. 3. Experimental results of using different pre-trained word embeddings and randomly initialized word embeddings.

Fig. 4. Experimental results of using different ratios of training data. The ratios of training data are varied from 0.1 to 1.

Fig. 5. Experimental results of using different dimensions of word embeddings.

significant improvement in comparison with randomly ini-
tialized embeddings. This shows that models using pre-
trained embeddings can extract better sentiment features for
targets and aspects from the context.

4.8 Effect of Training Data Size
To evaluate the impact of the size of training data on our
RAEC framework, we conduct experiments using differ-
ent ratios of training data of the two datasets based on
Glove embeddings, and show the results in Figure 4. We
can observe that the models based on our RAEC frame-
work beat the competitor models consistently with different
training data sizes for both aspect detection and sentiment
classification, and the improvement is more prominent with
only using 10%-60% training data. In Figure 4(a) and 4(c),
we compare the models with and without contextual af-
fective embeddings on aspect detection. It is observed that
the models based on contextual affective embedding (with
RAEC) achieve more significant improvements when using
a small set of training data. In addition, as shown in Figure
4(b) and 4(d), significant improvement is also observed

by RAEC+models with a small set of training data for
sentiment classification in comparison with RE+models. The
results show that the RAEC+models are more robust to the
varying sizes of training data.

4.9 Effect of Dimensions of Word Embeddings
To analyze the effect of using different dimensions of word
embeddings for both aspect detection and sentiment anal-
ysis, we conduct experiments on the two datasets with
SenticLSTM and Delayed-memory, and show the results in
Figure 5. We train original word embeddings with differ-
ent dimensions on the Wikipedia corpus based on GloVe,
and compute their corresponding affective embeddings
and encode position vectors with corresponding dimension
sizes. Compared with the original models (SenticLSTM
and Delayed-memory) and the models only using target
and aspect refinement (RE+SenticLSTM and RE+Delayed-
memory), the models based on our complete framework
(RAEC+SenticLSTM and RAEC+Delayed-memory) achieve
the best performance with different word embedding di-
mensions for both aspect detection and sentiment analysis.
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Fig. 6. Experimental results of using different values of c. The values of c are varied from 1 to 10.

Fig. 7. The visualization of learning intermediate aspect vectors. Different colors represent different aspects.

We also observe that with the increasing number of word
embedding dimensions, the accuracy of both aspect detec-
tion and sentiment classification increases for all the models.
And it saturates when the word embedding dimension goes
beyond 300. It is also noteworthy that while the perfor-
mance of all the other models drops significantly when the
word embedding dimension is 50, the results of the mod-
els based on our RAEC framework only degrade slightly,
which showing the effectiveness of our proposed embed-
ding refinement approach. To balance the performance and
computational cost, we suggest to set the dimension to 300.

4.10 Effect of the value of c

In this section, we explore the effect of the value of c in
our experiments for both aspect detection and sentiment
analysis on the two datasets with RAEC+SenticLSTM and
RAEC+Delayed-memory. The results are shown in Figure
6. We can observe that the accuracy of both aspect detection
and sentiment classification increases with the increasing
value of c and peaks when c = 6. Further increasing the

values of c results in the worse performance for both aspect
detection and sentiment analysis. Intuitively, the small value
of c leads to the limited affective information to be used for
embedding refinement. However, the excessive value of c
will introduce spurious affective words into the embedding
refinement process of targets and aspects. Hence in our
experiments, the optimal value of c is 6.

4.11 Visualization of Intermediate Aspect Vectors

To qualitatively demonstrate how the RAEC framework
improves the performance of TABSA, we employ all 12
predefined aspects from SentiHood and 5 predefined as-
pects from Sem15 to visualize the intermediate vectors of
contextual affective aspect embeddings ã and the original
aspect embeddings a learned by SenticLSTM and Delayed-
memory models. Here, we ignore the label of “None”. We
extract the intermediate aspect embeddings from both mod-
els, and apply t-SNE [73] to project the high-dimensional
representations to the two-dimensional space. As demon-
strated in Figure 7, each point in the figure represents an
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Fig. 8. Examples of refining specific aspects by extracting highly relevant words from the context. The color depth represents the value of the weight,
the darker the large value. Words without color background represent values are 0. “transit” represents the aspect “TRANSIT-LOCATION”.

aspect embedding and different colors indicate the different
type of aspects. Compared with original aspect embeddings,
our contextual affective aspect embeddings display a clearer
separation of different aspects. It shows that the refined
aspect embeddings, generated via their corresponding tar-
gets and associated affective words in context, exhibit a
greater discrimination among aspects, which is beneficial
to model learning for both aspect detection and sentiment
classification.

4.12 Case Study

In this section, we present case studies with some typical ex-
amples selected from all 12 predefined aspects on SentiHood
dataset to better analyze how the proposed RAEC frame-
work works in extracting highly associated words from
input sentences for refining aspect representations with the
help of the sparse coefficient vector. The results are shown
in Figure 8. To make it easier to visualize the results, we
highlight the words with different color intensities showing
their corresponding weights of the sparse coefficient vectors
obtained by the proposed RAEC framework. Example 1 and
Example 2 are two sentences with the same target-aspect
pair but opposing polarities. Our proposed embedding re-
finement framework is able to incorporate the contextually-
relevant affective words for refining target and aspect em-
beddings. Since those words bear different polarities, the re-
sulting target and aspect embeddings in these two sentences
would be different and eventually contribute to the correct
sentiment classification results for target-aspect pairs. Ex-
ample 3 is the sentence containing two different aspects but
with the same sentiment polarity. We can see that the most
relevant contextual words extracted for these two aspects
are the same. But the refined aspect representations are

different as evidenced by the different coefficient weights.
The coefficient weight of the word live for the aspect “live”
is evidently higher than that of the same word for the aspect
“transit”. Example 4 is the sentence containing two dif-
ferent aspects with opposing sentiment polarities. Higher
coefficient weights were correctly placed on the aspect-
indicative words when classifying the sentiment polarity for
different target-aspect pairs. Example 5 to Example 8 are
sentences with multiple (two) different targets, which are
more challenging for both aspect detection and sentiment
analysis in the task of TABSA. Example 5 contains the same
aspect and the same sentiment polarity but for different
targets. We observe higher coefficient weights on the desired
targets when considering different target-based sentiment
classification. Example 6 expresses opposing polarities on
different target-aspect pairs. We observe that different af-
fective words are extracted to refine the target and aspect
embeddings for different target-aspect pairs by the pro-
posed RAEC framework. Example 7 contains two differ-
ent target-aspect pairs with the same sentiment polarity.
Overlapping affective words are extracted to refine different
aspect representations. Nevertheless, the higher coefficient
weights are placed on the correct target of interest when
considering different target-aspect pairs. Example 8 is the
sentence contains different target-aspect pairs with different
sentiment polarities. For this kind of sentence, our RAEC
framework can extract different affect-indicative words for
different target-aspect pairs to refine the representations of
aspects by the coefficient vectors. This shows that affective
words close to a specific target can be extracted by the target
representation refinement component, and such information
can be used to refine the corresponding aspect represen-
tation, which eventually leads to more accurate sentiment
classification results of the target-aspect pairs.
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TABLE 6
Examples of error analysis.

Example Label

1

If you don’t mind living
quite a long way out
places like location1 and
location2 are also cheap
and quite nice

(location1, price, Positive)
(location1, general, Positive)
(location1, transit, Negative)

(location2, price, Positive)
(location2, general, Positive)
(location2, transit, Negative)

2 location1 is really nice - I
live in location2 (location1, general, Positive)

3
There are better places
than location1 to go hang
out

(location1, general, Negative)

4.13 Error Analysis
We conduct error analysis on the experimental results. We
found that most of the errors can be broadly represented by
three types of examples, as shown in Table 6. Example 1 is
a very complex sentence with intricate sentiment relations
between targets and aspects. Hence models find it difficult
to detect all the aspects for a given target and infer the
sentiment for all target-aspect pairs correctly. It would be
interesting to see if incorporating syntactic features could
assist models to learn latent relations between targets and
aspects better and thus lead to the improvement of the per-
formance. Another type of errors occurred when there are
multiple targets in a sentence but some of them has no asso-
ciated sentiment, as shown in Example 2. Models are more
inclined to classify the sentiment towards “location2” as
positive due to the occurrence of the phrase “really nice”. The
final type of errors is shown in Example 3 which contains a
phrase expressing an indirect sentiment towards the target
“location1”. Existing models have a difficulty in dealing
with such cases.

5 CONCLUSION

In this paper, we present a novel embedding refinement
framework for targeted aspect-based sentiment analysis
(TABSA), namely RAEC. To generate more informative em-
beddings for the task of TABSA, commonsense knowledge
and relative location information are incorporated into the
refinement of contextual word embeddings. Afterwards, a
set of highly relevant words are selected from the context
to refine the embeddings of targets and aspects. Such em-
bedding refinement makes the model detect aspects more
accurately for a given target and also achieve better accu-
racy on classifying the sentiment polarities of target-aspect
pairs. As a universal embedding refinement framework, the
proposed RAEC framework can be easily integrated with
existing embedding-based TABSA models. Experimental
results demonstrated the effectiveness and robustness of
the RAEC framework for the task of TABSA. Future work
may include incorporating syntactic dependencies between
targets and aspects in the context to obtain higher quality
refined embeddings for both targets and aspects.
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