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Abstract—Sarcasm detection and humor classification are
inherently subtle problems, primarily due to their dependence
on the contextual and non-verbal information. Furthermore,
existing studies in these two topics are usually constrained in
non-English languages such as Hindi, due to the unavailability of
qualitative annotated datasets. In this work, we make two major
contributions considering the above limitations: (1) we develop a
Hindi-English code-mixed dataset, MaSaQ'} for the multi-modal
sarcasm detection and humor classification in conversational
dialog, which to our knowledge is the first dataset of its kind; (2)
we propose MSH-COMICS| a novel attention-rich neural architec-
ture for the utterance classification. We learn efficient utterance
representation utilizing a hierarchical attention mechanism that
attends to a small portion of the input sentence at a time. Further,
we incorporate dialog-level contextual attention mechanism to
leverage the dialog history for the multi-modal classification. We
perform extensive experiments for both the tasks by varying
multi-modal inputs and various submodules of MSH-COMICS. We
also conduct comparative analysis against existing approaches.
We observe that MSH-COMICS attains superior performance
over the existing models by >1 Fl-score point for the sarcasm
detection and 10 F1-score points in humor classification. We
diagnose our model and perform thorough analysis of the results
to understand the superiority and pitfalls.

Index Terms—Sarcasm detection, humor classification, code-
mixed, Hindi-English, conversational dialog, contextual attention,
hierarchical attention, multi-modality.

I. INTRODUCTION

Unlike traditional sentiment [[1} [2, [3} 4] or emotion [5}, 16, 7,
8., 19]] classification, sarcasm or humor detection in a standalone
textual input (e.g., a tweet or a news headline) is a non-trivial
task due to its below-the-surface semantics. Most of the time,
the surface-level words carry sufficient cues in the text to
detect the expressed sentiment or emotion. However, sarcastic
or humorous inputs do not offer such simplistic information
for classification. Instead, the expressed semantic information
in sarcastic or humorous inputs often have dependency on
the context of the text, and it is important to leverage the
contextual information for the identification task. Moreover,
in many cases, the presence of multi-modal signals, such as
visual expression, speech pattern, etc., provide auxiliary but
crucial cues for sarcasm or humor detection. At times, they
are the only cues that support a sarcastic’humorous expression.
For example, it is extremely difficult (or nearly impossible) to

*Equal contribution.

IMasaC can be vaguely pronounced as Mazaak (Joke) in Hindi.

2MSH-COMICS is short for Multi-modal Sarcasm Detection and Humor
Classification in COde-MIxed ConversationS.

Code-mixed
Original: Sachin ne 21 years pehle apna debut match khela tha.
Translation: | Sachin played his debut match 21 years ago.
Code-switched
Original: Agle hafte meri garmi ki chuttiyan shuru hone wali hain.
I am planning to go to Europe during my vacation.
Translation: | My summer vacation is starting next week. I am planning
to go to Europe during my vacation.

TABLE I: Examples for the code-mixed and code-switched
inputs. Blue-colored text represents English words and red-
colored text signifies Hindi words.

detect sarcasm in the text ‘Thanks for inviting me!” without any
context or other information. However, the same is less chal-
lenging if multi-modal signals accompany the text (e.g., the
disgusting facial expression, gaze movement, or intensity/pitch
of the voice while uttering the text) or the context (e.g., the
text was preceded by a dispute/argument/insult).

A conversational dialog records the exchange of utterances
among two or more speakers in a time series fashion. Thus,
it offers an excellent opportunity to study the sarcasm or
humor in a context. A few previous attempts [10, [11} [12] on
sarcasm classification involved multi-modal information in a
conversation to leverage the context and extract the incongruity
between the surface and expressed semantics. Similarly, many
studies [13 [14] employed images and visual frames along
with the text to detect humor. Surveys on multi-modal analysis
150 116, 17, 18l (19, 20] reveal two prime objectives while
handling multi-modal contents: (a) to leverage the distinct
and diverse information offered by each modality, and (b) to
reduce the effect of noise among the multi-modal information
sources. Usually, the solution to a natural language processing
task handles only a single language. However, with the global-
ization of languages, many applications demand for solutions
that can handle more than one language at a time. Thus, a
new frontier of multi-lingual processing has emerged. India is
a multi-lingual country, and a vast population are comfortable
with more than one language. Their comfort is apparent in
the regular usage of words from multiple languages to form
a single sentence in both writing and speaking. For example,
the text ‘Sachin ne 21 years pehle apna debut match khela
tha.’ (‘Sachin played his debut match twenty one years ago.”)
has three English words (i.e., ‘years’, ‘debut’, and ‘match’)
and one named-entity (i.e., ‘Sachin’), while the rest of the
words are part of romanized Hindi language. Similarly, it is
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common to switch languages for the consecutive sentences as
well. For example, two sentences in Table[I]are in two different
languages — not only their words are in different languages, but
also they follow language-specific syntactic structure. These
two variants are usually termed as the code-mixed and code-
switched inputs, respectively.

Though the code-mixed and code-switched inputs are natu-
ral in a multi-lingual culture, they offer a significant challenge
in the automatic processing of such text. The foremost task
in handling code-mixed input is the language identification
of each word. Dictionary-based lookup is a trivial solution
to identify language-specific words; however, the complexity
escalates when a token (in transliterated form) is a valid word
in more than one language. For example, the word ‘main’ has
the meaning ‘important’ in English, while it also means ‘I’ in
Hindi. Once the language is identified for each word, litera-
ture suggests language-specific processing for the downstream
tasks in a trivial setup. Recently, the quest of handling multi-
lingual inputs in a deep neural network architecture has paved
the way for the development of more sophisticated multi-
lingual/cross-lingual word representation techniques [21} 22].

Most of the existing datasets for the multi-modal sarcasm
and humor detection involve only monolingual data (pri-
marily English). To explore the challenges of code-mixed
scenarios, in this paper, we introduce MaSaC, a new multi-
modal contextual sarcasm and humor classification dataset
in English-Hindi code-mix environment. MaSaC comprises
~1,200 multi-party dialogs extracted from a popular Indian
television show ‘Sarabhai vs. Sarabhai’ It contains ~15,000
utterance exchanges (primarily in Hindi) among the speakers.
We manually analyze all the utterances and mark the pres-
ence/absence of sarcasm and humor for each of them (c.f.
Section |V| for detailed description).

To evaluate MaSaC dataset, we propose MSH-COMICS, a
multi-modal hierarchical attention framework for the utterance
classification in conversational dialogs. At first, we encode the
textual utterance representation using a hierarchy of localized
attention over the tokens in a sentence. In the next step, we
learn the modality-specific dialog sequence using LSTM [23]]
layers. Further, to leverage the contextual information, we
employ three attention mechanisms that learn the importance
of preceding utterances with respect to each of the textual,
acoustic, and textual+acoustic modalities. Since one of the
prime concerns in multi-modal analysis is to counter the
presence of noise among modalities, we employ a simple
gating mechanism that aims to filter the noise in accordance
with the interactions among the modalities. Finally, we utilize
the filtered representations for the sarcasm and humor classi-
fication.

Experimental results suggest significant performance for
both the sarcasm and humor classification tasks. We also
evaluate MaSaC on the existing multi-modal contextual sen-
tence classification systems. The comparative study reveals
that MSH-COMICS yields superior performance compared to
the baselines for both the tasks.

The contributions of the current work are as follows:

3https://www.imdb.com/title/tt 1518542/

« We develop MaSaC, a qualitative multi-modal dataset for
the sarcasm detection and humor classification.

o We propose a novel architecture for the multi-modal con-
textual sentence classification.

o« We provide strong baselines for the two tasks on the
proposed dataset.

« We report detailed analysis of the experimental results and
the reported errors.

o Through our developed MaSacC dataset, we offer an oppor-
tunity to the community to carry forward the research on
the code-mixed environment in Indian contextE]

The rest of the paper is organized as follows: We formulate
the problem in Section [lI, while Section reports relevant
related works. In Section [[V] we describe our proposed model.
We elaborate on the dataset development in Section [V] Section
presents our experimental results and necessary analysis.
Finally, we conclude the paper in Section

II. PROBLEM DEFINITION

Sarcasm is defined as an expression meant to criticize,
taunt, or hurt someone’s feeling in a sober and explicitly non-
disrespectful manner. On the other hand, humorous statements
aim to incite amusing or comic feelings with the intention to
make their audience laugh. A light-hearted sarcastic statement
which does not offend the target can be interpreted as humor-
ous. However, it is important to note that all sarcastic state-
ments may not be amusing, whereas a humorous expression
is always intended to amuse the listeners.

In the current work, our objective is to identify all the
instances of sarcastic or humorous utterances in a multi-
speaker conversational dialog. Given a sequence of utterance
U = (u1,us,...,uy) in a dialog video, we wish to classify
each utterance into — (i) sarcastic or non-sarcastic, and (ii)
humorous or non-humorous. Each utterance w,; has multiple
representations corresponding to the available modalities, i.e.,
visual frames of the utterance uy acoustic signals of the
utterance uf‘, and the utterance transcripts uiT. In our study, we
do not account for the visual frames while learning the model.
A valid explanation for leaving out the visual modality is due
to the presence of multiple actors in a frame, and most of
them do not offer any constructive assistance to the model.
We argue that the inclusion of the visual frames in the model
would defile the learning process by attending to irrelevant
content (or noise).To support our claim, in Figure [T} we show
one of many such scenarios. Therefore, we employ only the
textual and acoustic features in our model.

III. RELATED WORK

In this section, we present a survey of the literature on
the sarcasm detection and humor classification focusing on
the following three dimensions — context, multi-modality, and
Indian languages.

Sarcasm Detection: Sarcasm detection is an interesting as
well as a challenging task. It has gained significant attention
in the last few years [24} 25, 26} 27, 28} 29]. Earlier work on

4https://github.com/LCS2-IIITD/MSH-COMICS..git
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Kyun? Mene to apna bhensa building ke bahar park kiya hai... [Humour]

(Why? I have parked my bull outside the building...)

Fig. 1: An example frame highlighting the irrelevant visual
content considering the humour (or sarcasm) prediction, and
the model may defile the learning process by attending to
irrelevant contents (or noise).

sarcasm detection involves investigation on the lexical aspects
of the text expressing sarcasm [24]. More specifically, the au-
thors studied the influence of adjectives, adverbs, interjections,
and punctuation marks in sarcasm detection, and showed that
their presence have positive correlation (though small) with
the sarcastic text. Tsur et al. [26] proposed a semi-supervised
approach for sarcasm discovery in Amazon product reviews.
The authors employed punctuation and pattern-based features
to classify the unseen samples using a kNN classifier. A similar
study on tweet was proposed in [25]]. Other works claimed the
presence of sentiment shift or the contextual incongruity to be
an important factor in accurate sarcasm prediction [27]. Son
et al. [30] proposed a hybrid Bi-LSTM and CNN based neural
architecture for the sarcasm detection.

Most of the above studies involve sarcasm discovery in
the standalone input - which are reasonably adequate for the
sentence with explicit sarcastic clues. However, for the implicit
case, more often than not, the context in which the sarcastic
statement was uttered is of utmost importance [31, 32, [33]].
Joshi et al. [31] exploited the historical tweets of a user
to predict sarcasm in his/her tweet. They investigated the
sentiment incongruity in the current and historical tweets, and
proposed it to be a strong clue in the sarcasm detection.
In another work, Ghosh et al. [34] employed an attention-
based recurrent model to identify sarcasm in the presence
of a context. The authors trained two separate LSTMs-with-
attention for the two inputs (i.e., sentence and context), and
subsequently, combined their hidden representations during
the prediction. The availability of context was also leveraged
by [32]. The authors learned a CNN-BiLSTM based hybrid
model to exploit the contextual clues for sarcasm detection.
Additionally, they investigated the psychological dimensions
of the user in sarcasm discovery using 11 emotional states
(e.g., upbeat, worried, angry, depressed, etc.).

Although a significant number of studies on sarcasm detec-
tion have been conducted in English, only a handful attempts
have been made in Hindi or other Indian languages [35} 36].
One of the prime reasons for limited works is the absence
of sufficient dataset on these languages. Bharti et al. [36]]
developed a sarcasm dataset of 2,000 Hindi tweets. For the
baseline evaluation, they employed a rule-based approach that

classifies a tweet as sarcastic if it contains more positive
words than the negative words, and vice-versa. In another
work, Swami et al. [35] collected and annotated more than
5,000 Hindi-English code-mixed tweets. They extracted n-
gram and various Twitter-specific features to learn SVM and
Random Forest classifiers. Though the dataset proposed by
Swami et al. [35] and MaSaC involve Hindi-English code-
mixed inputs, they differ on the contextual dimensions, i.e., the
instances in their dataset are standalone and do not have any
context associated with them, whereas, the sarcastic instances
in MaSacC are a part of the conversational dialog. Moreover,
MaSacC also includes multi-modal information for each dialog.

Recently, the focus on sarcasm detection has shifted from
the text-based uni-modal analysis to the multi-modal analysis
[LOL [11]]. Cai et al. [10] proposed a hierarchical fusion model
to identify the presence of sarcasm in an image in the pretext
of its caption. The authors exploited the incongruity in the
semantics of the two modalities as the signals of sarcasm.
Another application of the multi-modal sarcasm detection is in
the conversational dialog system. During the conversation, it is
crucial for a dialog agent to be aware of the sarcastic utterances
and respond accordingly. Castro et al. [[L1]] developed a multi-
speaker conversational dataset for the sarcasm detection. For
each sarcastic utterance in the dialog, the authors identified a
few previous utterances as the context for sarcasm. The dataset
developed in the current work is on the similar line except two
major differences: (a) MaSaC contains Hindi-English code-
mixed utterances, which is the first dataset of its kind; and (b)
instead of defining the explicit context, we let the model learn
the appropriate context during training.

Humor Detection: Like sarcasm detection, computational
humor analysis is a fascinating but subtle task in the domain
of natural language processing. Recent literature suggests
that contextual information plays an important role in com-
putational humor detection [14}, [13]. However, due to the
complexity in processing the contextual information, many
of the earlier studies aim to identify humorous contents in
standalone text without consulting the context [37, 38, 139} 140]].
Their prime inputs are one-liners or punchlines - which usually
have rich comic or rhetoric content to attract someone’s atten-
tion. Though the strategy of detecting humor in standalone
texts seem appealing, often the absence of context makes it
extremely difficult (even for humans) to interpret the humorous
content. Moreover, the textual form of the humorous contents
are complemented with other crucial non-verbal signals such
as animated voice, impersonation, funny facial expression,
etc. This difference in acoustic features between humorous
and non-humorous utterances is validated by Amruta et al.
[41] Many researchers have exploited these meta-data for
humor classification [|13) |14, 42]. Hasan et al. [[13] extended
humor classification in punchlines by considering both the
contextual and multi-modal information. The authors utilized
Transformer’s [43] encoder architecture to model the contex-
tual information in addition to the memory fusion network [44]]
for combining the multi-modal signals. Bertero and Fung [14]]
relied on the text and acoustic features for contextual humor
classification. Dario et al. [42] treated the humor classification
task as sequence labelling and employed conditional random
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Fig. 2: System architecture of MSH-COMICS. Each instance is a sequence of utterances in a conversational dialog, and the
classification is performed for each utterance. H-ATNY computes efficient textual representation for each utterance in the
dialog. C-ATN® learns attention weights of the contextual (preceding) utterances considering the acoustic (), textual (3), and
cross-modal () patterns. Filtering mechanism reduces the effect of noise in the learned representation of individual modality.

field to get the output. In the context of Indian languages,
the study on humor classification, like any other NLP task, is
limited. To the best of our knowledge, Khandelwal et al. [45]]
is one of the first studies that involve humor classification in
Hindi-English code-mixed language. They developed a dataset
of ~3,500 tweets with almost equal number of humorous and
non-humorous tweets. The authors bench-marked the dataset
on SVM classifier using bag-of-word features. Sane et al. [46]]
improved the state-of-the-art on the same dataset using neural
models. In comparison with MaSacC, the dataset of Kandelwal
et al. [45] lacks both the contextual as well as multi-modal
information. Furthermore, Ma SaC has significantly more num-
ber of instances, and annotations for two tasks, i.e., sarcasm
and humor detection.

IV. METHODOLOGY

In this section, we describe MSH-COMICS, our proposed
system for sarcasm and humor classification. Figure 2| presents
a high-level architectural overview of MSH-COMICS. It takes
a sequence of utterances (a dialog) as input and produces a
corresponding label for each utterance.

To learn the context of the dialog, we employ two LSTMs
on top of textual (uiT) and acoustic (u{l) representations of
dimensions d” and d*, respectively.

hit = LSTM™(u, hit ) (1

l = LSTM™ (ul',hl ) ()

where hft € R4" and I e R4 are the learned
hidden representations for acoustic and textual modalities,
respectively. The textual representation (u) is computed
through an application of the utterance-level hierarchical
attention module (discussed later), whereas, the acoustic
representation (u{l) is obtained through an audio processing
tool, Librosa [47] (c.f. Section [V-C).

Dialog-level contextual attention (C-ATN”): Subsequently,
we employ three separate attention modules that compute at-
tention weights (i.e., v, 8, and y) of the contextual (preceding)
utterances considering the acoustic pattern, textual pattern, and
cross-modality pattern.

A
a; = iexp(hi ) " (3)
> =1 exp(hy)
exp(h])
i = oo )
Zj:l exp(th)
h;
%= exp(l) 5)

et xe(ar) exp(h)

These attention weights signify the importance of contextual
utterances uq,...,u;_1 for the classification of utterance u;.
Therefore, we compute the mean of the contextual attended
vectors for each hidden representation h;. Further, we utilize
the residual skip connection [48]] to form the final attended

A

representations iLi , iLZT and iAL{‘T corresponding to the acous-

tic, textual, and cross-modal attention modules, respectively as
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follows:
hE o= oxhi /i@ h (6)
k
hl = > Bl jie hl @)
k
WA = > i 2i @b @ bl ®)
k,XE(A,T)

where @ is the concatenation operator. Collectively, we term
these three attention modules as the dialog-level contextual
attention module C-ATN®, i.e., C-ATN? = [h2, T hAT). In
the subsequent steps, we consume these representations for
the final classification.

Filtering: Prior to feeding these representations to the fully-
connected layers, we incorporate a noise filtering mechanism
[49] to enhance the representation for each modality. The
intuition behind the filtering mechanism is to learn the in-
teraction among the available modalities, which has not been
incorporated in the model so far, and subsequently, filter
the noise in correspondence with the other modalities. We
argue that the filtering mechanism provides assistance to the
model to pass only the relevant features such that the filtered
representations of different modalities can complement each
other in retaining the diverse and distinct features. For each
modality, we implement filtering as follows:

—
[N

tanh(h) - o(hAT) 9)

tanh(hT) - o(hAT) (10)

where o(-) refers to the sigmoid function and is learned
during the training. Since o(-) lies in the range [0, 1], it
controls the amount of information that can pass through the
filter, i.e., a value close to O signifies extremely irrelevant
information and is blocked, whereas, for a value approaching
1, all the information can be forwarded to the upper layers.
Finally, we take the filtered representations along with the
cross-modal attended vector for the final classification.

Hierarchical attention module H-ATNY: One of the crucial
aspects of a deep neural architecture for any natural language
processing task is the efficient input representation. Literature
suggests the availability of many techniques to obtain an
efficient sentence vector from the word-level embeddings,
e.g., mean of constituent word embeddings, the last time-
step representation in a recurrent layer, etc. However, a
significant challenge in such approaches is to reduce the
effect of irrelevant words and to find relations among the
far apart words in the sentence. In this paper, we propose a
hierarchical attention module H-ATNVY to learn the significance
of constituent words in the final sentence vector. We apply a
series of localize attentions, each one attending to a small
portion of the sentence. For example, AmWidthV=3 signifies
that each attention mechanism attends to a sequence of three
words only, and a context vector is obtained by taking a mean
of the attended vectors followed by a linear layer with ReLU

Algorithm 1 Utterance-level Hierarchical Attention (H-ATNY)

procedure H-ATNY ([w1, ., wn] = W, X = AmWidth")
for ke 1,...,N do
CVV(O,]C) = RSLU(UH)
M = ceiling((N —1)/(X — 1))
forlc1,...,M do
Q=N-(IxX)+1
for ke1,..,Q do
Cl,k = Attention(CV(l,Lk.), ceny CVY(Z,L;CJrX,l))

b1k = (le R C‘/(l—l,k+i—1))/X
CVi,ky = ReLU (¢1,k)
return C'Vis 1

procedure Attention(C'V(yy,...,CV(x))

foriel,....,X do
exp(CV(,i>)

G = S5 exp(CV(y)

return ¢

activation. As a consequence, we obtain N - AmWidthY + 1
context vectors at the first hierarchical level /=1, where N
is the number of words in a sentence. Similarly, we apply
localized attentions at the second hierarchical level /+1, i.e.,
on N - AmWidthV + 1 context vectors. Following this process,
we compute localized attention for [Wj
levels, and at the final level, we obtain a single context vector
representing the entire sentence. It is to be observed that, as
we go higher in the hierarchy, H-ATNY attends to a wider
sequence of words, thus offers a mechanism to extract long-
term relations. We formulate the utterance-level hierarchical
attention mechanism in Algorithm

hierarchical

V. DATASET PREPARATION

Our multi-modal sarcasm and humor classification dataset
is based on the video clips of the popular Indian comedy TV
show ‘Sarabhai vs. Sarabhai’. The show resolves around the
day-to-day life of five family members, namely, Indravardan
(aka Indu), Maya, Saahil, Monisha, and Roshesh, with a
few infrequent characters. Each scene of the show involves
conversation among two or more speakers, and based on the
speaker, we split the conversation into utterances. In all, we
extract more than 15K utterances from 400 scenes spread
across 50 episodes. We refer to the conversation (or sequence
of utterances) in each scene as a standalone dialog. For each
utterance in the dialog, we assign appropriate sarcasm (sarcas-
tic or non-sarcastic) and humor (humorous or non-humorous)
labels. Thus, the context for any utterance is restricted to
the conversation in the current dialog only. We employed
three annotators for assigning sarcasm and humour labels to
each utterance. Finally, we aggregate the annotations using
majority voting. We also calculate the Cohen Kappa inter-rater
agreement score for the annotations. The average score for
humor classification is 0.654, whereas for sarcasm detection
it is 0.681.

A. Data Preprocessing

The multi-modal information extraction from a comedy
video poses two primary challenges: (1) alignment of the
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#Dialog | #Utterance | #Speaker/Dialog Utterance Len . .Vocab . . Labels
Avg Max Hindi | English | Sarcastic | Humorous
Train 1100 14000 3 (Ave) 20 128 27574 2462 2748 5054
Test 90 1576 8664 669 391 740

TABLE II: Statistics of MaSaC for code-mixed sarcasm and humor classification. For each utterance, we extract the visual,

acoustic, and transcript of the dialog.

Speakers (Characters)
Indravardan [ Maya [ Saahil [ Monisha [ Roshesh
1383 ‘ 826 ‘ 692 ‘ 115 ‘ 123

Sarcastic

Humorous 2391 1733 733 769 168

TABLE III: Speaker-wise sarcastic and humorous utterance
distribution in MaSac.

multi-modal signals, and (2) laughter removal from the acous-
tic signal. For the alignment, we mark the boundary of each
utterance on the time spectrum for mapping the corresponding
speech and visual frames. This was performed by detecting a
prolonged silence in the video, and subsequently, discarding
the silence portions on the time spectrum. As a consequence,
we obtain the boundary for each utterance in the dialog.
Subsequently, we extract the speech signals employing the
Google Speech API-based automatic speech recognition tool,
called Gnani.ail

Like many other comedy shows, our input video also con-
tains audiences’ laugh as they react to the scene. It is a popular
practice to highlight the comic or humorous situation in the
video. Since one of our target tasks is the humor classification,
we remove laughter from the audio signal to avoid the model
to overfit on the audience laugh. We employ open source
AudacityE] tool for the laughter and background noise removal.
Audacity’s algorithm works as follows — It initially identifies
different sound bands corresponding to the laughter frequency
range. It then suppresses the audio frequency signals above the
threshold of the laughter sample frequency. Then a sampling
function is applied to smooth the suppressed audio, resulting
in an audio file with reduced laughter frequency bands.

B. Data Statistics

In Table we list the dataset statistics along with the
annotated class label counts. We split the dataset into train and
test set with 1,100 and 90 dialogues, respectively. Furthermore,
we use 10% of train set as the validation set during experi-
ments. Out of 14,000 utterances in the train set, the number
of sarcastic and humorous utterances are 2,748 and 5,054,
respectively. Similarly, the test set comprises 391 sarcastic
and 740 humorous utterances. Table [lI] also lists the word
distribution for the Hindi-English code-mixed input. MaSaC
consists of ~36,000 Hindi and ~3,000 English words.

We also present the speaker-wise sarcastic and humorous
statistics in Table Out of the five speakers, one speaker
stands out in both sarcastic and humorous utterances, i.e.,
Indravardan, followed by Maya, Saahil, and others.

3Gnani.ai
Shttps://github.com/audacity/audacity/blob/master/src/effects/
NoiseReduction.cpp

An excerpt from MaSaC dataset representing a dialog is
presented in Table The dialog comprises 10 utterances
between two speakers, Maya and Indravardhan. The transcripts
are mainly in romanized Hindi with many English words
(27 out of total 180 words) in between, such as [phone] in
utterance ui, [come, on, don’t & cry] in uy, [please, you &
know] in us, [come, on & vegetable] in ug, and so on. For each
utterance, we also report the annotated labels for the sarcasm
and humor, i.e., two utterances (u4 and uy) are annotated as
sarcastic and four utterances (us, ugz, u4 and u6) are annotated
as humorous.

C. Feature Extraction

We employ pre-trained FastText multilingual word embed-
ding model [21, [22] and Librosa [47] tool for the textual
and acoustic representations, respectively. For each token in
the utterance, we extract a 300-dimensional word vector.
Following the uncased version, we obtain embedding coverage
for more than 90% of vocabulary words. For the acoustic
representation, we use Librosa [47] tool to extract the acoustic
features for each frame — we extract the maximum possible
(128) MFCCs (Mel-frequency cepstral coefficients) for every
frame. To obtain the utterance-level acoustic representation,
we follow the standard acoustic feature extraction technique
[S0L I51L 152] by utilizing a time distributed 1D convolution
layer on top of MFCCs of all frames. We do not use visual
signals in our models because the quality of visual frames
present in our dataset was not good enough, and thus the
features extracted from these frames were acting as noise.

VI. EXPERIMENTS AND ANALYSIS
A. Experimental Setup

We implemented our model in Python-based PyTorch deep
learning library. For the evaluation, we compute precision,
recall, Fl-score, and accuracy for both the tasks. Though we
compute and report both accuracy and Fl-score for the sake
of completeness, our preferred evaluation criteria is F1-score
due to the unbalanced label distribution of classification labels
(e.g., sarcastic/non-sarcastic: 391/1185) in the dataset. We
employ forward LSTM [23] to learn the contextual pattern of
the dialog, where each state of the recurrent layer learns a 128
dimensional hidden vector. We set dropout= 40% [53], batch
size= 32, and ReLU [54] as the activation function for the
experiments. At the output, we employ sigmoid with binary
cross-entropy to compute the loss. Subsequently, the computed
loss is backpropagated utilizing the Adam [55]] optimizer.

B. Experimental Results

For the utterance-level localized hierarchical attention
mechanism, we experiment with varying attention widths


Gnani.ai
https://github.com/audacity/audacity/blob/master/src/effects/NoiseReduction.cpp
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Modality Model Sarcasm Detection Humor Classification
Pre ‘ Rec ‘ F1 ‘ Acc Pre ‘ Rec ‘ F1 ‘ Acc
. LSTM(A) 0.419 | 0.146 | 0.216 | 0.738 || 0475 | 0.139 | 0.215 | 0.523
Acoustic (A) LSTM(H-ATNA) 0383 | 0.129 | 0.193 | 0.537 || 0.445 | 0.171 | 0247 | 0.463
LSTM(A) + C-ATNP 0422 | 0222 | 0290 | 0.628 || 0.400 | 0.570 | 0.470 | 0.851
LSTM(H-ATN?) + C-ATNP 0254 | 0207 | 0228 | 0.537 || 0273 | 0.597 | 0.375 | 0.619
LSTM(Tavg) 0.569 | 0.558 | 0.563 | 0.669 || 0.753 | 0.617 | 0.678 | 0.867
Text (T) LSTM(TBERT) 0.646 | 0.524 | 0.579 | 0.774 || 0.707 | 0.667 | 0.687 | 0.717
LSTM(H-ATNY) 0.862 | 0.573 | 0.688 | 0.871 || 0.711 | 0.724 | 0.717 | 0.735
LSTM(H-ATNY) + C-ATNP 0.833 | 0.601 | 0.698 | 0.871 || 0.760 | 0.830 | 0.793 | 0.797
Visual (V) LSTM(V,) 0.113 | 0.084 | 0.096 | 0.178 || 0.161 | 0.105 | 0.127 | 0.226
LSTM(V) 0318 | 0.127 | 0.182 | 0.310 || 0.387 | 0.179 | 0.245 | 0.491
LSTM(A) + LSTM(Tyu4) 0.571 | 0.401 | 0.563 | 0.789 || 0.528 | 0.662 | 0.587 | 0.628
Text+Acoustic LSTM(A) + LSTM(H-ATNY) 0.801 | 0.586 | 0.674 | 0.865 || 0.809 | 0.801 | 0.805 | 0.818
(T+A) LSTM(A) + LSTM(H-ATNY) + C-ATNP 0.865 | 0.555 | 0.676 | 0.868 || 0.755 | 0.832 | 0.797 | 0.807
LSTM(A) + LSTM(H-ATNY) + C-ATNP + Filter 0.811 | 0.636 | 0.711 | 0.873 || 0.785 | 0.858 | 0.820 | 0.823
Text+Acoustic+Visual LSTM(Vy) + LSTM(A) + LSTM(H-ATNY) + C-ATNP + Filter | 0.695 | 0.596 | 0.642 | 0.726 || 0.800 | 0.747 | 0.773 | 0.810
(T+A+V) LSTM(V,) + LSTM(A) + LSTM(H-ATNY) + C-ATNP + Filter | 0.748 | 0.571 | 0.647 | 0.774 || 0.762 | 0.775 | 0.768 | 0.792

TABLE IV: Experimental results for the sarcasm detection and humor classification. All models of each task are separately
trained and evaluated. A — Acoustic features from Librosa; H-ATNY — Utterance-level hierarchical attention mechanism over
textual modality ; H-ATN“ — Utterance-level hierarchical attention mechanism over acoustic modality; C-ATN? — Dialog-
level contextual attention mechanism; 7,,, — Textual Utterance embedding computed as an average of the constituents word
embeddings; V, — Visual features from Affectiva; V; — Visual features from GoogleNet.

AtmWidthY in the range [2,5], and obtain AmWidthV = 3 to
be the optimal value. Similarly, for the dialog-level modality-
specific attention mechanism, we observe that AmWidth® =
5 is best suited for the sarcasm and humor classification. We
also experimented with visual features. We used the Affectiva
AP and the GoogleNet Model [56] to obtain the visual
expression features. Model LSTM(V,) and LSTM(V,) in Table
represent the case when only Affectiva and GoogleNet
visual features are used for classification respectively. The last
row of the table illustrates the case when all three modalities
are used in our model. It can be observed that the results using
only visual features are far from satisfactory. This behavior
can be attributed to the fact that the video frames present
in our dataset have low quality frames. Table reports the
experimental results for both the tasks. It is to be noted that
we train and evaluate all the models for both tasks separately.

1) Uni-modal evaluation — Acoustic: The first four rows
of Table list the results where we classify the utterance
employing the acoustic signals only. We obtain accuracies
of 73.8% and 52.3% using LSTM(A) model for the sarcasm
and humor classification, respectively; whereas, F1-scores of
21.6% and 21.5% are reported for the two tasks, respectively.
The possible explanation for low F1 score would be the
absence of any semantic entity in the representation — acoustic
feature mainly captures the intensity, excitation mode, pitch,
etc. Together with the textual feature, which contains semantic
entities (words), the acoustic feature assists the model in lever-
aging the acoustic variations (e.g., excitement) for sarcasm
and humour classification. Subsequently, we incorporate a
dialog-level contextual attention mechanism C-ATN? over the
LSTM layer (i.e., LSTM(A) + C-ATN” model) and observe
performance improvements of ~8 and ~26 points in F1-
scores for the sarcasm detection and humor classification,
respectively. The performance difference between the two
models for both tasks is primarily due to the reduction in

Thttps://github.com/cosanlab/affectiva-api-app

false negatives (and thus improvements in the recall values).
Moreover, we credit the improvement to the attention module,
which provides crucial assistance to the model in identifying
the underrepresented sarcastic and humor classes. In other
words, it helps the model to exploit the semantics of the
relevant (attended) context in classifying the utterance as
sarcastic or humorous. We also experiment with acoustic
feature obtained from utterance-level hierarchical attention
module, H-ATN“. We observe a performance decrease of ~7
and ~10 in F1 scores for sarcasm and humor classification
respectively when we use H-ATN“ instead of A. Thus, we
continue with using A as our acoustic features. Another
important observation suggests that the width of contextual
attention (i.e., the number of contextual utterances considered
in the attention computation) has an effect on the systems’
performance. As we increase the attention width (AtnWidth”)
beyond five utterances, the performance of the systems begins
to degrades. It suggests that the context of sarcasm or humor
usually resides in the close proximity of the target utterance -
which intuitively follows the real world as both sarcasm and
humor lose their effect and relevancy, if delayed for a longer
period. On the other hand, smaller AmWidth® does not offer
sufficient context for the model to learn. Hence, for rest of the
experiments, we choose AmWidthP=5.

2) Uni-modal evaluation — Textual: Similar to the acoustic
modality, we also perform experiments with only the textual
modality. In total, we perform four variants, i.e., LSTM(T5,,),
LSTM(H-ATNY), LSTM(Tsrrr) and LSTM(H-ATNY) + C-
ATNP . The first variant is a vanilla LSTM based classification
model trained on the textual utterance embeddings - which is
computed as the mean of FastText multilingual embeddings
of constituent words, and is represented as 7, . The second
variant, LSTM(H-ATNV), is similar to the first except that
the textual utterance embeddings is computed utilizing the
utterance-level hierarchical attention module. The third variant
is also similar to the first two with the difference of type or
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utterance embedding used. In this variant, we experimented
with BERT [57] to get the utterance embeddings. The fourth
variant is an extension of the second where we also in-
corporate the dialog-level contextual attention in classifying
the utterances. We evaluate all these variants on both tasks
and report the results in the third, fourth, and fifth rows of
Table In the sarcasm detection, we obtain Fl-scores of
56.3%, 68.8%, and 69.8% for the three variants, respectively.
Similarly, the models yield 67.8%, 71.7%, and 79.3% F1-
scores in the humor classification. We can observe that the
incorporation of utterance-level hierarchical and dialog-level
contextual attention mechanisms have positive effect on the
overall performance in both tasks.

3) Bi-modal evaluation — Textual + Acoustic: Next, we
leverage the availability of both modalities (i.e., text and
acoustic) for training MSH-COMICS. We learn two separate
LSTMs for each modality, and at each step, we combine
the two representations together utilizing the three dialog-
level contextual attention modules, i.e., text-specific contextual
attention, acoustic-specific contextual attention, and cross-
modal contextual attention on both text and acoustic signals.
Further, we incorporate a gating mechanism to filter out
the noise from the learned representations. Similar to the
earlier case, we also experiment with the two variants of the
textual representations, i.e., a mean vector Tg,, and the vector
computed by employing hierarchical attention H-ATNY. The
Text+Acoustic part of Table [[V]| report the ablation results for
the different combinations of individual components - with
the last row representing the complete model, as depicted in
Figure [2

The first model wunder the bi-modal inputs (i.e.,
LSTM(A)+LSTM (1T 4,4) model) yields 56.3% and 58.7.0% F1-
scores for the sarcasm and humor classification, respectively.
It can be observed that the simple addition of the acoustic
information to the textual information does not effect the
performance of the system (LSTM(A)+LSTM(T,y4)) in a
positive way, as compared to the system (LSTM(T4,4)) with
textual information only (c.f. row three of Table [[V). We
observe a performance drop of 9 point in Fl-score in humor
classification and no changes in case of sarcasm detection.
Similarly, we see ~2% drop in the accuracies values with
the simple incorporation of acoustics signal for both tasks.
This phenomenon can be attributed to the fact that the two
modalities does not complement each other in the feature
space and treat each other as the potential noise. We argue
that the fusion of two modalities should be performed in
an intelligent way such that they complement each other
in the model training, and our incorporation of the filtering
mechanism in the proposed model, indeed, assists the system
to extract the complementary features only.

The second model, LSTM(A) + LSTM(H-ATNV), and the
third model LSTM(A) + LSTM(H-ATNY) + C-ATNP) with
bi-modal inputs, reflect the incorporation of utterance-level
hierarchical and the dialog-level contextual attention modules.
However, similar to the previous case, acoustic signal does
not have a positive influence on the results for the sarcasm
detection.

In the subsequent experiment, we evaluate our complete

model on the two tasks, i.e., with the incorporation of filtering

mechanism to dictate the complementary feature extraction.

The proposed model yields the best Fl-scores of 71.1% and

82.0% for the sarcasm and humor classification - approxi-

mately 4% and 2% jump in Fl-scores of both sarcasm and

humor classification, as compared to the model without filter-
ing mechanism (c.f., second last row of Table [I[V). Moreover,
it is also evident that the filtering mechanism leverages the
acoustic signals in association with the textual information
with a ~2% jump in Fl-scores compared to the text-based
model. We also observe improvements in accuracy values for
the two tasks as well.

In summary, we observe the following phenomena:

e As evident from the obtained results, the textual utterance
embedding computed using hierarchical attention mecha-
nism extracts richer features than the mean vector.

o The dialog-level contextual attention module learns relevant
context to conceive below-the-surface semantic for the target
utterance.

o The filtering mechanism helps the system to extract relevant
information from a modality in the proximity of others.

C. Joint-learning of Sarcasm and Humor

Since the two tasks are related in the problem space, i.e.,
both are classification tasks and both have dependencies on
the context to extract the hidden semantics, we learn the
sarcasm and humor classification tasks in a joint framework.
The base architecture (till the filter module) for the joint-
learning remains the same as earlier. We only add task-specific
layers at the output, i.e., the architecture is extended with two
branches corresponding to the two tasks after the filter module.
During training, we compute loss at both the branches and
propagate them back to the network. The results obtained using
the joint-learning approach are reported in Table [V} We repeat
the same set of experiments as in the case of separate learning
(c.f. Table [IV).

We can observe that the obtained results follow the same
trend as in the case of separate learning. The usage of
hierarchical attention, contextual attention, and the filtering
modules help the system to obtain the F1-scores of 68.6% and
81.4% for the sarcasm detection and humor classification, re-
spectively. However, excluding the filtering module, the system
yields inferior Fl-scores of 65.4% and 80.7%, respectively.
Moreover, the incorporation of acoustic information without
filtering mechanism also degrades the performance of the
system.

In comparison with the separate learning of two tasks,
the joint-learning architecture yields lesser performance by
2.5 and 0.6 points in Fl-scores; however, it requires lesser
(approximately half) parameters to learn, and hence is about
50% less complex than the two separate models combined.

D. Comparative Analysis

We also perform comparative analysis by evaluating the
existing systems on MaSacC. In particular, we evaluate MaSaC
dataset on the following baseline models.

o SVM [58]: We incorporate an SVM classifier on standalone
utterances (without any context) as the baseline system.
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Modality Model Sarcasm Detection Humor Classification
Pre [ Rec [ F1 [ Acc Pre [ Rec [ F1 [ Acc
. LSTM(A) 0.457 | 0.107 | 0.174 | 0.747 0.543 | 0.291 | 0.379 | 0.552

Acoustic (A) A

LSTM(H-ATN*) 0.297 | 0.126 | 0.177 | 0.611 0.391 | 0.255 | 0.309 | 0.442
LSTM(A) + C-ATNP 0.520 | 0.263 | 0.350 | 0.757 0.565 | 0.381 | 0.455 | 0.572
LSTM(H-ATN4) + C-ATNP 0.432 | 0.211 | 0.255 | 0.635 || 0.498 | 0.356 | 0.415 | 0.557
LSTM(T4vg) 0.803 | 0.488 | 0.607 | 0.843 0.749 | 0.818 | 0.782 | 0.786
Text (T) LSTM(H-ATNY) 0.843 | 0.506 | 0.633 | 0.854 0.754 | 0.832 | 0.791 | 0.794
LSTM(H-ATNY) + C-ATNP 0.695 | 0.634 | 0.663 | 0.840 0.745 | 0.877 | 0.806 | 0.801
LSTM(A) + LSTM(T 4 g) 0.675 | 0.537 | 0.598 | 0.821 0.718 | 0.764 | 0.740 | 0.748
Text+Acoustic | LSTM(A) + LSTM(H-ATNY) 0.799 | 0.540 | 0.644 | 0.852 0.776 | 0.824 | 0.799 | 0.806
(T+A) LSTM(A) + LSTM(H-ATNY) + C-ATNP 0.800 | 0.552 | 0.654 | 0.855 || 0.766 | 0.851 | 0.807 | 0.808
LSTM(A) + LSTM(H-ATNY) + C-ATNP + Filter | 0.785 | 0.609 | 0.686 | 0.862 0.756 | 0.882 | 0.814 | 0.811

TABLE V: Experimental results for the joint-learning of sarcasm detection and humor classification. H-ATNY — Utterance-
level hierarchical attention mechanism over textual modality; C-ATN® — Dialog-level contextual attention mechanism. Ty
Textual utterance embedding computed as an average of the constituents word embeddings.

Depending on the textual representation, we evaluate two
variants: a) on the average of the constituent word embed-
dings (T4.4), and b) on the embedding computed using the
hierarchical attention module H-ATNY . For the acoustic sig-
nal, we utilize the raw feature representation as mentioned
in Section [V-C

MUStARD [L1]]: It is an SVM-based system that takes an
utterance and its contextual utterances for the classification.
For the evaluation, we define previous five utterances as
the context and learn the sarcastic and humorous utterance
classification. We experiment with the publicly available
implementatimﬁ provided by Castro et al. [[L1]].

Ghosh et al. [32]: The underlying architecture of Ghosh
et al. [32] also incorporates the contextual information
while classifying an utterance. The authors proposed a deep
neural network architecture that models the contextual and
target utterances using two separate CNN-BiLSTM layers.
Further, the learned representations are combined in DNN
for the classificationf)] Similar to the earlier case, for the
evaluation, we define previous five utterances as context.
The implementation of the model was adopted from [32
DialogRNN [59]: The DialogRNN (DRNN) [59] is one
of the recent classification models capable of handling
conversational dialog. It was originally proposed for the
emotion recognition in conversation (ERC) task; however, it
is the closest approach considering our modeling of the two
tasks, i.e., classifying each utterance in the conversational
dialog. The DRNN architecture encodes speaker-specific
utterances independent of other speakers, and subsequently,
incorporates each speaker-specific sequence to maintain the
dialog sequence. We utilize the implementatio of DRNN
[59] for the evaluation.

In Table [V1} we report the results of above comparative sys-
tems. For each comparative system, we evaluate on both uni-

8https://github.com/soujanyaporia/MUStARD

9Gosh et al. [32] also employed authors’ profile information for the
modeling; however, we did not utilize such information during the evaluation.
10https://github.com/AniSkywalker/SarcasmDetection
https://github.com/declare-lab/conv-emotion

S ‘ Sarcasm Detection H Humor Classification
Systems
‘ Pre ‘ Rec ‘ F1 ‘ Acc ‘ ‘ Pre ‘ Rec ‘ Fl1 ‘ Acc
SVM (Tawg) 0.170 | 0.332 | 0.225 | 0.618 || 0.284 | 0475 | 0.356 | 0.492
_ | SVM (H-ATNY) 0.320 | 0.343 | 0.331 | 0.656 || 0.658 | 0.299 | 0411 | 0.598
E MUSARD [11] 0.510 | 0.404 | 0451 | 0.756 || 0.673 | 0.538 | 0.598 | 0.661
Ghosh et al. [32 0.595 | 0432 | 0.500 | 0.786 0.648 | 0.518 | 0.576 | 0.644
DialogRNN [59 0.751 0.604 | 0.670 | 0.759 0.730 | 0.698 | 0.714 | 0.764
MSH-COMICS 0.833 | 0.601 0.698 | 0.871 0.711 0.724 | 0.759 | 0.735
2 | SVM (Tuvg+A) 0.217 | 0.281 | 0.245 | 0.571 0.389 | 0.370 | 0.379 | 0.431
E SVM (H-ATNY+A) | 0.274 | 0.384 | 0.320 | 0.595 || 0.429 | 0.397 | 0.413 | 0.469
+ | MUSARD [11] 0.520 | 0.458 | 0.487 | 0.761 0.692 | 0.546 | 0.610 | 0.673
% DialogRNN [59 0.725 | 0.690 | 0.708 | 0.761 0.714 | 0.725 | 0.720 | 0.749
& | msE-comICS 0.853 | 0.636 | 0.711 | 0.873 || 0.785 | 0.858 | 0.820 | 0.823

TABLE VI: Comparative study against existing approaches.
MUSARD [11]: SVM-based system with pre-defined context;
Ghosh et al. [32]: CNN-BIiLSTM with pre-defined context;
DRNN [59]: Recurrent model for the classification of each
utterance in the conversational dialog.

modal™ rextual and bi-modal rextual+acoustic information. In
text modality, SVM on T,,, reports mediocre Fl-scores of
22.5% and 35.6% for the sarcasm and humor classification,
respectively. In contrast, the same SVM classifier improves
the performance of two tasks (11% and 6%, respectively)
by utilizing the embeddings of hierarchical attention module.
In comparison, the contextual models (MUStARD [11]] and
Ghosh et al. [32]]) yield decent F1-scores of 45.1% and 50.0%
in sarcasm detection. Similarly, the two comparative systems
obtains 59.8% and 57.6% F1-scores for the humor classifica-
tion. Finally, we evaluate DialogRNN [59]] for both sarcasm
and humor classification, and obtains the best comparative
Fl-scores of 67.0% and 71.4%, respectively. In comparison,
for the same input (i.e., textual modality), our proposed
system reports ~3% and ~4.5% improvement over the best
comparative system.

We observe similar trends with the bi-modal tex-
tual+acoustic inputs for both the tasks under consideration.
The SVM-based system records the least Fl-scores of 24.5%
and 37.9%, while DialogRNN [59] reports the best per-
formance among the comparative systems with 70.8% and
72.0% Fl-scores for the sarcasm and humor classification

2We do not report uni-modal acoustic results due to extremely poor
performance.
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# Speaker | Utterance Sarcasm Humor
Actual | Pred | Actual | Pred
u Maya: Viren ka phone aay.a tha, Los Angeles se. mere popat kaka. [Eng words: 1] X X X X
I got a call from Viren from Los Angeles. My Popat uncle.
? E s:
ug Indu: gqye kya. [Eng words: 0] X X v v
Did he die?
us Maya: nahin. taya.ari mezﬁ hain [Eng words: 0] X X v X
No, preparing for it.
s Indu: come f)n come on, maya. don’t cry. tum janti ho tum roti ho aur bhi acchi nahin lagti [Eng v v v v
words: 6]
Come on Come on, Maya. Don’t cry. You know when you cry, you look even worse.
Mava: Indravardan! Please! you know, viren keh raha tha ki unhone bilkul bistar pakad liya hai. chal X X X v
U5 aya: phir bhi nahi sakte bechare [Eng words: 3]
Indravardan! Please! you know, Viren was saying he is completely bed-ridden, the miserable man
can’t even walk.
e Indu: come on mt'zya vo navve saal ke hain. is umr mein koi bhi insaan vegetable jaisa ho jaata hai X Y v v
[Eng words: 3]
Come on Maya. He is 90 years old. At his age, every one becomes miserable (seems like a
vegetable).
Mava: I know, I know, darling. I mean, apni monisha ko hi dekh lo, itni choti umr mein bilkul vegetable v v X X
wr aya: Jjaisi ho gayi hai. din bhar sofa par padi rehti hai. dopahar ki t.v. serial dekhti rehti hai. sabzi bhi
wahin lete lete kaatti hai. chai piti hai to glass uthakar phir kitchen nahin le rakhti. tel laga sir
sofa ke cushions mein rakh deti hai [Eng words: 15]
I know, I know, darling. I mean, look at our Monisha, she looks so miserable at this young age.
She spend her whole day on the sofa watching daytime T.V. serial. She chops vegetable while
reclining there. She does not put the cup back in the kitchen after having a cup of tea. She puts
her oily hair on sofa’s cushion.
us Indu: popat kaka. maya, hum popat kaka .kl baat kar rahe the, na [Eng words: 0] X X X X
Popat uncle! Maya, were’nt we talking about Popat uncle?
. haan, viren keh raha tha ki din bhar mujhe yaad karte rehte hain. maya, maya, maya ko bulao
ug Maya: [Eng words: 0] X X X v
Yes, Viren was mentioning that he remembers me the whole day. Maya, Maya, ask Maya to come.
wio Indu: accha to kab jana ho rah.a ha\i los angeles tumhara? [Eng words: 0] X X X X
Great, when are you leaving for Los Angeles?

TABLE VII: Actual and predicted labels for sarcasm detection and humor classification for a dialog having 10 utterances
(u1,...,u109) in MaSaC dataset. Blue-colored texts represent English words, while black-colored texts are either romanized
Hindi or named entities. For sarcasm detection, MSH-COMICS yields 66% precision and 100% recall. Similarly, we obtain

60% precision and 75% recall for the humor classification.

Sar  Non-Sar Hum  Non-Hum
Sar 249 142 Hum 635 105
Non-Sar 58 1127 Non-Hum 174 662

TABLE VIII: Confusion matrix for MSH-COMICS.

tasks, respectively. Comparison shows the superiority of the
proposed system over the comparative system with >1 and
10 points improvement in the F1-scores.

E. Error Analysis

Though MSH-COMICS performs better than the existing
systems, it did misclassify some utterances as well. In this
section, we report our quantitative and qualitative analysis on
the errors. At first, we analyze the system’s performance in
terms of confusion matrix, as depicted in Table

Next, we choose a dialog (consisting of 10 utterances) from
the test set and present system’s prediction in Table It
reports code-mixed utterances (with English translation), its
speakers, and its actual and predicted labels for both sarcasm
and humor classification tasks. Across 10 utterances in the dia-
log, two of them are labeled as sarcastic in the gold set, while,
the count of humorous utterances is 4. The dialog in Table

also exhibits the contextual and/or multi-modal dependencies
for an utterance to be labeled as sarcastic/humorous. For
example, humorous utterances us and uz do not convey any
explicit textual semantics on their own; instead, they rely
on the contextual utterances, i.e., u; for uo and wq&wus for
usz. Moreover, utterance us also depends on the multi-modal
information, i.e., the excited voice of the speaker (Indu) along
with the context signals the presence of humor in uy. We also
highlight the English words (bold text) along with its count
for each utterance in the dialog which constitute approximately
15% of the complete text. Out of these English words, some
word plays crucial role in the identification of sarcasm/humor
in the utterance. For example, the metaphorically used English
word ‘vegetable’ in utterance ug is the prime clue for the
utterance to be identified as humorous.

On evaluation, our system predicts three utterances as
sarcastic (i.e., u4,u7, and u7) and 5 utterances as humorous
(i.e., ug,uq,us,ug, and ug). In both cases, it makes some
correct predictions as well as some incorrect predictions. For
the sarcasm detection, our system yields precision of 66% (i.e.,
two out of three predictions are correct) and recall of 100%
(i.e., both sarcastic utterances are correctly predicted). On the
other hand, we obtain precision and recall of 60% and 75%,
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(a) Textual attention. (b) Acoustic attention.

(c) Textual and acoustic cross-modal attention.

Fig. 3: Humor Classification: Heatmap analysis of the dialog-level contextual attention module for the dialog presented in
Table For each utterance u; on the y-axis, we compute attention weights for the 5 utterances, i.e., the current and previous
four utterances (AtmWidth® = 5). The cell values (i,i — 4), (i,i — 3), (4,4 — 2), (i,i — 1), and (4,4) represents the attention
weights of utterances u;_g4, u;—3, u;—2,u;—1, and u;, respectively. The colormap signifies the amount attention weight for the
respective utterances. The darker the shade, higher the attention weight assigned by MSH-COMICS.

(a) Textual attention. (b) Acoustic attention.

(c) Textual and acoustic cross-modal attention.

Fig. 4: Sarcasm Detection: Heatmap of the dialog-level contextual attention module for the dialog presented in Table

respectively, for the humor classification, i.e., we observe two
false-positives and one false-negatives along with three true-
positives.

We also analyse the effect of the level of code-mixing
for both the tasks. In the given example, there is on an
average one English word in every six words. For sarcasm
classification, our model only returns one false positive. It is
for the case where the utterance contains three English words
out of the total 19 words, i.e., one English word for every
6.3 words. Whereas it gives correct predictions for utterances
4 and 7 which contains one English word for every three
words and one English word for every 4.3 words, respectively.
For the humor classification task, our model misclassifies for
utterances u3, u5 and u9, having 0, 3 and 0 English words
respectively. The ratio for English words to total words then
turns out to be 0:4, 1:3 and 0:18. Whereas it predicts humor
correctly for utterances u2, u4 and u6, having 0, 6 and 3
English words respectively. The ratio of English words to
total being 0:2, 1:3 and 1:6.3 respectively. Looking at these
results, we hypothesize that our model performs better for the
utterances containing comparatively more English words. To
validate this hypothesis, we sample two sets from our test set.
Both the set has 100 utterances. One of the set contains the
utterances having the most number of English words (~18
English words per utterance) and another contains utterances
containing the least number of English words (~1 English
word per utterance). We evaluate our final model on these
two sets and report the result in Table [[X] It can be easily
seen from the table that the our model performs better when
there are more English words in the utterance thus validating
our hypothesis.

We also perform heatmap analysis of the attention weights

Sarcasm Detection Humor Classification
Model Data
Prec ‘ Rec ‘ F1 ‘ Acc | Prec ‘ Rec ‘ F1 ‘ Acc
MSH—COMICS Setl | 0.67 | 079 | 0.72 | 0.83 | 0.92 | 091 | 0.91 | 0.87
Ser2 | 0.62 | 0.62 | 0.62 | 0.82 | 0.51 | 0.96 | 0.67 | 0.76

TABLE IX: Experimental results on sampled data from test set
to analyze the effect of the extent of code-mixing in our model.
Setl contains 100 utterances containing ~18 English words
(on avg) per sentence, whereas Ser2 contains 100 utterances
with ~1 English word per sentence.

as computed by the system. For the analysis, we take the same
dialog as presented in Table [VII] and depict the heatmaps of
dialog-level contextual attention C-ATN” in Figures [3| and E|
for the humor classification and sarcasm detection, respec-
tively. For each case, we show three separate heatmaps of
the attention matrices corresponding to the textual, acoustics,
and cross-modal attention modules. Each row ¢ represents an
utterance for which we compute attention weights for the
five (current and four previous) utterances (i.e., AmWidth”=5)
and the color shade signifies the amount of attention the
model assigns to the corresponding utterances - darker shades
represent higher weight, while lighter shades signify lower
weights. Rest of the entries have attention weight zero, as
they don’t participate in the computation.

From the heatmaps, we can observe that the attention
modules assign different wights to the contextual utterances
depending upon their importance. For example, the system
assigns higher weight on the previous textual content (c.f.
Figure @ B1 = 0.74&pBs = 0.26) and the current acoustic
context (c.f. Figure |’5_5| a1 = 0.39&as = 0.61) for utterance
us in the humor classification. The distribution of attention
weights can be justified by manual observation as well. The
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textual content of ug (i.e., gaye kya?—Did he die?) does not
offer significant information about being humorous and one
has to consider the context for the semantic. On the other
hand, the audio signal reveals the excitement and tone in the
voice of the speaker, and thus validates the higher attention
weights by the system. Similarly, we observe many scenarios
in other dialogs as well where the attention weights have high
correlation with the contextual and multi-modal semantics of
the utterances.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented our research on the Hindi-
English code-mixed conversational dialog. We developed
MaSaC, a qualitative multi-modal dataset for the sarcasm
detection and humor classification in code-mixed conversa-
tions. The utterances in our dataset is adopted from a popular
Indian television comedy show. We collected, cleaned, and
annotated more than 15000 utterances across 1190 dialogs.
To evaluate MaSaC, we proposed MSH-COMICS, an attention-
based multi-modal classification model for the utterance clas-
sification. To learn an enriched textual representation for the
utterance, we proposed and implemented an utterance-level
hierarchical attention module. Evaluation results showed the
incorporation of enriched textual representation has a positive
impact on the performance. Further, we benchmark our MaSacC
dataset on MSH-COMICS by performing comparative analysis
against exiting classification approaches.

In the light of recent advancements in representational
learning, in future, we would like to explore the multi-lingual
embeddings for the efficient code-mixed representations.
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