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Use of Affective Visual Information
for Summarization of Human-Centric Videos

Berkay Köprü, Engin Erzin

Abstract—Increasing volume of user-generated human-centric video content and their applications, such as video retrieval and
browsing, require compact representations that are addressed by the video summarization literature. Current supervised studies
formulate video summarization as a sequence-to-sequence learning problem and the existing solutions often neglect the surge of
human-centric view, which inherently contains affective content. In this study, we investigate the affective-information enriched
supervised video summarization task for human-centric videos. First, we train a visual input-driven state-of-the-art continuous emotion
recognition model (CER-NET) on the RECOLA dataset to estimate emotional attributes. Then, we integrate the estimated emotional
attributes and the high-level representations from the CER-NET with the visual information to define the proposed affective video
summarization architectures (AVSUM). In addition, we investigate the use of attention to improve the AVSUM architectures and
propose two new architectures based on temporal attention (TA-AVSUM) and spatial attention (SA-AVSUM). We conduct video
summarization experiments on the TvSum database. The proposed AVSUM-GRU architecture with an early fusion of high level GRU
embeddings and the temporal attention based TA-AVSUM architecture attain competitive video summarization performances by
bringing strong performance improvements for the human-centric videos compared to the state-of-the-art in terms of F-score and
self-defined face recall metrics.

Index Terms—Affective computing, video summarization, continuous emotion recognition, neural networks.
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1 INTRODUCTION

Multimedia applications and services have seen a surge
in recent years. There is more than 500 hours upload per
minute to video streaming platforms such as Youtube and
Twitch. Especially user-generated human-centric videos al-
locate major part of the available videos in these video
streaming platforms. Such a massive video resource creates
two crucial needs: (i) personalized human-computer inter-
actions (HCI), and (ii) efficient representations and retrieval
of video contents. Emotion recognition addresses the former
by providing affect aware applications [1], while video
summarization addresses the latter [2].

Emotion recognition is a critical task that enables per-
sonalized HCI applications and understanding of personal
choices. Humans are emotional creatures, even for many
cognitive tasks decision making processes are driven pri-
marily by emotions [3]. Emotions are represented both
in discrete and continuous domains. Discrete categorical
emotions, such as happiness and sadness, can also be
represented in the 3-dimensional continuous affect space
of activation, valence, and dominance attributes, which
are the indicators of activeness-passiveness, positiveness-
negativeness, and dominance-submissiveness, respectively
[4], [5].

In the literature, estimation of activation, valence and
dominance attributes is referred as Continuous Emotion
Recognition (CER). Although CER is widely studied by
the speech processing community [6], [7], [8], it has been
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studied over the visual channels [9], [10], [11]. In [9], a
deep attention based convolutional network is proposed
to detect facial expressions and emotions. Aspandi et al.
[10] proposed an adversarial training approach to jointly
estimate whether the image is fake or not while estimating
the activation and valence (AV) attributes. In [11], VGG-16
driven visual features are used as the input of a stacked
convolutional recurrent neural network (CRNN) for affect
recognition in the wild.

Compact and efficient representations of videos can be
extracted by selecting subsets of frames from the videos
through video summarization techniques. Video summa-
rization is categorized regarding the output type which
could be video frames or video fragments [2], [12], [13]. The
former, finding key frames, is known as video storyboard
generation. The latter, chronologically stitched segment se-
lection, is referred as video skimming. Due to the discrete
nature of storyboard generation, it lacks in smoothness and
naturalness. However, since it does not require synchroniza-
tion, it offers more degrees of freedom in data organization
than video skimming [2].

Early video summarization approaches are unsuper-
vised and made use of low level similarity measures be-
tween the frames [14], [15], [16], [17], [18]; while recent
unsupervised studies apply Generative Adversarial Net-
works (GANs) [19] and attention [20], [21] to solve the video
summarization problem. They use GANs to reconstruct
the input video from the selected key frames for unsu-
pervised video summarization. Also low-level measures,
such as color histogram intersections [16], [17] and mutual
information [18], are investigated for unsupervised video
summarization.

Supervised approaches for video summarization have
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recently become popular that tend to perform better in
other computer vision tasks such as object detection and
segmentation. In [12], [22], [23], [24], the authors model the
video summarization task as a sequence-to-sequence map-
ping problem. In [12], Long Short-Term Memory (LSTM) is
adopted to tackle with variable range dependencies within
the encoder-decoder type architectures. In contrast to recur-
rent models, [22] proposes a fully convolutional solution,
where all frames are processed together. Recent approaches
[23], [24], succesfully adapted attention mechanisms into the
video-summarization task.

Coupling of affective computing and video summariza-
tion has not been extensively studied in the literature. In
two related video summarization studies, key frames are
selected based on the physiological responses of the viewers
that are expected to be highly correlated with the viewers’
emotional states [25], [26]. In [25], the facial activity of
the viewer is tracked, and then the frames are ranked to
extract personal highlights from the videos by using heuris-
tics. Money and Agius track physiological responses of the
viewers, such as heart rate and electrodermal response,
to analyze sub-segments of the videos [26]. These studies
leverage physiological information that are highly related
to emotional states of the humans to generate personal
highlights/summaries. On the other hand, these approaches
require at least one subject as a video viewer and do not
provide feasible solutions for the automatic video summa-
rization.

In this study, we address the use of affective information,
which is extracted from visual data, for the summariza-
tion of human-centric videos. Unlike studies evaluating
viewers’ perspective [25], [26], we model affective states
from humans in the video. That makes automatic affective
video summarization feasible and specific for human-centric
videos. For affective video summarization, we adopt a two-
step approach. First, affective information is extracted using
the convolutional recurrent neural networks. Then, we ex-
plore the affective information and attention mechanisms to
enrich a fully convolutional network based video summa-
rization. To summarize, the main contributions of this study
are as follows:

• We formulate a novel end-to-end learning problem
for affective-information enriched video summariza-
tion targeting human-centric videos.

• We model affective information in terms of emotional
attributes and learned embeddings extracted from
the CER module.

• We investigate the use of attention mechanisms in
video summarization for human-centric videos and
develop temporal and spatial attention-based frame-
works.

• We carry out affective video summarization evalua-
tions on the state-of-the-art using both standard and
self-defined evaluation metrics.

The rest of this paper is organized as follows. Section 2
reviews related work, and Section 3 describes main build-
ing blocks of the proposed framework. Section 4 presents
the experiments conducted together with the performance
evaluations. Finally, conclusion is presented in Section 5.

2 RELATED WORK

Our proposed affective video summarization framework
integrates emotion recognition into video summarization.
In this regard, we first point out several emotion recognition
studies that relates video summarization. Then, we briefly
discuss unsupervised and supervised video summarization
literature.

Emotion recognition studies formulate the problem as
discrete emotion recognition (DER) [27], [28], [29] or contin-
uous emotional attribute regression [1], [30]. In [27], stacked
CNN-RNN architecture is proposed to extract local and
global features to classify emotions. For the CER problems,
Schmitt et al. investigates RNNs with CCC loss function
after extracting low-level descriptors (LLDs) such as mel-
frequency cepstral coefficients (MFCCs) and zero crossing
rate from speech signal [30]. Recently, multi-modal app-
roaches are explored for CER and DER [1], [31]. Tzirakis
et al. design an end-to-end network utilizing raw video,
audio and text, where visual features are extracted using
3 stage High-Resolution Network and audio features are
extracted via multiple 1-D convolutional layers [31]. Con-
textual features are extracted from text by first generating
point-wise n-grams using convolutional layers, then lin-
early projecting these sub-features with multiple heads to
increase the diversity. Finally, extracted features are fused
using attention. In [1], visual information is expressed using
facial attributes and audio information is represented by the
MFCCs. Audio-visual information is fused at the feature
level, and a CRNN model is trained with multi-task learning
for the CER problem.

Two recent emotion recognition studies are interesting
in the context of video summarization [32], [33]. Xu et al.
investigates information transfer from image and textual
data of videos for emotion recognition, emotion attribu-
tion and emotion-oriented summarization [32]. First, they
learn video representations using Image Transfer Encoding
and textual representations using zero-shot learning from
auxiliary datasets. Then, they perform a categorical emo-
tion recognition using the Support Vector Machine (SVM)
classifier. Later, emotion attribution sets the contribution of
each frame to the video’s overall emotion. Finally, video
summarization is formulated as a selection of key frames
by maximizing an emotion attribute based score function.
In the second related study, Tu et al. train a joint model to
capture emotion attribution and recognition using multitask
learning [33]. Later, similar to the first study [32], video
summarization task is formulated as a post-processing op-
timization problem and solved using MINMAX dynamic
programming. Note that both of these studies formulate
summarization task as a optimization problem which is
executed in post-processing. Hence their video summa-
rization frameworks are not learning based and they do
not explore how affective information alter behavior of
the proposed summarization architecture. Furthermore, the
proposed solutions are not evaluated on the state-of-the-art
video summarization datasets.

Scarcity of the labeled data leads unsupervised learning
studies for the video summarization problem. In a recent
study, Jung et al. address unsupervised video summariza-
tion problem by first learning discriminative features over
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a Variational Auto Encoder (VAE) and GAN-based archi-
tecture using variance loss to alleviate ineffective feature
learning [34]. Then, they define a chunk and stride network
(CSNet) to overcome the difficulty of learning for long-
length videos. In another study, Zhao et al. presents a dual
learning framework for the unsupervised video summa-
rization [35]. They integrate the summary generation and
video reconstruction tasks using multi-task learning so to
reward the summary generator under the assistance of the
video reconstructor. Zhou et al. formulates summarization
task as sequential decision-making using an end-to-end
reinforcement learning based framework [36]. They utilize
a reward function that jointly accounts for diversity and
representativeness of the generated summaries in an unsu-
pervised setting.

Supervised studies on video summarization adapts
encoder-decoder architectures [22], [23], [24], [37]. In [37],
video is modeled as a 3-dimensional tensor, and 3D convo-
lutional networks are used in the encoder to extract shallow
and deep spatio-temporal features. Then, extracted multi-
level features are fed into an LSTM based decoder. The pro-
posed architecture is trained with the Sobolev loss, which
constrains the derivative of the sequential data. With the
great success of attention modules [38], [39], recent works in
video summarization adapt attention into the decoder part.
Ji et al. extract visual features using the GoogleNet and later
encode with a Bidirectional LSTM network [23]. Encoded
vectors combine Bahdanau attention [38], and then feed
into an LSTM based decoder. Later the Bidirectional LSTM
approach is extended to prevent semantic information loss
[40]. In the extended architecture, an additional network
analyzing the semantic information loss is added and used
as a feedback mechanism from the decoder to the encoder
using the Huber loss.

Although we apply supervised learning for video sum-
marization task, our study differs from these studies in the
exploitation of affective information for the video summa-
rization task.

3 METHODOLOGY

In this paper, we investigate the use of affective information
for enriching video summarization by capturing emotion-
ally salient regions of the human-centric videos. First, we
state and formulate the video summarization problem and
define the visual feature extraction for both the CER and
video summarization tasks. Then, an end-to-end framework
for the CER is presented. Emotional attributes and high-
level embeddings from the CER framework are later used
as affective representations by the video summarization
framework. Finally, we introduce the proposed affective
video summarization architectures by first defining a video
summarization baseline and then enriching this baseline
with the fusion of affective information.

3.1 Problem Statement

Video summarization is widely formulated as either a bi-
nary classification or a frame-level regression task. In the
binary classification task, summarization outputs are either
key-frames [12], [22] or key-shots [12], [41] from the video.

GoogleNet

cnn1
cnn2
m
axpool

conv

gru fully
connected

Fig. 1. CER-NET: The continuous emotion recognition network

On the other hand, frame-level importance scores are ex-
tracted in the regression task [12], [23].

In this study, we formulate the video summarization
as a binary classification task where the positive labels
correspond to the selected key-frames. The summarization
network receives a feature matrix, v ∈ RN×D, and emits
an output matrix, s ∈ RN×C , where N is the number of
frames in the video, D is the dimensionality of the frame-
level visual feature, and C is the number of classes. We take
C = 2 representing the positive and negative classes for
the key-frame selection and these two nodes output class
probability values at the output of the network. Then the
positive class for key-frame selection or the negative class
for frame skip are set by picking the node with higher
probability. Eventually, the video summary is constructed
from the key-frames that are labeled as positive.

In this study, we extract the visual information using the
GoogleNet [42]. Output of the pool5 layer of the pre-trained
GoogleNet is used as the visual feature and represented as
ei ∈ RD at frame i with dimension D = 1024.

3.2 CER Network (CER-NET)
The continuous emotion recognition problem is set as the
continuous regression of an emotional attribute from the
temporal visual features. For this purpose, we construct a
CER network (CER-NET), which consists of two back-to-
back convolutional layers, a max pool layer in the temporal
domain, a Gated Recurrent Unit (GRU) layer, and a fully
connected layer as shown in Figure 1. We use the CER-NET
to train two separate networks to estimate the activation and
valence (AV) attributes separately. A temporal visual feature
matrix is defined to be the input of the CER-NET. For this
purpose, visual features around the i-th frame are cascaded
to define the temporal visual feature as

fCER
i = [ei−∆+1, . . . , ei−1, ei, ei+1, . . . , ei+∆] ∈ RD×T (1)

at frame i, where T is the temporal window size and it is set
as T = 2∆ = 20 frames.

We refer the group of back-to-back two convolutional
and a max-pool layers as the conv layer for the sake of
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CER-NET
Activation
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CER-NET
Valence
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SUM-FCN:

AVSUM-GRU: bottleneck decoderencoder

AVSUM-SCAV: bottleneck decoderencoder
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bottleneck

mlp

bottleneck decoderencoder

Fig. 2. An overview of the proposed AVSUM-GRU and AVSUM-SCAV architectures. AVSUM-GRU combines high-level affective information fGRU
from the CER-NET estimators with the GoogleNet drived visual features. AVSUM-SCAV defines a skip-connection for the emotional attributes fAV
as well as combining them with the GoogleNet drived visual features for the video summarization.

simplicity. In CER-NET, the conv layer models the spatial
relations and provides a compact representation of the
temporal window. In this manner, both temporally related
features are highlighted and dimensionality of the repre-
sentation is reduced. Dimensionality reduction is the key to
complexity reduction and it also prevents overfitting. The
compact representation from the conv layer is fed into GRU
to model long-term temporal relations.

At the inference phase, CER-NET receives fCER
i and

provides the GRU layer outputs as gi ∈ RG and the fully
connected layer outputs as ŷi ∈ R. We define the GRU
layer output, gi, as an affective embedding, which can carry
affective information to the video summarization model.
On the other hand, the fully connected layer output, ŷi,
represents the estimated emotional attribute (A or V) at
frame i and delivers another source of affective information.

3.3 Affective Video Summarization
The proposed affective-information enriched video summa-
rization (AVSUM) is based on a fully convolutional neural
network (FCN) for semantic segmentation [43], which is
adapted by [22] into video summarization (SUM-FCN).
In the following, we briefly describe SUM-FCN and then
present two fusion architectures to combine affective infor-
mation with video summarization, which are later extended
by temporal and spatial attention mechanisms.

3.3.1 SUM-FCN
SUM-FCN adopts an encoder-decoder architecture where
the encoder is based on fully convolutional layers and

the decoder is based on deconvolutions. Figure 2 includes
the architecture of the SUM-FCN compromising encoder-
bottleneck-decoder layers driven by the visual input v. The
encoder compresses the temporal information while increas-
ing spatially, and the bottleneck passes it to the decoder
to reconstruct necessary information from this compact
representation. SUM-FCN receives the visual features for
the whole video at once and provides the summarization
outputs at once. Video frame rate is typically down-sampled
before the summarization. Let v be the input of SUM-
FCN, then v = [e1, . . . , eN ]

′ ∈ RN×D where N is number
of frames in the down-sampled stream. Given v, SUM-
FCN emits s ∈ RN×C , where C is the dimension of the
summarization annotations and set as C = 2 as defined in
section 3.1.

3.3.2 Affective Feature Fusion for AVSUM

Affective information is extracted from the two CER-NET
models, which are trained to estimate the activation and
valence (AV) attributes separately. Two types of affective
information cues are extracted from the CER-NET models:
(i) the estimated AV attributes (fAV), and (ii) the learned
high-level CER-NET representations based on the GRU
embeddings (gAV). The estimated AV attribute vector fAV

j

is constructed as a column vector from the estimated activa-
tion and valence attributes as fAV

j = [ŷAj , ŷ
V
j ]

′ ∈ R2 at frame
j in the down-sampled stream. Similarly, gAV

j is constructed
by concatenating the outputs of the GRU layers from the
two CER-NET models as gAV

j = [gA
j
′,gV

j
′]

′ ∈ R2G. Then,
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the emotional attribute fAV and the affect embedding fGRU

representations of the video are defined as

fAV = [fAV
1 , . . . , fAV

N ]
′
∈ RN×2 (2)

fGRU = [gAV
1 , . . . ,gAV

N ]
′
∈ RN×2G. (3)

The first proposed AVSUM architecture, referred as
AVSUM-GRU, combines the affect embedding fGRU with
the visual input v. Figure 2 presents the AVSUM-GRU
architecture receiving the vGRU input as

vGRU = v ⊕ fGRU ∈ RN×(D+2G), (4)

where ⊕ operator is representing the feature vector combin-
ing over the whole video.

Alternatively, we define the AVSUM-SCAV architecture,
as illustrated in Figure 2, by combining the emotional attri-
bute fAV with the visual input v to receive vAV as

vAV = v ⊕ fAV ∈ RN×(D+2) (5)

and incorporating a long skip-connection by concatenating
the emotional attribute fAV to the final layer of the summa-
rization network. AVSUM-SCAV inserts a skip-connection
to the output of deconv2 layer and has a final fully connected
mlp layer to reduce the dimension from C + 2 to C .

3.3.3 Temporal Attention for AVSUM

We adapt multi-headed attention (MHA) mechanism into
the AVSUM architecture to efficiently model temporal de-
pendencies across the video frames. Figure 3 depicts the
MHA based temporal attention structure, referred as TA-
AVSUM, where MHA is placed to the output of conv4 layer
which emits X ∈ RM×S . Here, M and S are respectively
the temporal and spatial dimensions of X.

MHA receives three inputs as Query (Q), Key (K) and
Value (V), then outputs a weighted summation of the rows
of V. The weights are calculated from the similarity between
the Q and K. In this context, the MHA is defined as

headh = softmax(
QWQ

h (KWK
h )T√

M
)VWV

h (6)

MHA(Q,K,V) = Concat(head1, . . . ,headH)WO, (7)

where WQ
h , WK

h , WV
h and WO are the learned linear

projections and H is the number of heads. We employ
multi-headed self-attention, by setting Q, K and V to
X. Hence, the learned projections matrices are formed as
WQ

h , W
K
h , W

Q
h ∈ RS× S

H , and WO ∈ RM×M .

3.3.4 Spatial Attention for AVSUM

Motivated by the Squeeze and Excitation Networks [44],
which attend to different channels of an image, we propose
the fourth AVSUM network with spatial domain attention
and refer it as SA-AVSUM. Figure 3 depicts the SA-AVSUM
structure where we employ attention to the output of the
deconv2 layer. Unlike TA-AVSUM, we adopt single-headed
attention, which is formulated in (6). Then, K and V are
set to transpose of ŝAVSUM and Q is set from the affective
embedding fGRU.

3.4 Model Training
Training of the CER-NET and video summarization models
are executed in two phases. First the CER-NET models are
trained, later they are fixed and integrated for the affective
video summarization to train the AVSUM-GRU, AVSUM-
SCAV, TA-AVSUM, and SA-AVSUM models.

3.4.1 CER-NET
The CER-NET models are trained separately to estimate
the activation and valence attributes using the concordance
correlation coefficient (CCC) based loss function. The loss
function of the CER-NET is defined as the negated CCC
value,

LCER = −
2σ2

yŷ

σ2
y + σ2

ŷ + (µy − µŷ)2
, (8)

where y is the ground truth and ŷ is the estimated attribute.

3.4.2 Video Summarization Networks
The key frame selection problem has an imbalanced nature,
since only a small number of frames are selected for the
summary [22]. In order to overcome the imbalance problem,
a weighted binary cross entropy loss is defined as

LSUM = − 1

N

N∑
j=1

wzj (zj log ẑj + (1− zj) log (1− ẑj)), (9)

where zj ∈ 0, 1 is the binary ground truth, ẑ is the predicted
score and wzj is the weight of the jth frame. The weights for
the binary target are defined as

w0 =
1

N

N∑
j=1

zj and w1 = 1− w0. (10)

4 EXPERIMENTS

Experimental evaluations of the proposed models and com-
parisons with the state-of-the-art are performed using two
datasets. In this section, we first introduce the datasets and
evaluation metrics, then explain implementation details.
Finally, experimental results are presented and discussed.

4.1 Datasets
We train and evaluate the CER-NET on the RECOLA
dataset, which is a popular multi-modal dataset for emotion
recognition [45]. The RECOLA dataset is composed of multi-
modal recordings of dyadic conversations from 27 French
speakers. From these 27 recordings, 18 of them are anno-
tated, and the rest of the records are used for testing. The
annotations are at the rate of 40 msec and from 6 different
annotators. In total, we use 90 minutes of recordings from
the RECOLA dataset in this study.

Experimental evaluations on the proposed AVSUM ar-
chitectures are executed on the frequently used TvSum
dataset [41]. Note that there is no available video summa-
rization dataset containing only human-centric videos in the
literature. The TvSum dataset contains 50 user generated
videos from 10 different categories, such as vehicle tire
changing, sandwich making, grooming an animal, etc. The
demographics of the dataset in terms of face including
frames in the summary and in total video clip is presented
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CER-NET
Valence

conv5

conv2
conv3

conv4

conv6 conv7 conv8
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deconv2

encoder decoder

conv1

TA-AVSUM: bottleneck decoderencoder

bottleneck

mha
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mha
conv9

SA-AVSUM: bottleneck decoder attencoder

Fig. 3. An overview of the proposed TA-AVSUM and SA-AVSUM architectures. TA-AVSUM applies multi-head-self attention to the output of conv4
layer (X), on top of AVSUM architecture. On the other hand, SA-AVSUM modifies the long skip connection of affective features by applying a spatial
attention.

in Figure 4. We categorize videos into human-centric and
rest regarding the number of faces in the summary where
we set the threshold to 80 frames labeling 15 videos as
human-centric. Ground truths are provided by the frame-
level importance score for each video from 20 raters. We
follow the approach in [12], [22] to convert the frame-level
importance scores into the keyshot-based summaries.
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Fig. 4. Number of face including frames in the summary and total video
for TvSum dataset where the videos are sorted regarding the number of
faces in the summary.

4.2 Evaluation Metrics

Emotional attribute estimation with the CER-NET is eval-
uated using the CCC metric following [1], which is the
negative of the LCER loss in (8).

For the video summarization task, following [12], [22],
[23], F-score is used as the evaluation metric. For the k-
th video, let the ground truth binary summarization vector
be sk and estimated binary summarization vector to be ŝk

where sk, ŝk ∈ RN . Then precision P k and recall Rk for the
k-th video are calculated as

P k =
sk · ŝk∑N

j ŝkj
and Rk =

sk · ŝk∑N
j skj

, (11)

where j runs over the frames. Video level F-score is defined
as the harmonic mean of the precision and recall,

F1k =
2P kRk

P k +Rk
. (12)

Then, the final F-score metric F1 is defined as the un-
weighted average of the video level F-score values as

F1 =
1

K

K∑
k=1

F1k, (13)

where K is the number of videos in the dataset.
Since the affective information is learned from a dataset

of human-centric videos, capability of capturing affective
frames of the video during the summarization is expected
to be better with human-centric videos. By highlighting this
fact, we define two new metrics for the evaluation of the
affective video summarization. The first metric computes
normalized F1 score differences with the baseline over the
videos with the highest number of face appearances. To
define this metric, let us first define the normalized F1 score
difference for the k-th video with respect to the SUM-FCN
baseline model as

∆F1k =
F1k − F1kSUM−FCN

F1kSUM−FCN

, (14)



7

where F1k refers to the F1 score of the model in evaluation.
Also assume that all the videos in the dataset are sorted
with the highest number of face appearances in descending
order and are indexed with kl for l = 1, . . . ,K . Then, the
cumulative F1 score difference metric for the Top-L human-
centric videos is defined as

∆F1L =
L∑

l=1

∆F1kl . (15)

Associated with the ∆F1L, we also compute the F1 score of
the Top-L human-centric videos and refer it as F1L.

Human-centric nature of the videos can be associated
with the face appearances in the video frames. Motivated
with this fact, we set a second metric for evaluation of
the affective video summarization as the recall rate of face
appearing frames in the extracted summary. Let dk

F be the
binary vector representing whether a frame includes a face
appearance or not for the k-th video. Binary face appearance
vectors are extracted by the histogram of oriented gradients
(HOG) based face detector [46]. Then, the recall rate of face
appearing frames, let’s refer it as face recall, R is defined as

R =
1

K

K∑
k=1

ŝk · (dk
F � sk)∑N
j skj

, (16)

where (dk
F � sk) is the Hadamard product of dk

F and sk.
We also study statistical differences of a given affec-

tive feature dimension, f , across face appearing and not-
appearing frames. For this purpose, Kullback-Leibler (KL)
divergence of f in these two classes is defined as

D(Pf ||Qf ) =
∑
x∈X

Pf (x) log(
Pf (x)

Qf (x)
), (17)

where Pf and Qf are respectively probability distributions
of the affective feature dimension f across face appearing
and face not-appearing frames. Note that the affective fea-
ture dimension f is driven from the affective feature set as
f ∈ {fA, fV , gAV

1 , gAV
2 , . . . , gAV

2G }.

4.3 Implementation Details
4.3.1 CER-NET
The window size T is selected as 20 frames. The cnn1 and
cnn2 layers have 10 filters, max-pooling layer reduces the
temporal dimension from 20 to 5, gru layer has 10 cells and
FCN layer has 1 node. Hence, the dimensionality of fAV is 2
and gAV is 20 (G = 10).

Annotated recordings of the RECOLA dataset are used
during the training of the CER-NET. RECOLA recordings
are divided as 10% for the test, 10% for the validation, and
80% for the training. We applied Adam optimizer with a
learning rate of 10−4 and with the batch size of 256.

TABLE 1
CCC performance of the CER-NET emotion recognition model on the

RECOLA dataset

Model Activation Valence

CER-NET 0.40 0.17
CER-MTL Facial [1] 0.15 0.06
End-to-end Visual Network [47] 0.36 0.48

4.3.2 Video Summarization Networks
Following [12], [22], TvSum videos are downsampled to
2 fps, and frames are fed into GoogleNet. For the AVSUM-
SCAV, the input feature dimension is set as 1026. The
input dimension of the AVSUM-GRU, TA-AVSUM, and SA-
AVSUM models became 1044 with the GRU embeddings.
For the TA-AVSUM, we set the number of heads H = 4.

We mimic fixed size cropping in semantic segmentation
by uniformly sampling the video frames and usingN = 320
[22]. We adopted the leave one-group out cross-validation
technique to compare the performances. At each fold, 9
videos are selected, and the rest of the videos are used for
training. The training is held for 50 epochs with a batch
size of 5 videos. During the training phase, Adam optimizer
with the learning rate of 10−3 is used. For each training fold,
a model achieving the highest F-score (F1), and a model
achieving the highest face recall (R) are selected for the
performance evaluations.

4.4 CER-NET Performance
Table 1 presents the CCC performance of the CER-NET emo-
tion recognition model on the RECOLA dataset. The pro-
posed architecture performs better at estimating the activa-
tion than the valence. The end-to-end CER-NET architecture
outperforms CER-MTL Facial model [1] in both activation
and valence by achieving CCC of 0.40 and 0.17 respectively.
The end-to-end visual network in [47] performs strongly for
the valence estimation and fairly close with the CER-NET
for the activation estimation. CER-NET outperforms [47] by
4% at estimating the activation, while [47] achieves CCC of
0.48 for valence and CER-NET achieves 0.17. Different than
CER-NET, CER-MTL Facial receives visual information as
facial activation units and optical flow vectors. Due to the
input dimension, CER-NET has more trainable coefficients
leading to a more complex structure than the CER-MTL
Facial.

In comparison with these two baseline visual models
[1], [47], CER-NET performs competitively in representing
affective information on the visual channel.

4.5 Cumulative AVSUM Performance
In this section, we first present performance evaluations
of the proposed affective video summarization models in
terms of cumulative F-score and face recall metrics. Then,
the video level performances are investigated to better high-
light characteristics of videos that have improved summa-
rization performance with the affective cues.

Table 2 presents cumulative F-score (F1) and face re-
call (R) together with the Top-15 F-score (F115) and face
recall (R15) performances for the proposed AVSUM and the
baseline SUM-FCN models. In each column, top-two scoring
performances are highlighted in bold. Recall that we apply
two model selection criteria based on F-score and face recall
maximization. Each model selection criterion is observed to
favor its related performance metric in the evaluations. That
is, maximization of F1 (Max F1) yields higher F-score while
maximization of R (Max R) yields higher face recall R.

Observing the cumulative F1 performances, AVSUM-
GRU model is competitive for both model selection crite-
ria and observed as the best performing model with the
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TABLE 2
Cumulative F-score (F1) and face recall (R) together with the Top-15 F-score (F115) and face recall (R15) performances (top two models are in

bold) of the AVSUM and the SUM-FCN models with the maximization of F1 and R model selection criteria

Model Max F1 Max R
F1 (%) F115 (%) R (%) R15 (%) F1 (%) F115 (%) R (%) R15 (%)

SUM-FCN [22] 57.46 60.00 53.20 65.52 54.10 57.40 60.62 60.28
AVSUM-GRU 57.50 60.25 54.04 59.14 54.02 57.40 60.77 66.20
AVSUM-SCAV 56.64 60.60 52.11 63.80 53.80 57.42 62.06 59.64
TA-AVSUM 57.47 59.95 53.22 65.55 53.79 59.23 65.12 70.31
SA-AVSUM 55.92 59.98 49.25 62.38 52.76 59.90 58.85 62.55

Max F1 criterion. On the other hand, the cumulative R
score highlights AVSUM-GRU and the temporal attention
based TA-AVSUM models with the Max F1 criterion and
AVSUM-SCAV and TA-AVSUM models with the Max R
criterion. The temporal attention based TA-AVSUM model
especially performs significantly better with the Max R
criterion achieving 65.12% face recall rate.

Affective information is modeled with the continuous
emotion recognition task trained on the RECOLA dataset.
Since RECOLA is an human-centric dataset, which includes
facial videos, we also choose to evaluate the video sum-
marization performance for the Top-L human-centric videos,
where L is set as 15 with the discussion in section 4.1.
Table 2 presents the Top-15 F-score F115 and face recall R15

performances. While attention based SA-AVSUM and TA-
AVSUM models perform best for the F115 score with the
Max R criterion, AVSUM-SCAV and AVSUM-GRU mod-
els perform best with the Max F1 criterion. Overall, the
best performance is 60.60% F115 score with the Max F1
criterion for the AVSUM-SCAV model. Observing the Top-
15 face recall R15 performances, while TA-AVSUM model
is competitive with the baseline SUM-FCN model with the
Max F1 criterion, it performs significantly superior with the
Max R criterion achieving 70.31% face recall R15 rate.

Table 2 highlights two runner up models, AVSUM-GRU
and TA-AVSUM. AVSUM-GRU model sustains strong F-
score rates with the Max F1 criterion, especially for human-
centric videos targeted with F115 performance. Alterna-
tively, while temporal attention based TA-AVSUM model
performs strongly for the face recall with the Max R crite-
rion and attains 70.31% face recall R15 rate, it also sustains
a competitive performance for the F-score and face recall
rates with the Max F1 criterion. Hence temporal attention
is observed to better integrate the affective information for
the affective video summarization.

4.6 Explainability

We conduct explainability evaluations to better understand
contributions of the affective feature dimensions and the
proposed model architectures for the affective video sum-
marization. First, we present KL divergence analysis for
the affective feature dimensions. Then, we investigate video
level summarization performances of the AVSUM models in
terms of the cumulative F-score difference metric ∆F1L for
the Top-L human-centric videos.
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Fig. 5. KL divergence D(Pf ||Qf ) of each affective feature dimension

4.6.1 Affective Feature Evaluations
Figure 5 depicts the KL divergence (KLD) of the affective
features across distributions gathered on the frames with
faces and without faces. A higher KL divergence indicates
a bigger discrimination for the distributions of the feature
dimension across the with/without face classes. In Figure 5,
the first two KLD values are for the activation and valence
attributes, and the later values are color coded for the
dimensions of gA and gV . Note that all the dimensions of
the gA, except the fourth, exhibit higher KLD values than
the activation attribute, and at certain dimensions KLD is
almost 4 times higher than the KLD of the activation. A
similar trend can be observed for the valence embedding
vector gV , where five dimensions exhibit higher KLD values
than the valence attribute, and the largest KLD is extracted
for the 6th dimension of the gV . These higher KLD values
for the GRU based feature dimensions can be observed as
the discriminative cues for the human-centric videos that
also contribute to the performance of the proposed AVSUM
architectures.

4.6.2 Video Level Evaluations
Figure 6 depicts the performance comparison of the AVSUM
models with the ∆F1L metric for the Top-30 human-centric
videos and yields valuable insights. Note that positive ac-
cumulation of ∆F1L metric indicates a better performance
than the baseline SUM-FCN model. In Figure 6, the AVSUM-
SCAV, TA-AVSUM and SA-AVSUM models perform bet-
ter than the baseline till the Top-15 human-centric videos,
whereas AVSUM-GRU model sustains a higher performance
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Fig. 6. Performance comparison of the AVSUM models with the ∆F1L
metric for the Top-30 human-centric videos

till the Top-20 human-centric videos. Similar trends of the
AVSUM-SCAV and SA-AVSUM ∆F1L performances can
be due to the common late fusion mechanism in these
architectures. As L increases, we can assume human-centric
characteristic of the videos is getting weaker. Hence both
AVSUM-SCAV and SA-AVSUM and as well as AVSUM-
GRU models are observed to performed better for the top
human-centric videos and their performances start degrad-
ing as human-centric characteristic is getting weaker.

We also investigate video level F-score performances for
the proposed AVSUM models. Figure 7 presents scatter plot
of the video level F1 scores on the left column and video
level R scores on the right column, where the diagonal in
each figure represents similar performances of the compared
models. Furthermore, the Top-15 human-centric videos are
color coded in blue to observe their comparative perfor-
mances.

Video level F-score performances of the AVSUM-GRU vs
SUM-FCN tend to cluster around the diagonal that makes
these two models to be most similar in terms of F-score
performance. Furthermore, majority of the Top-15 human-
centric videos are on or above the diagonal, which indicates
a stronger performance for the human-centric videos. Un-
like, F1-score, face recall performance comparison depicted
by Figure 7(b) has a scattered behavior providing improve-
ments to some videos while degrading other. However, it
is seen that majority of the Top-15 human-centric videos are
affected positively. This observation is in line with the F115

performance of AVSUM-GRU.
Video level F-score performances of the AVSUM-SCAV

vs SUM-FCN have a higher deviation from the diagonal.
However, almost all the Top-15 human-centric videos are on
or above the diagonal. This indicates a strong performance
improvement for the human-centric videos. In terms of face
recall on Figure 7(d), majority of the videos are accumulated
around the diagonal, indicating that AVSUM-SCAV and
SUM-FCN are most similar in terms of face recall.

Video level F-score performances of the TA-AVSUM and
SA-AVSUM models have also high deviation from the di-
agonal. However, like AVSUM-SCAV majority of the Top-15
human-centric videos are on or above the diagonal for both.
Similar to F-score, face recall comparisons of TA-AVSUM

and SA-AVSUM have a scattered behavior depicted by
Figure 7(f), and 7(h). However, different than SA-AVSUM,
scattered points accumulated on the positive side for TA-
AVSUM, stating a major performance improvement which
is inline with its best achieving R15 performance for the
Max R criterion.

5 CONCLUSION

In this study, we proposed a new affective information
enriched end-to-end video summarization framework for
human-centric videos. As a first step, we modeled affective
information in terms of AV attributes and GRU embeddings,
which were extracted from the CER models. The CER-NET,
a CER model achieving state-of-the-art CCC performance,
was introduced. We explored the use of affective informa-
tion with the proposed AVSUM-SCAV and AVSUM-GRU
fusion models and attention mechanisms based TA-AVSUM
and SA-AVSUM models. Experimental investigations of the
proposed models were conducted on the RECOLA and
TvSum datasets.

We observed that with the fusion of affective informa-
tion, F-score performance of the video summarization on the
human-centric videos can be improved. To further analyze
the effect of injected features we defined a face recall (R)
metric and showed that AVSUM-GRU and AVSUM-SCAV
models outperform SUM-FCN with more than 1% increase
in face recall R. The AVSUM-GRU model has strong perfor-
mance improvements for the human-centric videos on F1
score and face recallR, and as well it is the most competitive
model with the baseline SUM-FCN. On the other hand,
we observed that attention enhanced mechanisms exhibits
strong performance gains with the Max R criterion for the
human-centric videos. We should also note that affective
GRU embedding features exhibit higher KLD across with-
face and without-face frames.

Comparing the proposed AVSUM models, AVSUM-GRU
has a consistent and competitive performance regardless of
the model selection criterion at F1 and R metrics and has
a good balance between the performance improvement at
Top-15 and the performance degradation at the remaining
videos. On the other hand, temporal attention based TA-
AVSUM performs competitive with the Max F1 criterion
and attains strong improvement with the Max R criterion.
The proposed AVSUM models integrate affective informa-
tion to the summarization architectures and attain impor-
tant video summarization improvements for the human-
centric videos. Compilation of affective human-centric video
datasets for video summarization tasks stays as a critical
and valuable future study. As a future work, we would
like to collect a dataset which is labeled for both video
summarization and CER. To extend current study, we would
like to investigate multi-modal architectures for both CER
and human-centric video summarization components.
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