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Abstract—The black-box nature of machine learning models hin-
ders the deployment of some high-accuracy medical diagnosis algo-
rithms. It is risky to put one’s life in the hands of models that medical
researchers do not fully understand or trust. However, through
model interpretation, black-box models can promptly reveal signif-
icant biomarkers that medical practitioners may have overlooked
due to the surge of infected patients in the COVID-19 pandemic.
This research leverages a database of 92 patients with confirmed
SARS-CoV-2 laboratory tests between 18th January 2020 and 5th
March 2020, in Zhuhai, China, to identify biomarkers indicative
of infection severity prediction. Through the interpretation of four
machine learning models, decision tree, random forests, gradient
boosted trees, and neural networks using permutation feature im-
portance, partial dependence plot, individual conditional expecta-
tion, accumulated local effects, local interpretable model-agnostic
explanations, and Shapley additive explanation, we identify an
increase in N-terminal pro-brain natriuretic peptide, C-reaction
protein, and lactic dehydrogenase, a decrease in lymphocyte is
associated with severe infection and an increased risk of death,
which is consistent with recent medical research on COVID-19
and other research using dedicated models. We further validate
our methods on a large open dataset with 5644 confirmed patients
from the Hospital Israelita Albert Einstein, at São Paulo, Brazil
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from Kaggle, and unveil leukocytes, eosinophils, and platelets as
three indicative biomarkers for COVID-19.

Impact Statement—The pandemic is a race against time. We
seek to answer the question, how can medical practitioners employ
machine learning to win the race in the pandemic? Instead of
targeting at a high-accuracy black-box model that is difficult to
trust and deploy, we use model interpretation that incorporates
medical practitioners’ prior knowledge to promptly reveal the most
important indicators in early diagnosis, and thus, win the race in
the pandemic.

Index Terms—Artificial intelligence in health, artificial
intelligence in medicine, interpretable machine learning.

I. INTRODUCTION

THE sudden outbreak of COVID-19 has caused an unprece-
dented disruption and impact worldwide. With more than

100 million confirmed cases as of February 2021, the pandemic
is still accelerating globally. The disease is transmitted by inhala-
tion or contact with infected droplets with an incubation period
ranging from 2 to 14 days [1], making it highly infectious and
difficult to contain and mitigate.

With the rapid transmission of COVID-19, the demand for
medical supplies goes beyond hospitals’ capacity in many coun-
tries. Various diagnostic and predictive models are employed
to release the pressure on healthcare workers. For instance,
a deep learning model that detects abnormalities and extract
key features of the altered lung parenchyma using chest CT
images is proposed [2]. On the other hand, Rich Caruana et
al. [3] exploit intelligible models that use generalized additive
models with pairwise interactions to predict the probability of
readmission. To maintain both interpretability and complexity,
DeepCOVIDNet is present to achieve predictive surveillance
that identifies the most influential features for the prediction of
the growth of the pandemic [4] through the combination of two
modules. The embedding module takes various heterogeneous
feature groups as input and outputs an equidimensional em-
bedding corresponding to each feature group. The DeepFM [5]
module computes second and higher order interactions between
them.

Models that achieves high accuracy provide fewer interpre-
tations due to the tradeoff between accuracy and interpretabil-
ity [6]. To be adopted in healthcare systems that require both
interpretability and robustness [7], the multitree XGBoost al-
gorithm is employed to identify the most significant indicators
in COVID-19 diagnosis [8]. This method exploits the recursive
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Fig. 1. Difference between the usual workflow of machine learning, and our approach.

tree-based decision system of the model to achieve high inter-
pretability. On the other hand, a more complex convolutional
neural network (CNN) model can discriminate COVID-19 from
non-COVID-19 using chest CT image [9]. It achieves inter-
pretability through gradient-weighted class activation mapping
to produce a heat map that visually verifies where the CNN
model is focusing.

Besides, several model-agnostic methods have been proposed
to peek into black-box models, such as partial dependence
plot (PDP) [10], individual conditional expectation (ICE) [11],
accumulated local effects (ALE) [12], permutation feature im-
portance [13], local interpretable model-agnostic explanations
(LIME) [14], Shapley additive explanation (SHAP) [15], and an-
chors [16]. Most of these model-agnostic methods are reasoned
qualitatively through illustrative figures and human experiences.
To quantitatively measure their interpretability, metrics such as
faithfulness [17] and monotonicity [18] are proposed.

In this article, instead of targeting a high-accuracy model, we
interpret several models to help medical practitioners promptly
discover the most significant biomarkers in the pandemic, as
illustrated in Fig. 1.

Overall, this article makes the following contributions.
1) Evaluation: A systematic evaluation of the interpretability

of machine learning models that predict the severity level
of COVID-19 patients. We experiment with six interpreta-
tion methods and two evaluation metrics on our dataset and
receive the same result as research that uses a dedicated
model. We further validate our approach on a dataset from
Kaggle.

2) Implication: Through the interpretation of models trained
on our dataset, we reveal N-terminal probrain natriuretic
peptide (NTproBNP), C-reaction protein (CRP), lactic de-
hydrogenase (LDH), and lymphocyte (LYM) as the most
indicative biomarkers in identifying patients’ severity
level. Applying the same approach on the Kaggle dataset,

we further unveil three significant features, leukocytes,
eosinophils, and platelets.

3) Implementation: We design a system that healthcare pro-
fessionals can interact with its AI Models to incorpo-
rate model insights with medical knowledge. We re-
lease our implementation, models for future research and
validation.1

II. PRELIMINARY OF AI INTERPRETABILITY

In this section, six interpretation methods, partial depen-
dence plot, individual conditional expectation, accumulated lo-
cal effects, local interpretable model-agnostic explanations, and
Shapley additive explanation are summarized. We also summa-
rize two evaluation metrics, faithfulness, and monotonicity.

A. Model-Agnostic Methods

In healthcare, restrictions to using only interpretable models
bring many limitations in adoption while separating explana-
tions from the model can afford several beneficial flexibili-
ties [19]. As a result, model-agnostic methods have been devised
to provide interpretations without knowing model details.

1) Partial Dependence Plot: PDPs reveal the dependence
between the target function and several target features.
The partial function ˆfxs(xs) is estimated by calculating
averages in the training data, also known as the Monte
Carlo method. After setting up a grid for the features we
are interested in (target features), we set all target features
in our training set to be the value of grid points, then
make predictions and average them all at each grid. The
drawback of PDP is that one target feature produces 2D
plots and two produce 3D plots while it can be pretty hard

1Our source code and models are available at https://github.com/
wuhanstudio/interpretable-ml-covid-19.

https://github.com/wuhanstudio/interpretable-ml-covid-19
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for a human to understand plots in higher dimensions

f̂xs(xs) =
1

n

n∑

1

f̂(xs, x
i
c). (1)

2) Individual Conditional Expectation: ICE is similar to PDP.
The difference is that PDP calculates the average over the
marginal distribution while ICE keeps them all. Each line
in the ICE plot represents predictions for each individual.
Without averaging on all instances, ICE unveils heteroge-
neous relationships but is limited to only one target feature
since two features result in overlay surfaces that cannot be
identified by human eyes [20].

3) Accumulated Local Effects: ALE averages the changes in
the predictions and accumulate them over the local grid.
The difference with PDP is that the value at each point
of the ALE curve is the difference to the mean prediction
calculated in a small window rather than all of the grid.
Thus ALE eliminates the effect of correlated features [20]
which makes it more suitable in healthcare because it is
usually irrational to assume young people having similar
physical conditions with the elderly.

4) Permutation Feature Importance: The idea behind permu-
tation feature importance is intuitive. A feature is signifi-
cant for the model if there is a noticeable increase in the
model’s prediction error after permutation. On the other
hand, the feature is less important if the prediction error
remains nearly unchanged after shuffling.

5) Local Interpretable Model-Agnostic Explanations: LIME
uses interpretable models to approximate the predictions
of the original black-box model in specific regions. LIME
works for tabular data, text, and images, but the explana-
tions may not be stable enough for medical applications.

6) Shapley Additive Explanation: SHAP borrows the idea
of Shapley value from game theory [21], which repre-
sents contributions of each player in a game. Calculating
Shapley values is computationally expensive when there
are hundreds of features, thus Lundberg and Lee [15]
proposed a fast implementation for tree-based models to
boost the calculation process. SHAP has a solid theoretical
foundation but is still computationally slow for a lot of
instances.

To summarize, PDP, ICE, and ALE only use graphs to visu-
alize the impact of different features while permutation feature
importance, LIME, and SHAP provide numerical feature impor-
tance that quantitatively ranks the importance of each feature.

B. Metrics for Interpretability Evaluation

Different interpretation methods try to find out the most
important features to provide explanations for the output.
But as Doshi-Velez and Kim [6] questioned, “Are all models
in all defined-to-be-interpretable model classes equally inter-
pretable?” And how can we measure the quality of different
interpretation methods?

Faithfulness: Faithfulness incrementally removes each of the
attributes deemed important by the interpretability metric, and
evaluate the effect on the performance. Then it calculates the

correlation between the weights (importance) of the attributes
and corresponding model performance and returns correlation
between attribute importance weights and the corresponding
effect on classifier [17].

Monotonicity: Monotonicity incrementally adds each at-
tribute in order of increasing importance. As each feature is
added, the performance of the model should correspondingly
increase, thereby resulting in monotonically increasing model
performance, and it returns true of false [18].

In our experiment, both faithfulness and monotonicity are
employed to evaluate the interpretation of different machine
learning models.

III. EMPIRICAL STUDY ON COVID

In this section, features in our raw dataset and procedures
of data preprocessing are introduced. After preprocessing, four
different models: Decision tree, random forest, gradient boosted
trees, and neural networks are trained on the dataset. Model
interpretation is then employed to understand how different
models make predictions, and patients that models make false
diagnoses are investigated respectively.

A. Dataset and Perprocessing

The raw dataset consists of patients with confirmed SARS-
CoV-2 laboratory tests between 18th January 2020 and 5th
March 2020, in Zhuhai, China. Our Research Ethics Committee
waived written informed consent for this retrospective study
that evaluated deidentified data and involved no potential risk to
patients. All the data of patients have been anonymized before
analysis.

Tables in the Appendix list all 74 features in the raw dataset
consisting of body mass index (BMI), complete blood count
(CBC), blood biochemical examination, inflammatory markers,
symptoms, anamneses, among others. Whether or not health care
professionals will order a test for patients is based on various
factors such as medical history, physical examination, and etc.
Thus, there is no standard set of tests that are compulsory for
every individual which introduces data sparsity. For instance,
left ventricular ejection fraction (LVEF) are mostly empty be-
cause most patients are not required to take the color doppler
ultrasound test.

After pruning out irrelevant features, such as patients’ medical
numbers that provide no medical information, and features that
have no patients’ records (no patient took this test), 86 patients’
records with 55 features are selected for further investigation.
Among those, 77 records are used for training, cross-validation,
and 9 reserved for testing. The feature for classification is
Severity01 which indicates normal with 0, and severe with 1.
More detailed descriptions about features in our dataset are listed
in the Appendix.

Feature engineering is applied before training and interpreting
our models, as some features may not provide valuable infor-
mation or provide redundant information.

First, constant and quasi-constant features were removed. For
instance, the two features, PCT2 and Stomachache, have the
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TABLE I
FEATURE CORRELATION

same value for all patients providing no valuable information in
distinguishing normal and severe patients.

Second, correlated features were removed because they pro-
vide redundant information. Table I lists all correlated features
using Pearson’s correlation coefficient.

1) There is strong correlation between cTnICKMBOrdinal1
and cTnICKMBOrdinal2 because they are the same test
among a short range of time which is the same for LYM1
and LYM2.

2) LDH and HBDH levels are significantly correlated with
heart diseases, and the HBDH/LDH ratio can be calculated
to differentiate between liver and heart diseases.

3) Neutrophils (NEU1/NEU2) are all correlated to the im-
mune system. In fact, most of the white blood cells that
lead the immune system’s response are neutrophils. Thus,
there is a strong correlation between NEU1 and WBC1,
NEU2 and WBC2.

4) In the original dataset, there is no much information
about N2L2 which is correlated with NTproBNP, thus
NTproBNP remains.

5) The correlation between BMI and weight is straight for-
ward because BMI is a person’s weight in kilograms
divided by the square of height in meters.

Third, statistical methods that calculate mutual information
is employed to remove features with redundant information.

Mutual information is calculated using (2) that determines
how similar the joint distribution p(X, Y) is to the products of
individual distributions p(X)p(Y). Univariate test measures the
dependence of two variables, and a high p-value indicates a less
similar distribution between X and Y.

I(X;Y ) =
∑

x,y

p(x, y)log
p(x, y)

p(x)p(y)
. (2)

After feature engineering, there are 37 features left for training
and testing.

B. Training Models

Machine learning models outperform humans in many differ-
ent areas in terms of accuracy. Interpretable models such as the
decision tree are easy to understand, but not suitable for large
scale applications. Complex models achieve high accuracy while
giving less explanation.

For healthcare applications, both accuracy and interpretability
are significant. Four different models are selected to extract

TABLE II
FEATURES WITH MUTUAL INFORMATION

TABLE III
STRUCTURE OF NEURAL NETWORKS

information from our dataset: Decision tree, random forests,
gradient boosted trees, and neural networks.

Decision Tree: DT is a widely adopted method for both
classification and regression. It’s a nonparametric supervised
learning method that infers decision rules from data features.
The decision tree try to find decision rules that make the best
split measured by Gini impurity or entropy. More importantly,
the generated decision tree can be visualized, thus easy to
understand and interpret [22].

Random Forest: RF is a kind of ensemble learning
method [23] that employs bagging strategy. Multiple decision
trees are trained using the same learning algorithm, and then
predictions are aggregated from the individual decision tree.
Random forests produce great results most of the time even
without much hyperparameter tuning. As a result, it has been
widely accepted for its simplicity and good performance. How-
ever, it is rather difficult for humans to interpret hundreds of
decision trees, so the model itself is less interpretable than a
single decision tree.

Gradient Boosted Trees: Gradient boosted trees is another
ensemble learning method that employs boosting strategy [24].
Through sequentially adding one decision tree at one time,
gradient boosted trees combine results along the way. With
fine-tuned parameters, gradient boosting can result in better
performance than random forests. Still, it is tough for humans
to interpret a sequence of decision trees, and thus, considered as
black-box models.

Neural Networks: Neural networks could be the most promis-
ing model in achieving a high accuracy and even outperforms
humans in medical imaging [25]. Though the whole network is
difficult to understand, deep neural networks are stacks of simple
layers, thus can be partially understood through visualizing
outputs of intermediate layers [26].

As for the implementation, there is no hyperparameter for the
decision tree. For random forests, 100 trees are used during the
initialization. The hyperparameters for gradient boosted trees
are selected according to prior experience. The structure for
neural networks is listed in Table III. All these methods are
implemented using scikit-learn [27], Keras, and python3.6.
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TABLE IV
CLASSIFICATION RESULTS ON OUR DATASET

TABLE V
FIVE MOST IMPORTANT FEATURES

After training, gradient boosted trees and neural networks
achieve the highest precision on the test set. Among 9 patients
in our test set, four of them are severe. Both the decision tree
and random forests fail to identify two severe patients, while
gradient boosted trees and neural networks find all of the severe
patients.

C. Interpretation (Permutation Feature Importance)

First, we use permutation feature importance to find the most
important features in different models. In Table V, CRP2 and
NTproBNP are recognized as most important features by most
models.

According to medical knowledge, CRP, which increases when
there’s inflammation or viral infection in the body. CRP levels
are positively correlated with lung lesions and could reflect
disease severity [28]. NTproBNP refers to N-terminal prohor-
mone of brain natriuretic peptide, which will be released in
response to changes in pressure inside the heart. The CRP level
in severe patients rises due to viral infection, and patients with
higher NT-proBNP (above 88.64 pg/mL) level had more risks
of in-hospital death [29].

D. Interpretation (PDP, ICE, ALE)

After recognizing the most important features, PDP, ICE, and
ALE are employed to further visualize the relationship between
CRP and NTproBNP.

In the PDPs, all of the four models indicate a higher risk
of turning severe with the increase of NTproBNP and CRP
which is consistent with the retrospective study on COVID-19,
as depicted in Fig. 2. The difference is that different models
have different tolerances and dependence on NTproBNP and
CRP. Averagely, the decision tree has less tolerance on a high
level of NTproBNP (>2000 ng/ml), and gradient boosted trees
give a much higher probability of death as CRP increases. Since
PDPs only calculate an average of all instances, we use ICEs to
identify heterogeneity as illustrated in Fig. 3.

ICE reveals individual differences. Though all of the models
give a prediction of a higher risk of severe as NTproBNP and
CRP increase, some patients have a much higher initial proba-
bility which indicates other features have an impact on overall
predictions. For example, elderly people have higher NTproBNP
than young people and have a higher risk of turning severe as
illustrated in Fig. 4.

In the ALEs, as NTproBNP and CRP get higher, all of the
four models give a more positive prediction of turning severe,
which coincides with medical knowledge.

E. Misclassified Patients

Even though the most important features revealed by our
models exhibit medical meaning, some severe patients fail to
be recognized. Both gradient boosted trees and neural networks
recognize all severe patients and yield a recall of 1.00, while the
decision tree and random forests fail to reveal two of them.

Patient No. 2 (normal) is predicted with a probability of 0.53
of turning severe which is around the boundary (0.5). While
for patient No. 5 (severe), the model gives a relatively low
probability of turning severe (0.24).

F. Interpretation (False Negative)

Suppose different models represent different doctors, then the
decision tree and random forests make the wrong diagnosis for
patient no. 5. The reason human doctors classified the patient
as severe is that he actually needed a respirator to survive. To
further investigate why the decision tree and random forests
make wrong predictions, LIME, and SHAP are employed.

LIME: Features in green have a positive contribution to the
prediction (increasing the probability of turning severe), and fea-
tures in red have a negative effect on the prediction (decreasing
the probability of turning severe).

SHAP: Features pushing the prediction to be higher (severe)
are shown in red, and those pushing the prediction to be lower
(normal) are in blue.

1) Wrong Diagnoses: Take the decision tree as an exam-
ple, in the Fig. 5(a), the explanation by LIME illustrates that
NTproBNP and CRP are two features (in green) that have a
positive impact on the probability of turning severe. Even though
patient No. 5 is indeed severe, the decision tree gives an overall
prediction of normal (false negative). Thus, we would like to
investigate features that have a negative impact on the probability
of turning severe.

In the Fig. 6(c), the explanation by SHAP reveals that the
patient is diagnosed as normal by the decision tree because the
patient has no symptom. Even though the patient has a high
NTproBNP and CRP, having no symptom makes it less likely
to classify him as severe. The record was taken when the patient
came to the hospital for the first time. It is likely that the patient
developed symptoms later and turned severe.

However, both gradient boosted trees and neural networks
are not deceived by the fact the patient has no symptom. Their
predictions indicate that the patient is likely to turn severe in the
future.
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Fig. 2. Partial dependence plot: There is a positive correlation between the level of NTproBNP/CRP and the probability of turning severe because as
NTproBNP/CRP increases, the average possibility (y-axis) of turning severe increases. (a) Decision Tree. (b) Random Forest. (c) Gradient Boosted Trees. (d)
Neural Networks.

2) Correct Diagnoses: In the Fig. 6(c) and (d), gradient
boosted trees and neural networks do not prioritize the feature
symptom. They put more weight on test results (NTproBNP and
CRP). Thus they make correct predictions based on the fact that
the patient’s test results are serious.

Besides, neural networks notice that the patient is elderly
(Age = 63). If we calculate the average age in different severity
levels, it is noticeable that elderly people are more likely to
deteriorate.

Gradient boosted trees and neural networks make correct
predictions because they trust more in test results, while the
decision tree relies more on whether or not a patient has symp-
toms. As a result, gradient boosted trees and neural networks
are capable of recognizing patients that are likely to turn severe
in the future while the decision tree makes predictions relying
more on patients’ current situation.

Medical research is a case-by-case study. Every patient is
unique. It is strenuous to find a single criterion that suits every
patient, thus it’s important to focus on each patient and make
a diagnosis accordingly. This is one of the benefits of using
interpretable machine learning. It unveils the most significant
features for most patients and provides the interpretation for
each patient as well.

TABLE VI
MISCLASSIFIED PATIENTS

TABLE VII
AVERAGE AGE IN DIFFERENT SEVERITY LEVELS

G. Interpretation (False Positive)

With limited medical resources at the initial outbreak of the
pandemic, it is equally important to investigate false positive, so
that valuable resources can be distributed to patients in need.

In Table VI, patient 2 is normal, but all of our models diagnose
the patient as severe. To further explain the false positive pre-
diction, Table VIII lists anonymized medical records for patient
2 (normal) and patient 5 (severe) for comparison.
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Fig. 3. Individual conditional expectation: Each line in different colors represents a patient. As we increase NTproBNP/CRP while keeping other features the
same, the probability of turning severe increases for each individual, but each patient has a different starting level because their other physical conditions differ. (a)
Decision Tree. (b) Random Forest. (c) Gradient Boosted Trees. (d) Neural Networks.

Fig. 4. Accumulated local effects: As the level of NTproBNP/CRP increases, the possibility of turning severe (yellow) goes above the average. (a) Decision Tree.
(b) Random Forest. (c) Gradient Boosted Trees. (d) Neural Networks.
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Fig. 5. LIME explanation (false-negative patient No. 5): Features in green have a positive contribution to the prediction (increasing the probability of turning
severe), and features in red have a negative effect on the prediction (decreasing the probability of turning severe). (a) Decision Tree. (b) Random Forest. (c) Gradient
Boosted Trees. (d) Neural Networks.

Fig. 6. SHAP explanation (false-negative patient No.5): Features pushing the prediction to be higher (severe) are shown in red, and those pushing the prediction
to be lower (normal) are in blue. (a) Decision Tree. (b) Random Forest. (c) Gradient Boosted Trees. (d) Neural Networks.

1) Doctors’ Diagnoses: We present the test results of both
patients to doctors without indicating which patient is severe.
All doctors mark patient No. 2 as more severe which is the same
as our models. Doctors’ decisions are based on the COVID-19
diagnosis and treatment guide in China. The increased level in

CRP, LDH, decreased level in LYM are associated with severe
COVID-19 infection in the guideline, and patient 2 has a higher
level of CRP and LDH, a lower level of LYM than patient
5. As a result, doctors’ diagnoses are consistent with models’
predictions
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TABLE VIII
RECORD OF THE FALSE POSITIVE PATIENT 2

TABLE IX
MOST IMPORTANT FEATURES FROM LIME AND SHAP

TABLE X
FAILTHFULNESS EVALUATION

TABLE XI
MONOTONICITY EVALUATION

2) Models’ Diagnoses: Even though all of the four models
make the same predictions as human doctors, it is important
to confirm models’ predictions are in accordance with medical
knowledge. Table IX lists the three most important features in the
interpretation of LIME and SHAP. More detailed interpretations
are illustrated in the Figs. 7 and 8.

In Table IX, NTproBNP, CRP, LYM, LDH are the most com-
mon features that are deemed crucial by all different models. The
three features, CRP, LYM, LDH, are listed as the most indicative
biomarkers in the COVID-19 guideline. While the correlation

TABLE XII
PATIENT NO. 0 IN THE KAGGLE DATASET

TABLE XIII
CLASSIFICATION RESULTS (KAGGLE)

between NTproBNP and COVID-19 are investigated in a article
from world health organization (WHO) global literature on coro-
navirus disease, that reveals elevated NTproBNP is associated
with increased mortality in patients with COVID-19 [30].

As a result, the prediction of false-positive is consistent with
doctors’ diagnoses. Patient 2 who is normal is diagnosed as
severe by both doctors and models. One possibility is that even
though the patients’ test results are not optimistic, he did not
require a respirator to survive when he came to the hospital
for the first time, so he was classified as normal. In this way,
models’ predictions can act as a warning. If a patient is diagnosed
as severe by models, and the prediction is in accordance with
medical knowledge, but the patient feels normal, we can suggest
to the patient to put more attention on his health condition.

In conclusion, as illustrated previously in the explanation
for patient 5 (false negative), every patient is unique. Some
patients are more resistant to viral infection, while some are more
vulnerable. Pursuing a perfect model is tough in healthcare, but
we can try to understand how different models make predictions
using interpretable machine learning to be more responsible with
our diagnoses.

H. Evaluating Interpretation

Though we do find some indicative symptoms of COVID-19
through model interpretation, they are confirmed credible be-
cause these interpretations are corroborated by medical research.
If we use the interpretation to understand a new virus at the
early stage of an outbreak, there will be less evidence to support
our interpretation. Thus we use monoitinicity and faithfulness



WU et al.: INTERPRETABLE MACHINE LEARNING FOR COVID-19: AN EMPIRICAL STUDY ON SEVERITY PREDICTION TASK 773

Fig. 7. LIME explanation (false-positive patient No.2): Features in green have a positive contribution to the prediction (increasing the probability of turning
severe), and features in red have a negative effect on the prediction (decreasing the probability of turning severe). (a) Decision Tree. (b) Random Forest. (c) Gradient
Boosted Trees. (d) Neural Networks.

Fig. 8. SHAP explanation (false-positive patient No.2): Features pushing the prediction to be higher (severe) are shown in red, and those pushing the prediction
to be lower (normal) are in blue. (a) Decision Tree. (b) Random Forest. (c) Gradient Boosted Trees. (d) Neural Networks.

to evaluate different interpretations using IBM AIX 360 tool-
box [31]. The decision tree only provides a binary prediction (0
or 1) rather than a probability between 0 and 1, so it cannot be
evaluated using monotonicity and faithfulness.

Faithfulness (ranging from −1 to 1) reveals the correlation
between the importance assigned by the interpretability algo-
rithm and the effect of each attribute on the performance of
the model. All of our interpretations receive good faithfulness
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Fig. 9. Decision rule using three key features and their thresholds in absolute
value. Num, the number of patients in a class; T, the number of correctly
classified; F, the number of misclassified patients. [8].

scores, and SHAP receives a higher faithfulness score than
LIME on average. The interpretation by SHAP receives better
results because the Shapley value is calculated by removing the
effect of specific features which is similar to how faithfulness is
computed, so SHAP is more akin to faithfulness.

As for monotonicity, most interpretation methods receive a
false though we do find valuable conclusions from interpreta-
tions. The difference between faithfulness and monotonicity is
that faithfulness incrementally removes each of the attributes,
while monotonicity incrementally adds each of the attributes.
By incrementally adding each attribute, initially, the model may
not be able to make correct predictions with only one or two
features, but this does not mean these features are not important.
Evaluation metrics for different interpretation methods is still an
active research direction, and our results may hopefully stimu-
late further research on the development of better evaluation
metrics for interpreters.

I. Summary

In this section, the interpretation of four different machine
learning models reveals that NTproBNP, CRP, and LDH, and
LYM are the four most important biomarkers that indicate the
severity level of COVID-19 patients. In the next section, we
further validate our methods on two datasets to corroborate our
proposal.

IV. VALIDATION ON OTHER DATASETS

At the initial outbreak of the pandemic, our research leverages
a database consisting of patients with confirmed SARS-CoV-2
laboratory tests between 18th January 2020, and 5th March
2020, in Zhuhai, China, and reveals that an increase in NT-
proBNP, CRP, and LDH, and a decrease in lymphocyte count
indicates a higher risk of death. However, the dataset has a
limited record of 92 patients which may not be enough to support
our proposal. Luckily, and thanks to global cooperation, we do

have access to larger datasets. In this section, we further validate
our methods on two datasets, one with 485 infected patients in
Wuhan, China [8], and the other with 5644 confirmed cases from
the Hospital Israelita Albert Einstein, at São Paulo, Brazil from
Kaggle.

A. Validation on 485 Infected Patients in China

The medical record of all patients in this dataset was collected
between 10th January and 18th February 2020, within a similar
date range as our dataset. Yan et al. construct a dedicated
simplified and clinically operable decision model to rank 75
features in this dataset, and the model demonstrates that three key
features, LDH, LYM, and high-sensitivity CRP (hs-CRP) can
help to quickly prioritize patients during the pandemic, which
is consistent with our interpretation in Table V.

Findings from the dedicated model are consistent with current
medical knowledge. The increase of hs-CRP reflects a persis-
tent state of inflammation [32]. The increase of LDH reflects
tissue/cell destruction and is regarded as a common sign of
tissue/cell damage, and the decrease of lymphocyte is supported
by the results of clinical studies [33].

Our methods reveal the same results without taking efforts to
design a dedicated interpretable model but can be more prompt
to react to the pandemic. During pandemic outbreak, a prompt
reaction that provides insights on the new virus could save lives
and time.

B. Validation on 5644 Infected Patients in Brazil

Our approach obtains the same result on the dataset with 92
patients from Zhuhai, China, and a medium-size dataset with
485 patients from Wuhan, China. Besides, we further validate
our approach on a larger dataset with 5644 patients in Brazil,
from Kaggle.

This dataset consists of 111 features including anonymized
personal information, laboratory virus tests, urine tests, venous
blood gas analysis, arterial blood gases, blood routine test,
among other features. All data were anonymized following the
best international practices and recommendations. The differ-
ence between this dataset and ours is that all data are standard-
ized to have a mean of zero and a unit standard deviation, thus the
original data range that contains clinical meaning is lost. Still,
the most important medical indicators can be extracted using
interpretation methods.

Following the same approach, a preprocessing is applied on
the dataset that removes irrelevant features such as patients’
intention to the ward level, and features that have less than 100
patient’s records, for instance, urine tests and aerial blood gas
tests. On the other hand, patients that have less than 10 records
are dropped, because these records do not provide enough in-
formation. After preprocessing, we have a full record of 420
patients with 10 features.

After training and interpreting four different models, deci-
sion tree, random forests, gradient boosted trees, and neural
networks, the most important features are identified and listed
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Fig. 10. LIME explanation ( Kaggle patient 0): Features in green have a positive contribution to the prediction (increasing the probability of turning severe), and
features in red have a negative effect on the prediction (decreasing the probability of turning severe). (a) Decision Tree. (b) Random Forest. (c) Gradient Boosted
Trees. (d) Neural Networks.

TABLE XIV
FIVE MOST IMPORTANT FEATURES (KAGGLE)

in Table XIV. The three most common indicative features are
leukocytes, eosinophils, and platelets.

According to medical research, patients with increased leuko-
cyte count are more likely to develop critical illness, more likely
to admit to an ICU, and have a higher rate of death [34]. Du
et al. noted that at the time of admission, 81% of the patients
had absolute eosinophil counts below the normal range in the
medical records of 85 fatal cases of COVID-19 [35]. Wool
and Miller [36] discovered that COVID-19 is associated with
increased numbers of immature platelets which could be another
mechanism for increased clotting events in COVID-19.

In addition, the two datasets collectively reveal that elderly
people are more susceptible to the virus. The significant feature
NTproBNP in the Chinese dataset is often used to diagnose or
rule out heart failure which is more likely to occur in elderly
people. And patients that have abnormally low levels of platelets
are more likely to be older, male as well [36].

To further validate our interpretation, faithfulness and mono-
tonicity are calculated and listed in Tables XV and XVI. Simi-
larly, our interpretations are consistent with medical knowledge
and receive a good faithfulness score, but receive a worse score
on monotonicity because the calculation procedure of mono-
tonicity is contrary to faithfulness.

TABLE XV
FAILTHFULNESS EVALUATION (KAGGLE)

TABLE XVI
MONOTONICITY EVALUATION (KAGGLE)

V. CONCLUSION

In this article, through the interpretation of four different
machine learning models, we reveal that NTproBNP, CRP, LDH,
and LYM are the four most important biomarkers that indicate
the severity level of COVID-19 patients. Our findings are con-
sistent with medical knowledge and recent research that exploits
dedicated models. We further validate our methods on a large
open dataset from Kaggle and unveil leukocytes, eosinophils,
and platelets as three indicative biomarkers for COVID-19.

The pandemic is a race against time. Using interpretable
machine learning, medical practitioners can incorporate insights
from models with their prior medical knowledge to promptly
reveal the most significant indicators in early diagnosis and
hopefully win the race in the fight against the pandemic.
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APPENDIX

TABLE XVII
DIAGNOSES

TABLE XVIII
PERSONAL INFO

TABLE XIX
COMPLETE BLOOD COUNT

TABLE XX
INFLAMMATORY MARKERS

TABLE XXI
BIOCHEMICAL EXAMINATION

REFERENCES

[1] T. Singhal, “A review of coronavirus disease-2019 (COVID-19),” Indian
J. Pediatrics, vol. 87, no. 4, pp. 281–286, 2020.

TABLE XXII
SYMPTOMS AND ANAMNESES

TABLE XXIII
OTHER TEST RESULTS

[2] S. Basu, S. Mitra, and N. Saha, “Deep learning for screening COVID-19
using chest X-Ray images,” in Proc. IEEE Symp. Ser. Comput. Intell.,
2020, pp. 2521–2527.

[3] R. Caruana, Y. Lou, J. Gehrke, P. Koch, M. Sturm, and N. Elhadad,
“Intelligible models for healthcare: Predicting pneumonia risk and hospital
30-Day readmission,” in Proc. 21th ACM SIGKDD Int. Conf. Knowl.
Discov. Data Mining, 2015, pp. 1721–1730.

[4] A. Ramchandani, C. Fan, and A. Mostafavi, “Deepcovidnet: An inter-
pretable deep learning model for predictive surveillance of COVID-19
using heterogeneous features and their interactions,” IEEE Access, vol. 8,
pp. 159915–159930, 2020.

[5] H. Guo, R. Tang, Y. Ye, Z. Li, and X. He, “Deepfm: A factorization-
machine based neural network for CTR prediction,” in Proc. Int. Joint
Conf. Artif. Intell., vol. 8, 2017, pp. 1725–1731.

[6] F. Doshi-Velez and B. Kim, “Towards a rigorous science of interpretable
machine learning,” 2017, arXiv:1702.08608.

[7] I. J. Goodfellow, J. Shlens, and C. Szegedy, “Explaining and harnessing
adversarial examples,” 2014, arXiv:1412.6572.



WU et al.: INTERPRETABLE MACHINE LEARNING FOR COVID-19: AN EMPIRICAL STUDY ON SEVERITY PREDICTION TASK 777

[8] L. Yan et al., “An interpretable mortality prediction model for COVID-19
patients,” Nature Mach. Intell., vol. 2, no. 5, pp. 283–288, May 2020.

[9] E. Matsuyama et al., “A deep learning interpretable model for novel
coronavirus disease (COVID-19) screening with chest CT images,” J.
Biomed. Sci. Eng., vol. 13, no. 07, p. 140, 2020.

[10] J. H. Friedman, “Greedy function approximation: A gradient boosting
machine.” Ann. Statist., vol. 29, no. 5, pp. 1189–1232, Oct. 2001.

[11] A. Goldstein, A. Kapelner, J. Bleich, and E. Pitkin, “Peeking inside
the black box: Visualizing statistical learning with plots of individual
conditional expectation,” J. Comput. Graphical Statist., vol. 24, no. 1,
pp. 44–65 2013.

[12] D. W. Apley and J. Zhu, “Visualizing the effects of predictor variables in
black box supervised learning models,” J. Roy. Stat. Soc. Ser. B, vol. 82,
no. 4, pp. 1059–1086, Sep. 2020.

[13] A. Fisher, C. Rudin, and F. Dominici, “All models are wrong, but many
are useful: Learning a variable’s importance by studying an entire class of
prediction models simultaneously,” J. Mach. Learn. Res., vol. 20, no. 177,
pp. 1–81, 2019.

[14] M. T. Ribeiro, S. Singh, and C. Guestrin, ““Why should i trust you?”:
Explaining the predictions of any classifier,” in Proc. 22nd ACM SIGKDD
Int. Conf. Knowl. Discov. Data Mining, New York, NY, USA, 2016,
pp. 1135–1144.

[15] S. M. Lundberg and S.-I. Lee, “A unified approach to interpreting model
predictions,” in Proc. Adv. Neural Inf. Process. Syst., vol. 30, I. Guyon,
U. V. Luxburg, S. H. Bengio R. Wallach Fergus, S. Vishwanathan, and R.
Garnett, Eds., 2017, pp. 4765–4774.

[16] M. T. Ribeiro, S. Singh, and C. Guestrin, “Anchors: High-precision model-
agnostic explanations,” in Proc. Assoc. Adv. Artif. Intell., 2018, pp. 1527–
1535.

[17] D. Alvarez-Melis and T. S. Jaakkola, “Towards robust interpretability with
self-explaining neural networks,” 2018, arXiv:1806.07538.

[18] R. Luss et al., “Generating contrastive explanations with monotonic at-
tribute functions,” 2019, arXiv:1905.12698.

[19] M. T. Ribeiro, S. Singh, and C. Guestrin, “Model-agnostic interpretability
of machine learning,” 2016, arXiv:1606.05386.

[20] C. Molnar, Interpretable Machine Learning. Morrisville, NC, USA:
Lulu.com, 2020.

[21] L. S. Shapley, “A value for n-person games,” in Contributions to the Theory
of Games (AM-28), vol. II, Princeton, NJ, USA: Princeton Univ. Press,
pp. 307–318, 1953.

[22] L. Breiman, J. Friedman, R. Olshen, and C. Stone, Classification and
Regression Trees. Belmont, CA, USA: Wadsworth Int. group, 1984.

[23] L. Breiman, “Random forests,” Mach. Learn, vol. 45, no. 1, pp. 5–32,
2001.

[24] S. Schaal and C. C. Atkeson, “From isolation to cooperation: An alternative
view of a system of experts,” in Proc. Adv. Neural Inf. Process. Syst., vol. 8,
1996, pp. 605–611.

[25] A. Maier, C. Syben, T. Lasser, and C. Riess, “A gentle introduction to
deep learning in medical image processing,” Zeitschrift für Medizinische
Physik, vol. 29, no. 2, pp. 86–101, 2019.

[26] G. Montavon, W. Samek, and K.-R. Müller, “Methods for interpreting
and understanding deep neural networks,” Digit. Signal Process., vol. 73,
pp. 1–15, Feb. 2018.

[27] F. Pedregosa et al., “scikit-learn: Machine learning in Python,” J. Mach.
Learn. Res., vol. 12, pp. 2825–2830, 2011.

[28] L. Wang, “C-reactive protein levels in the early stage of COVID-19,” Med.
Mal. Infect., vol. 50, no. 4, pp. 332–334, 2020.

[29] L. Gao et al., “Prognostic value of NT-proBNP in patients with severe
COVID-19,” Respir. Res., vol. 21, no. 1, 2020, Art. no. 83.

[30] R. Pranata, I. Huang, A. A. Lukito, and S. B. Raharjo, “Elevated n-terminal
pro-brain natriuretic peptide is associated with increased mortality in
patients with COVID-19: Systematic review and meta-analysis,” Postgrad-
uate Med. J., vol. 96, no. 1137, pp. 387–391, 2020.

[31] V. Arya et al. “One explanation does not fit all: A toolkit and taxonomy
of AI explainability techniques,” 2019, arXiv:1909.03012.

[32] E. K. Bajwa, U. A. Khan, J. L. Januzzi, M. N. Gong, B. T. Thompson,
and D. C. Christiani, “Plasma C-reactive protein levels are associated
with improved outcome in ARDS,” Chest, vol. 136, no. 2, pp. 471–480,
Aug. 2009.

[33] N. Chen et al., “Epidemiological and clinical characteristics of 99 cases of
2019 novel coronavirus pneumonia in Wuhan, China: A descriptive study,”
Lancet, vol. 395, no. 10223, pp. 507–513, 2020.

[34] K. Zhao et al., “Clinical features in 52 patients with COVID-19 who
have increased leukocyte count: A retrospective analysis,” Eur. J. Clin.
Microbiology Infect. Diseases, vol. 39, no. 12, pp. 2279–2287, 2020.

[35] Y. Du et al., “Clinical features of 85 fatal cases of COVID-19 from Wuhan.
A retrospective observational study,” Amer. J. Respiratory Crit. Care Med.,
vol. 201, no. 11, pp. 1372–1379, 2020.

[36] G. D. Wool and J. L. Miller, “The impact of COVID-19 disease on platelets
and coagulation,” Pathobiology, vol. 88, no. 1, pp. 14–26, 2021.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


