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Abstract—Deep learning methodologies have been employed
in several different fields, with an outstanding success in image
recognition applications, such as material quality control, medical
imaging, autonomous driving, etc. Deep learning models rely on
the abundance of labelled observations to train a prospective
model. These models are composed of millions of parameters
to estimate, increasing the need of more training observations.
Frequently it is expensive to gather labelled observations of data,
making the usage of deep learning models not ideal, as the model
might over-fit data. In a semi-supervised setting, unlabelled data
is used to improve the levels of accuracy and generalization
of a model with small labelled datasets. Nevertheless, in many
situations different unlabelled data sources might be available.
This raises the risk of a significant distribution mismatch between
the labelled and unlabelled datasets. Such phenomena can cause
a considerable performance hit to typical semi-supervised deep
learning frameworks, which often assume that both labelled
and unlabelled datasets are drawn from similar distributions.
Therefore, in this paper we study the latest approaches for semi-
supervised deep learning for image recognition. Emphasis is made
in semi-supervised deep learning models designed to deal with
a distribution mismatch between the labelled and unlabelled
datasets. We address open challenges with the aim to encourage
the community to tackle them, and overcome the high data
demand of traditional deep learning pipelines under real-world
usage settings.

Impact statement: This paper is a deep review of the state
of the art semi-supervised deep learning methods, focusing on
methods dealing with the distribution mismatch setting. Under
real world usage scenarios, a distribution mismatch might occur
between the labelled and unlabelled datasets. Recent research has
found an important performance degradation of the state of the
art semi-supervised deep learning (SSDL) methods. Therefore,
state of the art methodologies aim to increase the robustness of
semi-supervised deep learning frameworks to this phenomena.
In this work, we are the first to our knowledge to systematize
and study recent approaches to robust SSDL under distribution
mismatch scenarios. We think this work can add value to the
literature around this subject, as it identifies the main tendencies
surrounding it. Also we consider that our work encourages the
community to draw the attention on this emerging subject, which
we think is an important challenge to address in order to decrease
the lab-to-real-world gap of deep learning methodologies.

Index Terms—Deep learning, image classification, Semi-

supervised learning, Distribution mismatch

I. INTRODUCTION

EEP learning based approaches continue to provide more
accurate results in a wide variety of fields, from medicine
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to biodiversity conservation [7], [10]], [12], [[14], [17], [33],
[62], [69], [97]. Most of deep learning architectures rely on
the usage of extensively labelled datasets to train models
with millions of parameters to estimate [[13], [16]], [35]]. Over-
fitting is a frequent issue when implementing a deep learning
based solution trained with a small, or not representative
dataset. Such phenomena often causes poor generalization
performance during its real world usage. In spite of this risk,
the acquisition of a sufficiently sized and representative sam-
ple, through rigorous procedures and standards, is a pending
challenge, as argued in [5]]. Moreover, procedures to determine
whether a dataset is large and/or representative enough is still
an open subject in the literature, as discussed in [58].

Often labels are expensive to generate, especially in fields
developed by highly trained medical professionals, such as
radiologists, pathologists, or psychologists [[10], [17], [30],
[42]. Examples of this include the labelling of hystopatho-
logical images, necessary for training a deep learning model
for its usage in clinical procedures [|17]]. Therefore, there is
an increasing interest for dealing with scarce labelled data to
feed deep learning architectures, stimulated by the success of
deep learning based models [63].

Among the most popular and simple approaches to deal with
limited labelled observations and diminish model over-fitting
is data augmentation. Data augmentation adds artificial obser-
vations to the training dataset, using simple transformations
of real data samples; namely image rotation, flipping, artificial
noise addition [35]. A description of simple data augmentation
procedures for deep learning architectures can be found in
[96]. More complex data augmentation techniques make use
of generative adversarial networks. Generative models approx-
imate the data distribution, which can be sampled to create
new observations, as seen in [32], [78], [[102] with different
applications. Data augmentation is implemented in popular
deep learning frameworks, such as Pytorch and TensorFlow
(64]].

Transfer learning is also a common approach for dealing
with the lack of enough labels. It first trains a model f
with an external or source-labelled dataset, hopefully from a
similar domain. Secondly, parameters are fine-tuned with the
intended, or target dataset [[88|]. Similar to data augmentation,
TensorFlow and Pytorch include the weights of widely used
deep learning models trained in general purpose datasets as
ImageNet [27], making its usage widespread. Its implementa-
tion yields better results with more similar source and target
datasets. A detailed review on deep transfer learning can be
found in [84].

Another alternative to deal with small labelled datasets is
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[Semi-supervised Deep Learning (SSDL)| which enables the
model to take advantage of unlabelled or even noisily-labelled
data [47], [94]. As an application example, take the problem
of training a face based apparent emotion recognition model.
Unlabelled videos and images of human faces are available on
the web, and can be fetched with a web crawler. Taking ad-
vantage of such unlabelled information might yield improved
accuracy and generalization for deep learning architectures.

One of the first works in the literature regarding semi-
supervised learning is [[76]]; where different methods for us-
ing unlabelled data were proposed. More recently, with the
increasing development and usage of deep learning architec-
tures, semi-supervised learning methods are attracting more
attention. An important number of frameworks are
general enough to allow the usage of popular deep learning
architectures in different application domains [|63[]. Therefore,
we argue that it is necessary to review and study the rela-
tionship between recent deep learning based semi-supervised
techniques, in order to spot missing gaps and boost research
in the field. Some recent semi-supervised learning reviews
are already available in the literature. These are detailed
in Section Moreover, we argue that it is important to
discuss the open challenges of implementing in real-
world settings, to narrow the lab-application gap. One of the
remaining challenges is the frequent distribution mismatch
between the labelled and unlabelled data, which can hinder
the performance of the framework.

A. Previous work

In [[101]], an extensive review on semi-supervised approaches
for machine learning was developed. The authors defined
the following semi-supervised approaches: self-training, co-
training, and graph based methods. However, no deep learning
based concepts were popular by the time of the survey, as
auto-encoder and generative adversarial networks were less
used, given its high computational cost and its consequent
impractical usage.

Later, a review of semi-supervised learning methods was
developed in [66]. In this work, authors enlist self-training,
co-training, transductive support vector machines, multi-view
learning and generative discriminative approaches. Still deep
learning architectures were not popular by the time. Thus,
semi-supervised architectures based on more traditional ma-
chine learning methods are reviewed in such work.

A brief survey in semi-supervised learning for image anal-
ysis and natural language processing was developed in [67].
The study defines the following semi-supervised learning ap-
proaches: generative models, self-training, co-training, multi-
view learning and graph based models. This review, however,
does not focus on deep semi-supervised learning approaches.

A more recent survey on semi-supervised learning for
medical imaging can be found in [21f], with different machine
learning based approaches listed. Authors distinguished self-
training, graph based, co-training, and manifold regularization
approaches for semi-supervised learning. More medical imag-
ing solutions based on transfer learning than semi-supervised
learning were found by the authors, given its simplicity of
implementation.

In [63]], authors experimented with some recent[SSDL]archi-
tectures and included a short review. The authors argued that
typical testing of semi-supervised techniques is not enough
to measure its performance in real-world applications. For
instance, common semi-supervised learning benchmarks do
not include unlabelled datasets with observations from classes
not defined in the labelled data. This is referred to as distractor
classes or collective outliers [79]. The authors also highlight
the lack of tests around the interaction of semi-supervised
learning pipelines with other types of learning, namely transfer
learning.

More recently, in [92f], the authors extensively review dif-
ferent semi-supervised learning frameworks, mostly for deep
learning architectures. A detailed concept framework around
the key assumptions of most (low density/clustering
and the manifold assumptions) is developed. The taxonomy
proposed for semi-supervised methods include two major cat-
egories: inductive and transductive based methods. Inductive
methods build a mathematical model or function that can
be used for new points in the input space, while transduc-
tive methods do not. According to the authors, significantly
more semi-supervised inductive methods can be found in the
literature. These methods can be further categorized into:
unsupervised pre-processing, wrapper based, and intrinsically
semi-supervised methods [92]. The authors mentioned the
distribution mismatch challenge for semi-supervised learning
introduced in [63]. However, no focus on techniques around
this subject was done in their review.

In [74], a review of semi-, self- and unsupervised learning
methods for image classification was developed. The authors
focus on the common concepts used in these methods (most of
them based on deep learning architectures). Concepts such as
pretext or proxy task learning, data augmentation, contrastive
optimization, etc., are described as common ideas within the
three learning approaches. A useful set of tables describing the
different semi-supervised learning approaches along with the
common concepts is included in this work. After reviewing the
yielded results of recent semi-supervised methods, the authors
conclude that few of them include benchmarks closer to real-
world (high resolution images, with similar features for each
class). Also, real-world settings, such as class imbalance and
noisy labels are often missing.

We argue that a detailed survey in is still missing, as
common short reviews included in [SSDL] papers usually focus
on its closest related works. The most recent semi-supervised
learning surveys we have found are outdated and do not focus
on deep learning based approaches. We argue that recent
approaches add new perspectives to the semi-supervised
learning framework. However, more importantly, to narrow the
lab-to-application gap, it is necessary to fully study the state of
the art in the efforts to address such challenges. In the context
of we consider that increasing the robustness of
methods to the distribution mismatch between the labelled and
unlabelled datasets is key. Therefore, this review focuses on
the distribution mismatch problem between the labelled and
the unlabelled datasets.

In Section [[-B| a review of the main ideas of semi-
supervised learning is carried out. Based on the concepts
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Fig. 1. Semi-supervised setting, circles represent the unlabelled observations
S(%)_ the filled shapes correspond to labelled observations S() of K =
2 classes, and the yellow circles correspond to unlabelled observations or
members of the distractor class.

of both previous sections, in Section Ej we review the main
approaches for Later we address the different methods
developed so far in the literature regarding when facing
a distribution mismatch between S(*) and SO, Finally, we
discuss the pending challenges of under distribution
mismatch conditions in Section

B. Semi-supervised learning

In this section we describe the key terminology to analyze
in more detail. We based our terminology on the semi-
supervised learning analytical framework developed in [4].
This framework extends the learning framework proposed in
[90], as a machine learning theoretical framework.

A model f,, is said to be semi-supervised, if it is trained
using a set of labelled observations S, along a set of
unlabelled observations S™ = {x,,,%p,,...,X,,}, with
the total number of observations n = n; + n,. Frequently,
the number of unlabelled observations n, is considerably
higher than the number of labelled observations. This makes
n, > ng, as labels are expensive to obtain in different
domains. If the model f, corresponds to a|Deep Neural Net-|
we refer to The deep model fy is often
referred to as a back-bone model. In semi-supervised learning,
additional information is extracted from an unlabelled dataset
S Therefore, training a deep model can be extended to
fw = T(SW, 8, fy,). The estimated hypothesis should
classify test data in x € S®with a higher accuracy than just
using the labelled data SO,

Figure [I] plots a semi-supervised setting with observations
in d = 2 dimensions. The label can also correspond to an
array, y; € RF, in case of using a 1 — K encoding (one-
hot vector) for classifying observations in K classes, or y; €
R for regression. More specifically, observations of both the
labelled and unlabelled dataset belong to the observation space
x; € X and labels lie within the label space ). For instance,
observation for binary images of written digits with d pixels
would make up for an observation space X € {0, 1}, and its
label set is given as Y = {0,1,...,9}.

The concept class Cy, corresponds to all the valid combina-
tions of values in the array x; € R? for a specific class k. For

example, for the digit 1, a subset of all possible of observations
that belong to class k belong to the concept Ci. The concept
class models all the possible images of the digit 1. In such
case X; € Cr=1. The concept class C = {Cy,...,Cx} includes
all the possible observations which can be drawn for all the
existing classes in a given problem domain.

From a data distribution perspective, usually the popu-
lation density function of the concept class px~c (x) =
p(xly=1,...,K) and the density for each concept
Px~c,, (X) = p(x|y = k) is unknown. Most semi-supervised
methods assume that both S(*) and labelled data S") sample
the concept class density, making p, g (x) and py. g (X)
very similar [92]]. A labelled and an unlabelled dataset, S @
and S, respectively, are said to be identically and indepen-
dently sampled if the density functions py. g and py.gw
are identical and are statistically independent.

However, in real-world settings different violations to the
[[ndependent and Identically Distributed (IID)| assumption can
be faced. For instance, unlabelled data is likely to contain
observations which might not belong to any of the K classes.
Potentially, this could lead to a different sampled density
function from py.c (x). These observations belong to a dis-
tractor class dataset x € D, and are drawn from a theoretical
distribution of the distractor class px~p (x). Figure [l| shows
distractor observations drawn from a distractor distribution
Px~p (%) in yellow.

A subset of unlabelled observations from S (“), referred to
as S are said to belong to a distractor class, if they are
drawn from a different distribution than the observations that
belong to the concept classes. The distractor class is frequently
semantically different than the concept classes.

Different causes for a violation to the [[ID| assumption for
S and S might be faced in real-world settings. These are
enlisted as follows, and can be found with different degrees
[145]):

« Prior probability shift: The label distribution in the dataset
S might differ when compared to S). A specific case
would be the label imbalance of the labelled dataset S
and a balanced unlabelled dataset.

o Covariate shift: A difference in the feature distributions
between the datasets S0 with respect to S(*) with the
same classes in both, might be sampled, leading to a
distribution mismatch. In a medical imaging application,
for example, this can be related to the difference in the
distribution of the sampled features between S and
S()_ This can be caused by the difference of the patients
sample.

o Concept shift: This is associated to a shift in the labels of
S(®) with respect to S of data with the same features.
For example, in the medical imaging domain, different
practitioners might categorize the same x-ray image into
different classes. This is very related to the problem of
noisy labelling [31].

« Unseen classes: The dataset S(*) contains observations of
unseen or unrepresented classes in the dataset S(). One
or more distractor classes are sampled in the unlabelled
dataset. Therefore, a mismatch in the number of labels
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exist, along with a prior probability shift and a feature
distribution mismatch.

Figure [I] illustrates a distribution mismatch setting. The
circles correspond to unlabelled data and the squares and
diamonds to the labelled dataset. The labelled and unlabelled
data for the two classes are clearly imbalanced and sample
different feature values. In this case, all the blue unlabelled
observations are drawn from the concept classes. However, the
yellow unlabelled observations, can be considered to have dif-
ferent feature value distributions. Many methods make
usage of the clustered-data/low-density separation assumption
together with the manifold hypothesis [[70].

II. SEMI-SUPERVISED DEEP LEARNING

In this section we study recent semi-supervised deep learn-
ing architectures. They are divided into different categories.
Such categorization is meant to ease its analysis. However
each category is not mutually exclusive with the rest of them,
as there are several methods that mix concepts of two or more
categories. This serves as a background to understand current
approaches to deal with the distribution mismatch
between S(*) and SO,

A. Pre-training for semi-supervised deep learning

A basic approach to leverage the information from an
unlabelled dataset S(*), is to perform as a first step an
unsupervised pre-training of the classifier fy. In this document
we refer to it as [Pre-trained Semi-Supervised deep learning|
A straightforward way to implement [PT-SSDIL]
is to pre-train the encoding section of the model Ay, (x;) to
optimize a proxy or pretext [89] task . The proxy task does
not need the specific labels, allowing the usage of unlabelled
data. This proxy loss is minimized during training, and enables
the usage of unlabelled data:

£ (9, wie) = 3 60 Foony (o (27 (),

x; €S (w)
(1)

where the function § compares the proxy label r; with
the output of the proxy model fyroxy. The proxy task can be
optimized also using labelled data. The process of optimizing
a proxy task is also known as self-supervision [44]. This
can be done in a pre-training step or during training, as
seen in the models with unsupervised regularization. A simple
approach for this proxy or auxiliary loss is to minimize the
unsupervised reconstruction error. This is similar to the usage
of a consistency function §, where the proxy task corresponds
to reconstruct the input, making ¢ (xi,hg‘%? hg:? (x,)))
The usage of an auto-encoder based reconstruction means it is
usually necessary to add a decoder path hﬁ?, which is later
discarded at evaluation time. Pre-training can be performed for
the whole model, or in a per-layer fashion, as initially explored
in [[6]. Moreover, pre-training can be easily combined with
other semi-supervised techniques, as seen in [50].

In [28]], a [Convolutional Neural Network (CNN)| is pre-
trained with image patches from unlabelled data, with the
proxy task of predicting the position of a new second patch.

The approach was tested in object detection benchmarks. In
[18] an unsupervised pre-training approach was proposed. It
implements a proxy task optimization followed by a clustering
step, both using unlabelled data. The proxy task consists of
the random rotation of the unlabelled data, and the prediction
of its rotation. The proposed method was tested against other
unsupervised pre-training methods, using the PASCAL Visual
Object Classes 2007 dataset.

The proxy or auxiliary task is implemented in different
manners in as it is not exclusive to pre-training
methods. This can be seen in consistency based regularization
techniques, later discussed in this work. For instance in [98]],
an extensive set of proxy tasks are added as an unsuper-
vised regularization term, and compared with some popular
regularized methods. The authors used the
[Large Scale Visual Recognition Challenge (ILSVRC)| for the
executed benchmarks. The proposed method showed a slight
accuracy gain, with no statistical significance, against other
two unsupervised regularization based methods.

B. Pseudo-label semi-supervised deep learning

In|Pseudo-label Semi-Supervised deep learning (PLT-SSDL)|
or also known as self-training, self-teaching or bootstrapping,
pseudo-labels are estimated for unlabelled data, and used for
model fine-tuning. A straightforward approach of pseudo-label
based training consisting in co-training two models can be
found in [4].

In co-training, two or more different sets of input dimen-
sions or views are used to train two or more different models.
Such views can be just the result of splitting the original input
array X;. For instance, in two-views v; and vy co-training [4],
two labelled datasets S(-*1) and S(»-¥2) are used. In an initial
iteration ¢ = 1, two models are trained using the labelled
dataset, yielding the two view models w!"") = T (fw, SE01))
and w\") =T (fw, S¢v2)). This can be considered as a pre-
training step. The resulting models can be referred to as an

ensemble of models £z, = | fowa, foa) |-

As a second step, the disagreement probability
Pry, s [fW(l'”” (x;) # fW;an) (Xj)} with x; € S s used
to estimate new labels or pseudo-labels @;i’k) = f\Tv(vk) (x5).

The final pseudo-labels for each observation x; can be
the result of applying a view-wise summarizing operation
p (like averaging or taking the maximum logits) making
7Y = (B, (x))).

The set of pseudo labels for the iteration i can be repre-
sented as S; = g1 (fw, (S™)). In co-training [4], the agreed
observations for the two models are picked in the function
S; = © SS\Z), as highly confident observations. The pseudo-
labelled data with high confidence are included in the labelled
dataset SZ-(fr)l = SO |JS; as pseudo-labelled observations.
Later the model is re-trained for < = 2, .., 1J iterations repeating
the process of pseudo-labelling, filtering the most confident
pseudo-labels and re-training the model. In general, we refer

tAo( 4? pseudo-labelling to the idea of estimating the hard labels
7
Yy,
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In [29]] the [Tri-net semi-supervised deep model (Tri-Net)
was proposed. Here an ensemble fy, of [Deep Convolutional|
[Neural Network (DCNN)R is trained with k£ = 1, 2, 3 different
tOF models, with also & = 1,2, 3 different labelled datasets
Sil’k). The output posterior probability is the result of the
three models voting. This results in the pseudo-labelled for the
whole evaluated dataset S;, with ¢ = 1 for the first iteration.
The pseudo-label filtering operation ¢ includes the observa-
tions where at least two of the models agreed are included into
the labelled dataset. The process is repeated for a fixed number
of iterations. Also can be combined with any regular-
ized [SSDI] approach. This combination was tested in [82], and
is referred to in this document as [Tri-net semi-supervised deep
model with a Pi-Model regularization (TriNet+Pi)} In [82]], a
similar ensemble-based pseudo-labelling approach is found. In
such work, a mammogram image classifier was implemented,
with an ensemble of classifiers that vote for the unlabelled
observations. The observations with the highest confidence are
added to the dataset, in an iterative fashion.

Another recent deep self-training approach can be found
in [23]], named as [Speed as a supervisor for semi-supervised|
[Cearning Model (SaaSM)| In a first step, the pseudo-labels
are estimated by measuring the learning speed in epochs, op-
timizing the estimated labels as a probability density function
S1 = fw, (S (“)) with a stochastic gradient descent approach.
The estimated labels are used to optimize an unsupervised
regularized loss. was tested using the
[tute for Advanced Research dataset of 10 classes (CIFAR-10))|
and [Street View House Numbers dataset (SVHN)| datasets. It
yielded slightly higher accuracy to other consistency regular-
ized methods such as mean teacher, according to the reported
results. No statistical significance analysis was done.

C. Regularized semi-supervised learning

In [Regularized Semi-Supervised deep learning (R-SSDL)|
or co-regularized learning as defined in [101]], the loss function
of a deep learning model f includes a regularization term
using unlabelled data S(":

argminL (S, fw)=
w

Z Lo (fw (X)) 9i) + Z Lo (fw,Xi)-

(Xi,yi)ES(l) X]‘GS('“)
2

The unsupervised loss £,, regularizes the model fy using the
unlabelled observations x;. The unsupervised regularization
coefficient v controls the unsupervised regularization influence
during the model training. We consider it an [SSDI] sub-
category, as a wide number of approaches have been developed
inspired by this idea. In the literature, different approaches for
implementing the unsupervised loss function £,, can be found.
Sections [[I-C1] [[I-=C2] and [[I-C3| group the most common
approaches for implementing it.

1) Consistency based regularization: A [Consistency Regu-|
[Tarized Semi-supervised deep learning (RC-SSDL)| loss func-
tion measures how robust a model is, when classifying
unlabelled observations in S(*) with different transformations
applied to the unlabelled data. Such transformations usually
perturb the unlabelled data without changing its semantics

argmin

and class label (label preserving transformations). For in-
stance, in [4] consistency assumption ™ is enforced for
two views in [4], using the Euclidean distance: ¢ (X, fw) =
[ o (7 x3)) = o 07 ()

Where § (x;, fw) is the consistency function. Consistency
can also be measured for labelled observations in x; € S().
A number of techniques are based on consistency
regularization. Therefore we refer to this category as [Consis]
[tency based Regularized Semi-Supervised deep learning (CR7
SSDL)

A simple interpretation of the consistency regularization
term is the increase of a model’s robustness to noise, by using
the data in S). A consistent model output for corrupted
observations implies a more robust model, with better gen-
eralization. Consistency can be measured between two deep
learning models f,- and fy, fed with two different views or
random modifications of the same observation, ¥"’ (x;) and
U" (x;). For this reason, some authors refer to consistency
based [SSDI] approaches as self-ensemble learning models
[55]]. The consistency of two or more variations of the model
is evaluated, measuring the overall model robustness.

Consistency regularized methods are based on the consis-
tency assumption x(“Y). Thus, such methods can be related
to other previously [SSDL] approaches that also exploit this
assumption. For instance, as previously mentioned, the con-
sistency assumption is also implemented in [PT-SSDL] as the
proxy task, where the model is pre-trained to minimize a
proxy function. The consistency function can be thought as a
particular case of the aforementioned confidence function for
self-training ¢, using two or more views of the observations,
as developed in [4]. However, in this case the different
corrupted views of the observation x; are highly correlated,
in spite of the original co-training approach developed in
[4]. Nevertheless, recent regularized models [3], [49],
[86] simplify this assumption. They consider as a view of an
observation X; its corruption with random noise 1, making up
a corrupted view U7 (x;). The independence assumption [4]
between the views of co-training, fits better when measuring
the consistence between different signal sources, as seen in
[56]. In such work, different data sources are used for semi-
supervised human activity recognition.

In [3]] the was proposed. The consistency
of the deep model with random noise injected to its weights
(commonly referred to as dropout) is evaluated. The weights
w’ are a corrupted version of the parent model with weights
w, making up what the authors refer as a pseudo-ensemble.
The model was tested in [86] using the and

datasets. Intersected yielded results of with the
rest of the discussed methods in this work can be found in

Table [l

A consistency evaluation of both unlabelled and la-
belled datasets can be performed, as proposed in [72],
in the [Mutual Exclusivity-Transformation Model (METM)|
In such method, an unsupervised loss term for Transfor-
mation Supervision (TS) was proposed: s (fw,x;) =
SV fu (0 (%)) = fu (¥ (%)%, where M random
transformations W are performed over the observation X;.
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This can be used for unsupervised pre-training. Such loss
term can be regarded as a consistency measurement. Fur-
thermore, a [Mutual Exclusivity (ME)| based loss func-
tion is used. It encourages non-overlapping predlctlons of
the model. The loss term is depicted as ,C

H_Hk )Hk (1= fw(xs) H The final unsupervised

loss is implemented as £, = \; E(ME) + A2 £( S), with the
weighting coefficients A\; and A, for each unsupervised loss
term. was tested with the and
datasets. Comparable results with the rest of reviewed methods
in this work are depicted in Table

Later, authors in [49] proposed the [Temporal Ensemble]
IModel (TEM)| which calculates the consistency of the trained
model with the the moving weighted average of the predictions
from different models along each training epoch 7:

Jor (W7 (xi)) = (1=p) fw, (U7 (%i))+pfw, ., (¥7(x4)), (3)

with p the decay parameter, and 7 the current training epoch.
The temporal ensemble evaluates the output of a temporally
averaged model to a noisy observation U7 (x;). This en-
forces temporal consistency of the model. Table |I| shows the
yielded results by the method for the dataset.
Based on this approach, the authors in [85], developed an
approach based on the Kullback-Leibler cross-entropy
to measure model consistency. Different transformations U”
are applied to the input observations x;. These correspond
to image flipping, random contrast adjustment, rotation and
cropping. The method was evaluated in a real world scenario
with ultrasound fetal images for anatomy classification.

An extension of the temporal ensembling idea was presented
by the authors of [86], in the popular [Mean Teacher Model]|
Instead of averaging the predictions of models calcu-
lated in past epochs, the authors implemented an exponential
weight average: W, = pw,_; + (1 — p)w. for a training
epoch 7, with an exponential weighting coefficient p. Such
exponentially averaged model with parameters w’ is referred to
by the authors as the teacher model. For comparison purposes,

the yielded results by using the dataset are
depicted in Table [I}

More recently, authors in [59]], proposed the
[versarial Training Model (VATM)| They implemented a gen-
erative adversarial network to inject adversarial perturbations
1 into the labelled and unlabelled observations. Artificially
generated observations are compared to the original unlabelled
data. This results in adversarial noise encouraging a more chal-
lenging consistency robustness. Furthermore, the authors also
added a conditional entropy term, in order to make the model
more confident when minimizing it. We refer to this variation
as [Virtual Adversarial Training with Entropy Minimization|

(VATM+EM)| Both [VATM] and [VATM+EM] were tested with

the dataset, thus we include the comparable results
with the rest of the reviewed methods in Table

Another variation of the consistency function £, was de-
veloped in [19] in what the authors referred to as a memory
loss function. We refer to this as the [Memory based Model|
This memory loss is based on a memory module,
consisting of an embedding m; = (X;,y;). It is composed of

the features extracted X; = h(ffﬁ)) (x;) by the deep learning
model f,, and the correspondiﬁg probability density function
computed y, = fy (X;) (with ¥y the logits output), for a given
observation x;. The memory stores one embedding & per class
my = (Xk,¥,), corresponding to the average embedding of
all the observations within class k. Previous approaches like
the temporal ensemble [49] needed to store the output of
past models for each observation. In the memory loss based
approach of [19] this is avoided by only storing one average
embedding per class. In the second step, the memory loss is
computed as follows: L,, = H (p,) + max (p,) ok (p;,¥;) s
where p,; is they key addressed probability, calculated as the
closest embedding to x;, and ¥, is the model output for such
observation. The factor max (p;) is the highest value of the
probability distribution p, and H (p,) is the entropy of the
key addressed output distribution p,. The factor ok, (p;,¥;) is
the Kullback-Leibler distance of the output for the observation
x; and the recovery key address from the memory mapping.
Comparable results to the rest of the reviewed methods for the
method are shown in Table [Tl for the dataset.

More recently, an approach was proposed in [77].
This is referred to as the [Transductive Model (TransM)}
The authors implement a transductive learning approach.
This means that the unknown labels y are also treated as
variables, thus optimized along with the model parameters
w. Therefore, the loss function implements a cross-entropy
supervised loss: L) (fw,Xi, i) = TlHCE (fw(X:),yi), with
r; an element of the set R = {r;}"T™ which indicates
the label estimation confidence level for an observation x;.
Such confidence level coefficient makes the model more
robust to outliers in both the labelled and unlabelled datasets.
The confidence coefficient is calculated using a k-nearest
neighbors approach from the labelled data, making use of
the observation density assumption x(“™). This means that
the label estimated is of high confidence, if the observations
lies in a high density space for the labelled data within
the feature space. As are meant to be used by
the model, the feature space is learned within the training
process, making necessary to recalculate R at each training
step 7. As for the unlabelled regularization term: £, (fw,X;) =
ARFLRFE (fw, Xj)—F)\MM]: in LvmE (fw, Xj,Xi) , it is CO[I’lpOSCd
of a robust feature measurement Lgr and a min-max separation
term Lyvp, Where Agp and Ayvpyr weigh their contribution to
the unsupervised signal. The first term measures the feature
consistency, thus using the output of the learned feature
extractor of the model x; = thF'? (x;). The consistency
of the learned features is measured with the Euchdlan d1 -
tance Ler (wx;) = A (07 (x,)) — hi (97 )H
Regarding the second term, referred to as the min-max sepa-
ration function, it is meant to maximize the distance between
observations of different classes by a minimum margin p, and
to minimize the distance from observations within the same
class. It is implemented as follows:

Fo I 0 @75) @

Lvvr (fws Xi, X5) = 7375 || fw (X)) —

—min (|| (%) = fu ()1 = p.0) (1= 8 5i5) -
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With 6 (y;,y;) = 1 when y; = y;, or cero otherwise. The
first term in Lypr minimizes the intra-class distance and the
second term maximizes the inter-class observation distance.
We highlight the theoretical outlier robustness of the method
by implementing the confidence coefficient r;. This coefficient
is able to give lower relevance to unconfident estimations.
However, it is yet to be fully proved, as the experiments
conducted in [77] have not tested the model robustness to un-
labelled single and collective outliers. The approach was also
combined and tested against other consistency regularization
approaches, like the This is referred to, in this work, as
[Transductive Model with Mean Teacher (TransM+MTM)|l The
comparable results with the rest of the reviewed approaches
are depicted in Table

An alternative approach for the consistency function was
implemented in [[89], with a model named by the authors as
[Self Supervised network Model (SESEMI)| The consistency
function is fed by what the authors defined as a self-supervised
branch. This branch aims to learn simple image transforma-
tions or pretext tasks, such as image rotation. The authors
claim that their model is easier to calibrate than the ,
by just using an unsupervised signal weight of A = 1. The
intersected results of with the rest of the reviewed
methods are detailed in Table [

In [9]], the authors proposed a novel [SSDL] method known as
MixMatch. This method implements a consistency loss which
first calculates a soft pseudo-label for each unlabelled obser-
vation. Those soft pseudo-labels are the result of averaging the
model response to a number of transformations of the input
X; y; = % ZZ{:l fw (97 (x;)). In such equation, 7 refers to
the number of transformations of the input image (i.e., image
rotation, cropping, etc.). The specific image transformation
is represented in W". The authors in [9] recommend to use
T = 2. Later, the obtained soft pseudo-label is sharpened,
in order to decrease its entropy and under-confidence of
the pseudo-label. For this, a parameter p ils used within the

softmax of the output y;: s(y,p), = The dataset

gu = (Xu,?> contains the sharpened soft pseudo-labels,

where ¥ = {¥1,¥2,---,¥n, }- The authors of MixMatch
found that data augmentation is very important to improve
its performance. Taking this into account, the authors imple-
mented the MixUp methodology to augment both the labelled
and unlabelled datasets [99]. This is represented as follows:
(Sl’ ,§;> = Unixup (Sl,gu,oz). The MixUp generates new
observations through a linear interpolation between different
combinations of both the labelled and unlabelled data. The
labels for the new observations are also lineally interpolated,
using both the labels and the pseudo-labels (for the unlabelled
data).

@\i ?
~1/p*
Zj yj/P

Mathematically, MixUp takes two pseudo-labelled or la-
belled data pairs (X,,v,) and (Xp,ys), and generates the
augmented datasets | S], g; . These augmented datasets are
used by MixMatch, to train neural network with parameters
w through the minimization of the following loss function:

ﬁ(S,W) = Z £l (w7xi7yi)+
(xi,y;)€S]
) D Lu(Wx;,5;) ©)
(vayj)egﬁ

The labelled loss term £;, can be implemented with a cross-
entropy function, as recommended in [9]; £; (W,x;,y,) =
Hce (y;, fw (x;)). Regarding the unlabelled loss term, an
Euclidean distance was tested by the authors in [9]]
Ly (W,x;,¥;) = ||¥; — fw (x;)]|. In the MixMatch loss func-
tion, the coefficient r(¢) is implemented as a ramp-up function
which augments the weight of the unlabelled loss term as ¢
increases. The parameter ~y controls the overall influence of
the unlabelled loss term. In Table E} the results yielded in [9]
are depicted for the dataset.

In [8] an extension of the MixMatch algorithm was devel-
oped, referred to as ReMixMatch. Two main modifications
were proposed: a distribution alignment procedure and a more
extensive use of data augmentation. Distribution alignment
consists of the normalization of each prediction using both
the running average prediction of each class (in a set of
previous model epochs) and the marginal label distribution
using the labelled dataset. This way, soft pseudo-label esti-
mation accounts for the label distribution and previous label
predictions, enforcing soft pseudo-label consistency with both
distributions. The extension of the previous simple data-
augmentation step implemented in the original MixMatch
algorithm (where flips and crops were used) consists of two
methods. They are referred to as anchor augmentation and
CTAugment by the authors. The empirical evidence gathered
by the authors when implementing stronger data augmenting
transformations (i.e. gamma and brightness modifications, etc.)
in MixMatch showed a performance deterioration. This is
caused by the larger variation in the model output for each
type of strong transformation, making the pseudo-label less
meaningful. To circumvent this, the authors proposed an aug-
mentation anchoring approach. It uses the same pseudo-labels
estimated when using a weak transformation, for the 7' strong
transformations. Such strong transformations are calculated
through a modification of the auto-augment algorithm. Auto-
augment originally uses reinforcement learning to find the
best resulting augmentation policy (set of transformations
used) for the specific target problem [24f]. To simplify its
implementation for small labelled datasets, the authors in
[8] proposed a modification referred to as CTAugment. It
estimates the likelihood of generating a correctly classified
image, in order to generate images that are unlikely to result in
wrong predictions. The performance reported in the executed
benchmarks of ReMixMatch, showed an accuracy gain ranging
from 1% to 6%, when compared to the original MixMatch
algorithm. No statistical significance tests were reported. Com-
parable results to other methods reviewed in this work for the
[CIFAR-T0] dataset are shown in Table [

More recently, an method referred to as FixMatch
was proposed in [80]. The authors argue the proposition of
a simplified method compared to other techniques.
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FixMatch is based upon pseudo-labelling and consistency
regularized The loss function uses a cross-entropy
labelled loss term, along with weak augmentations for the
labelled data. For the unlabelled loss term, the cross-entropy
is also used, but for the strongly unlabelled observations
with its corresponding pseudo-label. The soft pseudo-label
is calculated using weak transformations, taking the maxi-
mum logit of the model output. Therefore no model output
sharpening is done, unlike MixMatch. Strong augmentations
are tested using both [Random Augmentation (RA)| [25] and
CTAugmentation (CTA)| [8]. For benchmarking FixMatch, the
authors used the [CIFAR-T0] (40, 250, 4000 labels),
Insutute For Advanced Research dataset with 100 classes|
(400, 2500 and 10000 labels), (40, 250,

compared only against the [PI-M} with marginally better av-
erage results and no statistical significance analysis of the
results. However, the served as a foundation for
posterior work on using generative deep models for

A breakthrough improvement in training fv(vi) and fv(vgg )
models was achieved in [73]], aiming to overcome the difficulty
of training complementary loss functions with a stochastic
gradient descent algorithm. This problem is known as the Nash
equilibrium dilemma. The authors yielded such improvement,
through a feature matching loss for the generator fv(vg), which
seeks to make the generated observations match the statistical
moments of a real sample from training data S. The enhanced
trainability of the |[Feature Matching Generative Adversarial|
[Network (FM-GAN) was tested in a semi-supervised learning

1000 labels) and [Self-Taught Learning 10 classes (STL-10)|
(1000 labels) datasets. For all the methods, variations of the
Wide-ResNet[CNN]backbone were used. The average accuracy
for each test configuration was similar to the results yielded by
ReMixMatch, with no statistical significance tests performed.
Comparable results yielded by FixMatch are depicted in Table

!

2) Adversarial augmentation based regularization: Recent
advances in deep generative networks for learning data distri-
bution has encouraged its usage in [SSDI] architectures [36].
Regularized techniques usually employ basic data augmenta-
tion pipelines, in order to evaluate the consistency term L,,.
However, generative neural networks can be used to learn
the distribution of labelled and unlabelled data and generate
entirely new observations. These are categorized as|Generative]
adversarial Network based Consistency Regularized Semi-|
[supervised deep learning (GaNC-SSDL)| Learning a good ap-
proximation of data distribution Pry.c (x) allows the artificial
generation of new observations. The observations can be added
to the unlabelled dataset S, or the very same adversarial
training might lead to a refined set of model parameters.

In [81]], the generative network architecture was extended
for by implementing a discriminator function fv(viii) able
to estimate not only if an observation x; belongs or not to one
of the classes to discriminate from, but also to which specific
class it belongs to. The model was named by the authors
as |Categorical Generative Adversarial Network (CAT-GAN)|
given the capacity of the discriminator to perform ordinary
1 — K classification. Therefore, fv(vi) is able to estimate the
density function of an unlabelled observation x; € S,
y, = f\(v‘fi) (x;). The discriminator model implements a semi-
supervised loss function:

£ (R x) = £ (49 xiow) + £ (R x) - ©)

with £l(d) (Wa,X;) = Hcg (yi,fv(v? (XZ)) , where Hcg is the

cross entropy. The unsupervised discriminator term Lgd) was

designed for maximizing the certainty for unlabelled observa-
tions and minimizing it for artificial observations. The authors
also included a term for encouraging imbalance correction for
the K classes. The proposed method in [81] was tested using
the and [Modified National Tnsfitute of Standards]
[and Technology dataset (MNIST)| datasets for [SSDL] It was

setting. The semi-supervised loss function implements an
£l (i)

unsupervised term w4 »Xi | which aims to maximize the
discriminator success rate in discriminating both unlabelled
real observations x; € S and artificially generated ones.
The discriminator model fv(v(i) (x;) outputs the probability of
the observation x; belonging to one of the real classes. Also
in this work, the authors showed how achieving a good semi-
supervised learning accuracy (thus a good discriminator), often
yields a poor generative performance. Authors suggested that a
bad generator describes better (Out of Distribution (OOD))| data,
improving the overall model robustness. Intersected results
with the rest of the reviewed [SSDL] methods are depicted in
Table [

In [26], the authors further explored the inverse relationship
between generator and semi-supervised discriminate perfor-
mance with the |Bad Generative Adversarial Network (Bad-|
The experiments showed how a bad generator fv(vg),
created observations out of the distribution of the concept class
Pry.c enhancing the performance of the discriminator f\(v‘fl)
for semi-supervised learning. More specifically, the generator
loss £9) is encouraged to maximize the Kullback-Leibler
distance to the sampled data distribution. This enforces the
boundaries built by the discriminator fv(vtj) for distractor ob-
servations. In [52]] a comparison between the triple generative
network proposed in [22]] and the bad generator [26]] was done.
No conclusive results were reached, leading the authors to
suggest a combination of the approaches to leverage accuracy.
For comparison purposes with related work, results with the
[CIFAR-T0] are described in Table [l

Later, in [|68]], the authors proposed a co-training adversarial
regularization approach for the [Co-trained Generative Adver-|
[sartal Network (Co-GAN), making use of the consistency
assumption of two different models fv(vii) and fv(viz). Each
model is trained with a different view from the same obser-
vation x; = (x\"*) x{"?)) A general loss function £ (S) =
L (S)+ Ly (S (“)) is minimized, with the unsupervised loss
function defined as

L. (fw S(u)) = AcotLcot (fm S(u)) + AaitLait (fw,z) . (7)

The term L, measures the expected consistency of the two
models using two views from the same observation, through
the Jensen-Shannon divergence. In Ly (z), each model artifi-
cially generates observations to deceive the other one. This
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stimulates a view difference between the models, to avoid
them collapsing into each other. The coefficients Ao and g
weigh the contribution of each term. Therefore, for each view,
a generator is trained and the models fv(ffli) and fv(vii) play
the detective role. The proposed method out performed
and the according to [68]]. Experiments were
performed with more than two observation views, generaliz-
ing the model for a multi-view layout x; = <x§”1)7x§”2)>.
The best performing model implemented 8 views, henceforth
referred in this document as [Co-trained Generative Adversarial|
[Network with 8 views (Co-8-GAN)l We include results of
the benchmarks done in [68] with the [SVHN] and [CIFAR-10]
datasets. The authors did not report any statistical significance
analysis of the provided results.

The [Iriple Generative Adversarial Network (Iriple-GAN)|
[22] addressed the aforementioned inverse relationship be-
tween generative and semi-supervised classification perfor-
mance, by training three different models, detailed as follows.
First, a classifier fv(vcc) (x;) which learns the data distribution
Pryx.c¢ and outputs pseudo-labels for artificially generated
observations. Secondly, a class-conditional generator fv(vgg ) able
to generate observations for each individual class. Thirdly,
a discriminator f‘%) (x;), which rejects observations out of
the labelled classes. The architecture uses pseudo-labelling,
since the discriminator uses the pseudo labels of the classifier
y, = fv(vcc) (x;). Nevertheless, a consistency regularization was
implemented in the classifier loss £(?). The results using
[CTFAR-I0] with the settings also tested in the rest of the
reviewed works are depicted in tables

3) Graph based regularization: |Graph based Regularized|
[Semi-Supervised Deep Learning (GR-SSDL)| is based on pre-
vious graph based regularization techniques [34]]. The core
idea of [GR-SSDL] is to preserve mutual distance from ob-
servations in the dataset S (for both labelled and unlabelled)
in a new feature space. An embedding is built through a
mapping function X; = h&‘i‘? (x;) which reduces the input
dimensionality d to d. The mutual distance of the observations
in the original input space x; € R¢ , represented in the matrix
W e R™*", with W; ; = 6 (x;,X;) is meant to be preserved in
the new feature space X; € R?. The multidimensional scaling
algorithm developed in [48]] is one of the first approaches
to preserve the mutual distance of the embeddings of the
observations.

More recently, in [55], a graph-based regularization was
implemented in the [Smooth Neighbors on Teacher Graphs|
[Model (SNTGM)| The model aims to smooth the consistency
of the classifier along the observations in a cluster, and
not only the artificially created observations by the previous
consistency-based regularization techniques. The proposed ap-
proach implements both a consistency based regularization L.
with weight A1, and a guided embedding £. with coefficient
)\21

£u (fW7 Xi, va Wi,j) = )\I»Cc (fW7 Xi) + )\2£e (fw; Xi, va W)
®)
where x;,x; € S (W), £. measures the prediction consistency,
by using previous approaches in consistency based regularized
techniques. The term L. implements the observation embed-

ding, with a v margin-restricted distance. To build the neigh-
bourhood matrix W, the authors in [55]] used label information
instead of computing the distance between the observations.
Regarding unlabelled observations in S(*), the authors esti-
mated the output of the teacher to be §; = fy (" (x;)). Thus,
the neighbourhood matrix is given as follows:

1 ifg; =g

Wig=9 00

0 if §i # 9;

The loss term L. encourages similar representations for
observations within the same class and higher difference

for representations of different classes. The algorithm was
combined and tested with a[Pi-M]and consistency func-

tions, henceforth[Smooth Neighbors on Teacher Graphs Model

9

with Pi-Model regularization (SNTGM+Pi1-M)| and Smootﬁ
eighbors on Teacher Graphs Model with Virtua versaria

[raining (SNTGM+VATM)| respectively.

III. DEALING WITH DISTRIBUTION MISMATCH IN SSDL

In [63]] and [135]], extensive evaluation of the distribution
mismatch setting is developed. The authors agreed upon its
decisive impact in the performance of [SSDL] methods and
the consequent importance of increase their robustness to
such phenomena. methods designed to deal with the
distribution mismatch between S(*) and S often use ideas
and concepts from detection techniques. Most methods
for that are robust to distribution mismatch calculate a
weight or a coefficient referred to as the function H (x}*) in
this article, to score how likely the unlabelled observation x;*
is [OOD] The score can be used to either completely discard
x; from the unlabelled training dataset (referred to as hard
thresholding in this work) or to weigh it (soft thresholding).
Thresholding the unlabelled dataset can take place as a data
pre-processing step or in an online fashion during training.

Therefore, we first review modern approaches for
detection using deep learning in Section [[II-A] Later we
address state of the art methods that are robust to
distribution mismatch in Section [[I[-Bl

A. Data Detection

[OOD) data detection is a classic challenge faced in ma-
chine learning applications. It corresponds to the detection
of data observations which are far from the training dataset
distribution [38]]. Individual and collective outlier detection are
particular problems of detection [79]. Other particular
[OOD] detection settings have been tackled in the literature
such as novel data and anomaly detection [|65] and infrequent
event detection []1], [37]. Well studied and known concepts
have been developed within the pattern recognition community
related to detection. Some of them are kernel representa-
tions [87]], density estimation [57]], robust moment estimation
[71] and prototyping [57].

The more recent developments in the burgeoning field of
deep learning for image analysis tasks have boosted the interest
in developing [OOD| detection methods for deep learning
architectures. According to our literature survey, we found that
detection methods for deep learning architectures can be
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Model Category n; = 2000 n; = 4000 n; = 5000
Supervised only | Supervised | 33.94F0.73 [86] _ 20.02E0.6 [86 18.02£0.6 |86
[Pi-M 18.02£06 |86]  13.2£0.27 [49] 6.06£0.11 |49
- 12.16+0.24 [49 5.6:£0.1 [49
ATMFEM 13.15+0.21 |39 -
- 14.87+0.13 |59 -
15734031 f86]  12.31+0.28 [86]  5.94+0.15 f68], [86]
14224027 [89]  11.65+0.13 |8 -
- 11.29+0.24 |72 -

Tans 14.65+£0.33 [77] 1094023 [77 5.240.14 [77]
[TransM+M M 13.5440.32 77| 9.340.55 {77 5.19+0.14 [77
c - 11.91+0.22 [19 -

xMatch 6.4240.10 |9
ReMixMatch 4.72+0.13 |8
FixMatch 431+0.15
FixMatch{CTA| 4.26:£0.05
SNTGM+VATM] | [GR-SSDL, 12.49£0.36 |55
Pi- SIS 13.6240.17 |55
18.6352.32 |23
19.58+0.58 |81
8.35+0.06 [68]
14.4140.3 |26
16.99+0.36 [22
8.45%0.22 |29
- 10.94+0.07 [23
- 8.3+0.15 20
TABLE I

[SSDI]ERROR RATES (THE LOWER THE BETTER) FROM LITERATURE OF STATE OF THE ART METHODS, USING THE[CIFAR-TO0| DATASET. AS NUMBER OF
LABELS, n; = 2000, n; = 4000 AND n; = 5000 WERE THE MOST FREQUENTLY USED IN THE LITERATURE.

classified into the following categories: [DNN]output based and
[DNN| feature space based. In the next subsections we proceed
to describe the most popular methods within each category.

1) DNN output based: In [39|] the authors proposed a
simple method known as [Out of Dlstribution detector for]
[Neural networks (ODIN )|to score input observations according
to its probability. The proposed method by the authors
implements a confidence score based upon the [DNN] model’s
output which is transformed using a softmax layer. The
maximum softmax value of all the units is associated with
the model’s confidence. The authors argued that this scores is
able to distinguish in-distribution from data.

More recently, in [S53]], the authors argued that using the
softmax output of a model to estimate [DOD] probability
can be often a misleading measure in non calibrated models.
Therefore, the authors in [53] proposed a [DNN] calibration
method. This method implements a temperature coefficient
which aims to improve the model’s output discriminatory
power between [OOD)] and [In-Distribution (IOD)] data. In [53]]
the authors tested [ODIN] against the softmax based score
proposed in [39], with significantly better results obtained by

An alternative approach for[OOD|detection using the DNN[s
output is the popular approach known as[Monte Carlo Dropout]
[(MCD)| [46]l, [54]. This approach uses the distribution of N
model forward passes (input evaluation), using the same input
observation with mild transformations (noise, flips, etc.) or
injecting noise to the model using a parameter drop-out. The
output distribution is used to calculate distribution moments
(variance usually) or other scalar distribution descriptors such
as the entropy. This idea has been implemented in
detection settings, as observations might score higher
entropy or variance values [43], [75].

2) DNN’s feature space based: Recently, as an alternative
approach for[OOD] detection, different methods use the feature
or latent space for[OOD] detection. In [51]] the authors propose
the usage of the Mahalanobis distance in the feature space be-
tween the training dataset and the input observation. Therefore
the covariance matrix and a mean observation is calculated
from the training data (in-distribution data). By using the

Mahalanobis distance, the proposed method by the authors
assume a Gaussian distribution of the training data. Also, the
proposed method was tested mixed with the [ODIN] calibration
method previously discussed. The authors reported a superior
performance of their method over the softmax based score
proposed in [39]] and [39], [53]]. However no statistical
significance analysis of the results was carried out.

In [91] another feature space based was proposed, referred
to as [Deterministic Uncertainty Quantification (DUQ)| by the
authors. The proposed method was tested for both uncertainty
estimation and [OOD] detection. It consists in calculating a
centroid for each one of the classes within the training dataset
dataset). Later, for each new observation where either
uncertainty estimation or detection is intended to be
used, the method calculates the distance to each centroid.
The shortest distance is used as either uncertainty or
score. performance for [OOD] detection was compared
against a variation of the [MCD] approach, with a an ensemble
of networks for detection. The authors claimed a better
performance of for detection, however no statisti-
cal analysis of the results was done. The benchmark consisted
in using [CIFAR-10| as an [[OD] dataset and [SVHN] as a [DOD]
dataset. Therefore, as usual in @ detection benchmarks,
the unseen classes setting for the [[ID] assumption violation
was tested.

B. Semi-supervised Deep Learning methods robust to distri-
bution mismatch

In the literature, there are two most commonly studied
causes for the violation of the assumption. The first one is
the prior probability shift (different distribution of the labels)
between S and S®). Novel methods proposed to deal with
this challenge are described in this section. The other cause
for the |TI_]5| violation assumption is the unseen class setting,
which has been more widely studied. State of the art methods
are also discussed in this section.

1) Unseen classes as a cause for the distribution mismatch:
Most of the methods designed to deal with distribution
mismatch have been tested using a labelled dataset with
different classes (usually less) from the unlabelled dataset. For
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example, in this setting, for SO the [SVHN] is used, and for
S() a percentage of the sample is drawn from the [CIFAR-10)
dataset, and the rest from the dataset. In this context,
the dataset is often referred to as the data
contamination source. Benchmarks with varying degrees of
data contamination for with distribution mismatch can
be found in literature. In this section we describe the most
recent approaches for under distribution mismatch with
unseen classes in the literature.

In [61] an [SSDIL] method for dealing with distribution
mismatch was developed. The authors refer to this method
as RealMix. It was proposed as an extension of the Mix-
Match method. Therefore, it uses the consistency based
regularization with augmented observations, and the MixUp
data augmentation method implemented in MixMatch. For
distribution mismatch robustness, RealMix uses the softmax
of the output from the model as a confidence value, to
score each unlabelled observation. During training, in the
loss function, the unlabelled observations are masked out
using such confidence score. The ¢ percent of unlabelled
observations with the lowest confidence scores are discarded at
each training epoch. To test their method, the authors deployed
a benchmark based upon [CIFAR-T0] with a disjoint set of
classes for S®) and S(*). The reported results showed a slight
accuracy gain of the proposed method against other [SSDI]
approaches not designed for distribution mismatch robustness.
A fixed number of labelled observations and backbones
were used. No statistical significance tests over the results
were done. RealMix can be categorized as a output
based [OOD] scoring method. The thresholding is done during
training, several times, using binary or hard thresholding (keep
or discard). The testing can be considered limited as the
contamination source causes a hard distribution mismatch.

More recently, the method known as [Uncertainty Aware
[Sel-Distillation (UASD)} was proposed in [20] for [SSDI]

signed for distribution mismatch robustness. From the reported
results, an accuracy gain of up to 6 percent over previous
methods was yielded by when facing heavy
distribution mismatch settings.

In [20], an [SSDI] approach to deal with distribution mis-
match was introduced. The authors refer to their proposed
approach as |[Deep Safe Semi-Supervised Learning (D3SL)| It
implements an unsupervised regularization, through the mean
square loss between the prediction of unlabelled observa-
tion and its noisy modification. An observation-wise weight
for each unlabelled observation is implemented, similar to
RealMix and [UASD] However, the weights for the entire
unlabelled dataset are calculated using an error gradient op-
timization approach. Both the model’s parameters and the
observation-wise weights are estimated in two nested opti-
mization steps. Therefore, we can categorize this method as a
gradient optimized scoring of the unlabelled observations. The
weights are continuous or non-binary values, therefore we can
refer to this method as a softly-thresholded one. According to
the authors, this increases training time up to 3. The testing
benchmark uses the and datasets. For both
of them, 6 classes are used to sample S (@), and the remaining
for S, Only a Wide ResNet-28-10 backbone was
used with a fixed number of labels. A varying degree of
OOD)] contamination was tested. The proposed [D3SI] method
was compared with generic SSDL] methods, therefore ignoring
previous [SSDL]robust methods to distribution mismatch. From
the reported results, an averaged accuracy gain of around 2%
was yielded by the proposed method under the heaviest [OOD]
data contamination settings, with no statistical significance
reported. Only five runs were done to report such averaged
error-rates.

A similar gradient optimization based method to [D3SL] can
be found in [95]]. The proposed method is referred to as a
[Multi-Task Curriculum Framework (MTCEF)| by the authors.

distribution mismatch robustness. [UASD]uses an unsupervised
regularized loss function. For each unlabelled observation,
a pseudo-label is estimated as the average label from an
ensemble of models. The ensemble is composed of past mod-
els yielded in previous training epochs. Similar to RealMix,
[UASD) uses the output of a [DNN|] model to score each
unlabelled observation. However, to increase the robustness of
such confidence score, [UASD|uses the ensemble of predictions
from past models, to estimate the model’s confidence over
its prediction for each unlabelled observation. The maximum
logits of the ensemble prediction is used as the confidence
score. Therefore we can categorize the [UASD| method as a
DNN] output based approach. Also in a similar fashion to
RealMix, the estimated scores are used for hard-thresholding
the unlabelled observations. In a resembling trend to RealMix,
the authors of the [UASD| method evaluated their approach
using the (CIFAR-10|dataset. S() includes 6 classes of animals,
and S samples other 4 classes from with a
varying degree of class distribution mismatch. Only five runs
were performed to approximate the error-rate distribution, and
no statistical analysis was done for the results. No varying
number of labelled observations, or different backbones
were tested. [UASD| was compared with[SSDL]methods not de-

Similar to previous methods, MTCF| defines an score for
the unlabelled observations, as an extension to the MixMatch
algorithm [9]]. Such scores are alternately optimized together
with the [DNN] parameters, as seen in [D3SI] However, the
optimization problem is perhaps more simple than the
as the scores are not optimized in a gradient descent
fashion directly. Instead, the output is used as the
|OOD) score. The usage of a loss function that includes the
[OOD) scores, enforces a new condition to the optimization
of the parameters. This is referred to as a curriculum
multi-task learning framework by the authors in [95]. The
proposed method was tested in what the authors defined as an
[Open-set_semi-supervised learning setting (Open-Set-SSLS)]
where different data contamination sources were used.
Regarding the specific benchmarking settings, the authors only
tested a Wide ResNet backbone, to compare a baseline
MixMatch method to their proposed approach. No comparison
with other [SSDI] methods was performed. The authors used
two datasets: and Four different
datasets were used: Uniform, Gaussian noise,
[(TIN)] and [Carge-scale Scene Understanding dataset (LSUN)]
The average of the last 10 checkpoints of the model training,
using the same partitions was reported (no different partitions
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were tested). A fixed [OOD] data contamination degree was
tested. The reported accuracy gains went from 1% to 10%.
The usage of the same data partitions inhibited an appropriate
statistical analysis of the results.

In the same trend, authors in [[100] proposed a gradient
optimization based method to calculate the observation-wise
weights for data in S(*). Two different gradient approxima-
tion methods were tested: [Implicit Differentiation (IF)| and
[Meta Approximation (MetaA)| Authors argue that finding the
weights for each unlabelled observation in a large sample S(*)
is an intractable problem. Therefore, both tested methods aim
to reduce the computational cost of optimizing such weights.
Moreover, to further reduce the number of weights to find, the
method performs a clustering in the feature space. This reduces
the number of weights to find, as one weight is assigned per
cluster. Another interesting finding reported by the authors,
is the impact of [OOD] data in batch normalization. Even if
the data lies far to the decision boundary, if batch
normalization is carried out, a degradation of performance
is likely. If no batch normalization is performed, [OOD] data
far from the decision boundary might not significantly harm
performance. Therefore, the weights found are also used to
perform a weighted mini-batch normalization of the data. Re-
garding the benchmarking of the proposed method, the authors
used the and FashionfMNIST] datasets, with different
degrees of [OOD] contamination. The [DOD] data was sampled
from a set of classes excluded from the dataset. A WRN-
28-2 (WideResNet) backbone was used. No statistical analysis
of the results, with the same number of partitions across the
tested methods was performed. The average accuracy gains
show a positive margin for the proposed method ranging from
5% to 20%.

Another approach for robust [SSDI]to distribution mismatch
was proposed in [93]], referred to by the authors as [Augmented
[Distribution Alignment (ADA)] Similar to MixMatch,
uses MixMup [99] for data augmentation. The method in-
cludes an unsupervised regularization term which measures
the distribution divergence between the S(*) and S) datasets.
This divergence is measured in the feature space. In order to
diminish the empirical distribution mismatch of S(*) and S®),
the distribution distance of both datasets is minimized to build
a feature extractor aiming for a latent space where both feature
densities are aligned. This is done through adversarial loss
optimization. We can categorize this method as a feature space
based method. As for the reported benchmarks, the authors
did not test different degrees of data contamination,
and only compared their method to generic methods,
not designed to handle distribution mismatch. No statistical
significance tests were done to measure the confidence of their
accuracy gains. In average, the proposed method seems to
improve the error-rate from 0.5 to 2%, when compared to other
generic methods. These results do not ensure a practical
accuracy gain, as no statistical analysis was performed. From
the baseline model with no distribution alignment, an accuracy
gain of around 5% was reported, again with no statistical
meaning analysis performed. The authors in [11] also used
the feature space to score unlabelled observations. The pro-
posed method was tested in the specific application setting of

COVID-19 detection using chest X-ray images.

Recently, in [40], an approach to distribution mis-
match robustness was developed. The method consists of two
training steps. The first or warm-up step performs a self-
training phase, where a pretext task is optimized using the
backbone. This is implemented as the prediction of
the degrees of rotation that each image, from a rotationally
augmented dataset. This includes observations from both data
samples S(*) and S, (along with the observations). In
the second step, the model is trained using a consistency based
regularization approach for the unlabelled data. This consis-
tency regularization also uses the rotation consistency loss. In
this step, an filtering method is implemented, referred
by the authors as a cross-modal mechanism. This consists of
the prediction of a pseudo-label, defined as the softmax of the
output. This pseudo-label, along its feature embedding,
is fed to what the authors refer to as a matching head. Such
matching head consists of a multi-perceptron model that is
trained to estimate whether the pseudo-label is accurately
matched to its embedding. The matching head model is trained
with the labelled data, with different matching combinations of
the labels and the observations. As for the testing benchmark,
the authors used [CIFAR-T0} Animals-10 and CIFAR-ID-50
as datasets. For data sources, images of Gaussian
and Uniform noise, along with the and datasets
were used. The average accuracy reported for all the tested
methods correspond to the last 20 model copies yielded during
training. Therefore, no different training partitions were tested,
preventing an adequate statistical analysis of the results. The
average results were not significantly better when compared
to other generic methods such as FixMatch, with an
accuracy gain of around 0.5% to 3%. No computational cost
figures about the cost of training the additional matching head
or warm-up training were provided. The authors claim that in
their method, data is re-used. However other methods
like also prevent totally discarding [OOD] data, as dy-
namic and soft observation-wise weights are calculated every
epoch. Perhaps, from our point of view, a more appropriate
description of the novelty of their method could be referred to
as the complete usage of data in a pre-training stage.

a) Prior probability shift: Data imbalance for supervised
approaches has been tackled in the literature widely. Different
approaches have been proposed, ranging from data transfor-
mations (over-sampling, data augmentation, etc.) to model
architecture focused approaches (i. e., modification of thee
loss function, etc.) [2]], [60], [83]]. Nevertheless, related to the
problem of label imbalance or label balance mismatch between
the labelled and unlabelled datasets, more scarce is found in
the literature. This setting can be interpreted as a particularisa-
tion of the distribution mismatch problem described in [63]. A
distribution mismatch between S and S(*) might arise when
the label or class membership distribution of the observations
in both datasets meaningfully differ.

In [41]], an assessment of how distribution mismatch impacts
a [SSDI] model is carried out. The cause of the distribution
mismatch between the labelled and unlabelled datasets was
the label imbalance difference between them. An accuracy
decrease between 2% and 10% was measured when the
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faced such data setting. The authors proposed a simple method
to recover such performance degradation. The method consists
on assigning a specific weight for each unlabelled observation
in the loss term. To choose the weight, the output unit of
the model with highest score at the current epoch is used
as a label prediction. In this work, the mean teacher model
was tested as a approach [86]]. The authors yielded
a superior performance of the model by using the
proposed method. An extension to the work in [41] is found
in [16]], where in this case the more recent MixMatch
method is modified to improve the robustness of the model
to heavy imbalance conditions in the labelled dataset. The
approach was extensively tested in the specific application of
COVID-19 detection using chest X-ray images.

IV. OPEN CHALLENGES

Among the most important challenges faced by [SSDL]under
practical usage situations is the distribution mismatch between
the labelled and unlabelled datasets. However, according to our
state of the art review, there is significant work pending, mostly
related to the implementation of standard benchmarks for
novel methods. The benchmarks found so far in the literature
show a significant bias towards the unseen class distribution
mismatch setting. No testing of other distribution mismatch
causes such as covariate shift was found in the literature. Real
world usage settings might include covariate shift and prior
probability distribution shift, which violate the frequently used
[ID| assumption. Therefore, we urge the community to focus
on different distribution mismatch causes.

Studying and developing methods for dealing with distri-
bution mismatch settings, shifts the focus upon data-oriented
(i.e., data transformation, filtering and augmentation) methods
instead of more popular model-oriented methods. Recently,
the renowned researcher Andrew Ng, has drawn the attention
towards data-oriented methods ﬂ In his view, not enough
effort has been carried out by the community in studying
and developing data-oriented methods to face real-world usage
settings.

We agree with Andrew Ng’s opinion, and add that besides
establishing and testing a set of standard benchmarks where
different distribution mismatch settings are tested, experimen-
tal reproducibility must be enforced. Recent technological
advances not only allow to share the code and the datasets
used, but also the testing environments through virtualization
and container technology. Finally, we argue that the deep
learning research community must be mindful of not only
comparing average accuracies from the different state-of-
the art methods. Statistical analysis tools must be used to
test whether the performance difference between one method
over another is reproducible and is statistically meaningful.
Therefore we suggest that the results distribution is shared
and not only the means and standard deviations of the results,
in order to enable further statistical analysis.
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