arXiv:2203.06977v1 [eess.SY] 14 Mar 2022

Instances for Optimality Tests

Sabino Roselli
March 15, 2022

In order to make the notation more compact, the time windows lower and upper bounds, I;, u; Vi € K respectively,
are reported together using the format 7; = [l;, u;] Vi € K.

Instance 1

Figure 1: Finite, strongly connected, weighted, directed graph representing the plant layout for Instance 1 of the
CF-EVRP.

N ={1,...,12}, Ny = {5,11}, O = {5,11}

E=1{(1,2),(2,3),(3,4),(1,5),(3,7), (4,8),(6,7),(7,8), (5,9), (6,10), (8,12), (9,10), (10,11), (11,12) }
J ={jL,j2}, K={il |Vie J}

Lj11 =9, Ljog =1

Pijin=0, Pjor =0

i1 = [1,2], Tjo1 = [4,6],

Sj11 =4, Sjo1 =4

V = {vl,v2}, V1 = {vl}, Vo = {v2}

OR=12,C=1,D=1,p=1,0v=1, T =17



Instance 2

Figure 2: Finite, strongly connected, weighted, directed graph representing the plant layout for Instance 2 of the
CF-EVRP.

N={1,...,12}, Ny = {5,11,4}, O = {5,11,4}

&=1{(1,2),(2,3),(3,4),(1,5),(3,7), (4,8),(6,7),(7,8),(5,9), (6,10), (8,12), (9,10), (10,11), (11,12) }
J ={j1,72,53}, K={il,i2 | Vie T\ {j1}} U{j11}

Ljiin =9, Ljpi =1,Ljo0 =7, Ljz1 =6, Ljzz =8

Piin =0, Pjor =0, Pjoo = {j21},Pjz1 = 0, Pjz2 = {531}

Tj11 = [1,2], Tjo1 = [4,6], Tjoe = [12,14], Tj31 = [6,9], Tj32 = [16,18]

Sjin =4, Sj21 =4,8j22 =05, Sjz1 =7, Sjzz =1

V = {vl,v2,v3}, Vj1 = {vl}, Vjo = {v2}, V;3 = {v3}

OR=12,C =1, D=1, p=1, v=1, T =23



Instance 3

Figure 3: Finite, strongly connected, weighted, directed graph representing the plant layout for Instance 3 of the
CF-EVRP.

N =A{1,...,12}, Ny ={5,2,11,4}, O ={5,2,11,4}

&=1{(1,2),(2,3),(3,4),(1,5),(3,7), (4,8),(6,7),(7,8), (5,9), (6, 10), (8,12), (9, 10), (10, 11), (11, 12) }
J ={j1,72,73,44}, K={il,i2 | Vie J\ {j1}} U {j11}

Ljin =9, Ljpt =1,Ljo0 =7, Ljzi =6, Ljzop =8, Lju1 =10, Ljso = 12

Pji1 =0, Pjor =0, Pjoa ={j21},Pjs1 =0, Pjsz = {j31}, Pju1 =0, Pjaz = {j41}

Ti11 = [1,2], Tjo1 = [4,6], Tjoe = [12,14], Tj31 = [6,9], Tjz2 = [16,18], 7531 = [3,6], Tj32 = [6, §]
Sjin =4, Sj21 =4,8j22 =05, Sjza1 =7, Sjza =1, Sju1 =2, Sjua =2

V = {vl,v2,v3,v4}, V1 = {vl}, Vo = {v2}, V3 = {v3}, V4 = {vd}

OR=12,C=1, D=1, p=1, v=1, T =23



Instance 4

Figure 4: Finite, strongly connected, weighted, directed graph representing the plant layout for Instance 4 of the
CF-EVRP.

N ={1,...,15}, Ny ={1,8,15}, O ={1,8,15}
£ ={(1,2),(2,3),(3,4),(4,5),(1,6),(2,7), (3,8),(4,9), (5,10), (6,7),(7,8),
(8,9),(9,10), (6,11),(7,12), (8,13),(9, 14), (10,15), (11,12), (12,13), (13, 14), (14,15)}
J ={j1,72,73,j4}, K={il,i2 |Vie J}
Lji1 =2, Ljzs =11, Ljo1 =4, Ljoe =10, Ljg31 =13, Ljgo =6, Lju1 =9, Ljuz =5
Pjin =0, Pjio = {jl11}, Pjor =0, Pjos = {j21}, Pjz1 =0, Pjso = {431}, Pju1 =0, Pjao = {j41}
11 = [0, T}, Tj12 = [4,8], Tjo1 = [0, T], Tjo2 = [9,11], 7j31 = [0, T], Tj32 = [8,10], Tju1 = [0, T, Tja2 = [6,8]
Sji1 =1, Sji2 =1, Sjo1 =0, Sjoa =1, Sj31 =2, Sjza =3, Sju1 =3, Sjua =1
V = {vl,v2,03}, V;1 = {vl,v2}, Vo2 = {v2,0v3}, V;3 = {vl,v2}, Vs = {v2,v3}
OR=10,C=1,D=1,p=1v=1, T=15



Instance 5

Figure 5: Finite, strongly connected, weighted, directed graph representing the plant layout for Instance 5 of the
CF-EVRP.

N ={1,...,15}, Ng ={1,5,11,15}, O = {1,5,11,15}
£ ={(1,2),(2,3),(3,4),(4,5),(1,6),(2,7),(3,8),(4,9), (5,10), (6,7),(7,8),
(8,9),(9,10), (6,11),(7,12), (8,13),(9,14), (10,15), (11,12), (12,13), (13, 14), (14,15)}
J ={j1,72,73,j4}, K={il,i2 |Vie J}
Lji1 =14, Lj12 =10, Ljo1 =6, Ljoo =12, Lj31 =10, Ljzo =4, Ljy1 =2, Ljup =6
P11 =0, Pjio = {jl11}, Pjor =0, Pjos = {j21}, Pjz1 =0, Pjso = {j31}, Pju1 =0, Pjuo = {j41}
711 = [0, T, Tj12 = [8,10], Tjo1 = [0, T], Tjo2 = [8,10], 7531 = [0, T'], Tjs2 = [8,10], a1 = [0, T, Tjaz = [8,10]
Siit =1, Sjra=1, Sjop1 =1, Sjoo =1, Sjz1 =1, Sjza =1, Sju1 =1, Sjua =1
V = {vl,v2,v3,v4}, V;1 = {vl}, Vo = {v2}, V3 ={v3}, Vs = {v4}
OR=12,C=1, D=1, p=1,v=1, T =17



Instance 6

Figure 6: Finite, strongly connected, weighted, directed graph representing the plant layout for Instance 6 of the
CF-EVRP.

N ={1,...,15}, Ng ={1,5,11,15}, O = {1,5,11,15}
£ ={(1,2),(2,3),(3,4),(4,5),(1,6),(2,7),(3,8),(4,9), (5,10), (6,7),(7,8),

(8,9),(9,10), (6,11),(7,12), (8,13),(9,14), (10,15), (11,12), (12,13), (13, 14), (14,15)}
J ={4j1,72,73,44,75}, K={il,i2 |Vie J}
Lji1 =14, Lj12 =10, Ljo1 =6, Ljos =12, Lj31 =10 Ljso =4, Ljy1 =2 Lju2 =6, Ljs1 =7 Ljs2 =9
P11 =0, Pjio = {j11}, Pjor =0, Pjor = {521}, Pjz1 =0,

Pjs2 = {431}, Pjar =0, Pjaz = {j41}, Pjs1 =0, Pjs2 = {451}
711 = [0, T, Tj12 = [8,12], Tjo1 = [0, T], Tj22 = [8,12], 7j31 = [0, T,

Tize = [8,12], Tja1 = [0, T, Tja2 = [8,12], 751 = [0, T], 752 = [2,10]
Siii =1, Sjia=1, Sjo1 =1, Sjoo=1, Sjz1 =1, Sjzsa =1, Sju1 =1, Sjua =1, Sj51 =0, Sj52 =0
V = {vl,v2,v3,v4}, Vj1 = {vl}, Vjo = {v2}, V3 ={v3}, Vju = {v4}, V5 = {vl,0v2,v3,v4}
OR=12,C0=1,D=1,p=1,0=1, T =17



Instance 7

Figure 7: Finite, strongly connected, weighted, directed graph representing the plant layout for Instance 7 of the
CF-EVRP.

N ={1,...,15), Nu = {1,5,8,11,15}, O = {1,5,8,11,15}
£ ={(1,2),(2,3),(3,4),(4,5),(1,6),(2,7),(3,8),(4,9), (5,10), (6,7),(7,8),
(8,9),(9,10), (6,11),(7,12), (8,13),(9, 14), (10,15), (11,12), (12,13), (13, 14), (14,15)}
J =1{41,72,43,74,75,56}, K ={il,i2 | Vi e T\ {j6}} U{j61, 562,563, j64}
Lji1 =14, Lj12 =10, Ljo1 =6, Ljos =12, Lj31 =10, Ljzo =4, Lju1 =2, Ljs0 =6,
Ljs1 =7 Ljso =9, Lje1 =2, Ljg2 =12, Lje3 =14, Ljes = 4
Pji1 =0, Pjro = {j11}, Pjor =0, Pjos = {j21}, Pjz1 = 0,Pjs2 = {j31}, Pju1 =0, Pja = {j41},
Pjs1 =0, Pjso = {jbl}, Pje1 =0, Pje2 = {j61}, Pjes = {j62}, Pjea = {j63}
711 = [0, T}, Tj12 = [8,12], Tjo1 = [0, T], Tjo2 = [8,12], 7j31 = [0, T, lj30 = [8,12], 7.1 = [0, T,
Tjaz = [8,12], Tj51 = [0, T, Tjs2 = [2,10], m561 = [0, T], Tj62 = [0, T'], Tj63 = [0, T, Tjea = [10,15]
Siin=1, Sji2=1, Sjop1 =1, Sjoa =1, Sj31 =1,8j32 =1, Sju1 = 1,842 =1,
Sjs1 = 0,850 =0, Sje1 = 0,862 =0, Sje3 =0, 564 =0
VY = {vl,v2,v3,v4,v5}, V1 = {vl}, Vjo = {v2}, V3 ={v3}, Vju = {vd}, V5 = {v1,v2,03,v4}, V6 = {v5}
OR=14,C =1, D=1, p=1, v=1, T = 20



Instance 8

jI1j63 4 v4
1

Figure 8: Finite, strongly connected, weighted, directed graph representing the plant layout for Instance 8 of the
CF-EVRP.

N ={1,...,15), Nu = {1,5,8,11,15}, O = {1,5,8,11,15}
£ ={(1,2),(2,3),(3,4),(4,5),(1,6),(2,7),(3,8),(4,9), (5,10), (6,7),(7,8),
(8,9),(9,10), (6,11),(7,12), (8,13),(9, 14), (10,15), (11,12), (12,13), (13, 14), (14,15)}
J =1{41,72,43,54,75,76,57}, K ={il,i2 | Vie T\ {j6}} U{j61, 762,763, 64}
Lji1 =14, Lj12 =10, Ljo1 =6, Ljoe =12, L;31 =10, Lj;3 = 4,
Ljyn =2, Ljyp =06, Ljs1 =7, Ljso =9, Ljs1 =2, Ljso =12, Lje3 =14, Ljes =4, Lj71 =6 Ljro =10
Pjin =0, Pjio = {j11}, Pjor =0, Pjoo = {j21}, Pjz1 =0, Pjso = {j31}, Pju1 =0, Pjao = {j41},
Pis1 =0, Pjsa = {451}, Pjc1 =0, Pje2 = {j61}, Pjes = {j62}, Pjea = {j63}, Pjr1 =0, Pjre = {471}
711 = [0, T, Tj12 = [8,12], Tjo1 = [0, T], Tjo2 = [8,12], 7j31 = [0, T'], Tjs2 = [8,12], Tju1 = [0, T, Tja2 = [8,12],
Tis1 = [0, T, Tjs2 = [2,10], Tj61 = [0, T, Tje2 = [0, T'], Tje3 = [0, T], Tjea = [0, T], Tj71 = [0, T'], Tj72 = [0, T
Siin =1, Sji2=1, Sjop1 =1, Sjoa =1, Sjz1 =1,8j32 =1, Sju1 = 1,842 =1,
Sjs1 = 0,850 =0, Sje1 = 0,862 =0, Sje3 =0, Sj64 =0, Sj71 =0,8572 =0
V = {vl,v2,v3,v4,0v5,v6}, V1 = {vl}, Vo = {v2}, Vj3 = {v3}, Vju = {vd},
Vis = {v1,v2,v3,v4}, Vj¢ = {v5,v6}, V,7 = {v5,v6}
OR=14,C =1, D=1, p=1, v=1, T = 20



Instance 9

jI1j63 4 v4
1

Figure 9: Finite, strongly connected, weighted, directed graph representing the plant layout for Instance 9 of the
CF-EVRP.

N ={1,...,15), Nu = {1,5,8,11,15}, O = {1,5,8,11,15}
£ =1{(1,2),(2,3),(3,4),(4,5),(1,6),(2,7), (4,9), (5,10), (6,7), (7,8),
(8,9),(9,10), (6,11),(7,12), (8,13),(9, 14), (10,15), (11,12), (12,13), (13, 14), (14,15)}
J =1{41,72,43,54,75,76,57}, K ={il,i2 | Vie T\ {j6}} U{j61, 762,763, 64}
Lji1 =14, Lj12 =10, Ljo1 =6, Ljoe =12, L;31 =10, Lj;3 = 4,
Ljyn =2, Ljyp =06, Ljs1 =7, Ljso =9, Ljs1 =2, Ljso =12, Lje3 =14, Ljes =4, Lj71 =6 Ljro =10
Pjin =0, Pjio = {j11}, Pjor =0, Pjoo = {j21}, Pjz1 =0, Pjso = {j31}, Pju1 =0, Pjao = {j41},
Pis1 =0, Pjsa = {451}, Pjc1 =0, Pje2 = {j61}, Pjes = {j62}, Pjea = {j63}, Pjr1 =0, Pjre = {471}
711 = [0, T, Tj12 = [8,12], Tjo1 = [0, T], Tjo2 = [8,12], 7j31 = [0, T'], Tjs2 = [8,12], Tju1 = [0, T, Tja2 = [8,12],
Tis1 = [0, T, Tjs2 = [2,10], Tj61 = [0, T, Tje2 = [0, T'], Tje3 = [0, T], Tjea = [0, T], Tj71 = [0, T'], Tj72 = [0, T
Siin =1, Sji2=1, Sjop1 =1, Sjoa =1, Sjz1 =1,8j32 =1, Sju1 = 1,842 =1,
Sjs1 = 0,850 =0, Sje1 = 0,862 =0, Sje3 =0, Sj64 =0, Sj71 =0,8572 =0
V = {vl,v2,v3,v4,0v5,v6}, V1 = {vl}, Vo = {v2}, Vj3 = {v3}, Vju = {vd},
Vis = {v1,v2,v3,v4}, Vj¢ = {v5,v6}, V,7 = {v5,v6}
OR=18,C =1, D=1, p=1, v=1, T = 23
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A Compositional Algorithm for the Conflict-Free
Electric Vehicle Routing Problem

Sabino Francesco Roselli' and Per-Lage Gotvall?> and Martin Fabian! and Knut Akesson'

Abstract—The Conflict-Free Electric Vehicle Routing Prob-
lem (CF-EVRP) is an extension of the Vehicle Routing Problem
(VRP), a combinatorial optimization problem of designing
routes for vehicles to visit customers such that a cost function,
typically the number of vehicles or the total travelled distance,
is minimized. The problem finds many logistics applications,
particularly for highly automated logistic systems for material
handling. The CF-EVRP involves constraints such as time
windows on the delivery to the customers, limited operating
range of the vehicles, and limited capacity on the number of
vehicles that a road segment can accommodate at the same
time. In this paper, the compositional algorithm ComSat for
solving the CF-EVRP is presented. The algorithm iterates
through the sub-problems until a globally feasible solution
is found. The proposed algorithm is implemented using an
optimizing SMT-solver and is evaluated against an imple-
mentation of a previously presented monolithic model. The
soundness and completeness of the algorithm are proven, and
it is benchmarked on a set of generated problems and found
to be able to solve problems of industrial size.

Note to Practitioners—The need to define and solve the
CF-EVRP relates to an industrial application where a fleet of
autonomous robots navigate in a heterogeneous environment,
shared with humans and other vehicles and obstacles. To
allow for a low-level trajectory controller to handle dynamic
obstacles, like humans and fork-lifts, the CF-EVRP includes
capacity constraints on the road segments. This increases the
problem complexity, and thus requires to trade off optimality
for feasability; this so to get solutions in reasonable time with
respect to how long ahead the jobs to schedule are known.
The overall problem is to find feasible solutions that satisfy
all constraints while avoiding travelling unnecessarily long
routes, and at the same time meet the stipulated time-windows
to deliver material just-in-time. The compositional algorithm
(ComSat) presented in this work is based on the idea to break
down the overall scheduling problem into sub-problems that
are easier to solve, and then to build a schedule based on the
solutions of the sub-problems. ComSat is designed to work
well for industrial scenarios where there are good reasons to
believe that feasible solutions do exist. This seems a reasonable
assumption as in an industrial setting a sufficient number of
mobile robots can typically be assumed to be available.

We gratefully acknowledge financial support from Chalmers Al
Research Centre (CHAIR) and AB Volvo (Project VIMCoR), and the
Wallenberg Al, Autonomous Systems and Software program (WASP)
funded by the Knut and Alice Wallenberg Foundation.

IDepartment of Electrical Engineering, Chalmers University of
Technology, Géteborg, Sweden {rsabino, fabian, knut}
@chalmers.se. 2Senior Research Engineer at Volvo Group Trucks
Operations Per—Lage.Gotvall@volvo.com

I. INTRODUCTION

The use of mobile robots for just-in-time deliveries is of
considerable interest for modern manufacturing facilities [1].
The problem treated in this paper originates from an in-
dustrial need to use a fleet of Automated Guided Vehicles
(AGVs) that run through the plant to deliver components
to workstations just-in-time for them to be used. In this
scenario, the scheduler needs to consider several types of
constraints in addition to the time constraints. (i) AGVs have
a limited operating range and need to recharge their battery
when the state-of-charge becomes low. (ii) Jobs have specific
requirements on the AGV to execute them where only some
AGVs can handle some jobs. (iii) The plant layout may limit
the AGV’s freedom of movement; for instance, a passage
may not be large enough to accommodate more than a fixed
number of AGVs at a time. Thus, we define a capacity of the
road segments, intersections, and workstations and include
capacity constraints in the problem formulation. A schedule
is said to be conflict-free if it fulfills the capacity constraints
at all times.

The constraints discussed above substantially increase
the complexity of the problem, and even finding feasible
solutions can take an unreasonable amount of time. For
example, a solution to a standard VRP can be computed
within minutes for up to 100 customers and just as many
vehicles [2]. On the other hand, when additional features
such as charging times, capacity constraints, and multiple
assignments of routes to vehicles come into play, a problem
involving 10 vehicles and 20 customers can be considered
large (plus the size of the plant also becomes a parameter of
the problem), and it may take hours to find a feasible solution
for it. Moreover, in industrial applications the most essential
requirement is delivering the goods within time windows to
avoid delays in the production. For these reasons, the goal
of the algorithm presented in this work is to find feasible
solutions, rather than necessarily optimal ones.

There exist both approximate and exact algorithms to
solve the VRP. For relatively small-size problem instances,
mixed-integer linear programming (MILP) [3] solvers can
find feasible, or even optimal, solutions in a relatively
short time. However, standard MILP-solving techniques do
not scale well, so specific-purpose algorithms involving
local search [4], Benders decomposition [5], or stochastic
methods [6], [7] have been proposed. Recent work focusing
on fleets of electric vehicles [8], as well as conflict-free
routing [9] show applications of such approaches to real-
world problems.

In [10] a comparison of using MILP as an exact method,
and a set-based particle-swarm optimization algorithm as an
approximate method, is made for solving the VRP with time
windows (VRPTW [11]). The comparison shows that neither
method dominates the other in terms of running time and



quality of the solutions. On the other hand, the advantage
of using general-purpose MILP-solvers is that additional
constraints can be easily added to handle extensions of the
original problem. At the same time this may be non-trivial,
if at all possible, for a tailor-made algorithm.

The specific scheduling and routing problem treated in
this paper, called the Conflict-Free Electric Vehicle Routing
Problem (CF-EVRP), does involve additional constraints
such as limited operating range of the robots, and capacity
constraints, thus a general-purpose solver is used. In [12],
[13] optimizing Satisfiability Modulo Theory (SMT [14],
[15]) solvers outperformed MILP solvers on combinatorial
scheduling problems such as Job Shop Problems (JSP)
involving many logical constraints. The natural abilities of
SMT solvers to natively handle combinatorial constraints
make them well suited to handle CF-EVRP.

A monolithic model of the CF-EVRP is presented in [16]
and solved using the SMT-solver Z3 [17]. Already relatively
small systems, with only a few vehicles and jobs, result in
hundreds of thousands of variables and constraints due to
the discretization of time used to model capacity constraints.
Therefore, in [18] a compositional algorithm was introduced
that breaks down the CF-EVRP into sub-problems such that
discretization is avoided. The compositional algorithm scales
better, in terms of computational cost, to larger models, but
does not necessarily guarantee optimal solutions with respect
to total travelled distance.

This work introduces ComSat (Compositional Satisfiabil-
ity), an extension of the compositional algorithm introduced
in [18]. The contributions in this paper are: (i) a general-
ization of the CF-EVRP so that vehicles can be located at
multiple depots, and service times at the customers are ac-
counted for; (ii) a presentation of the extended compositional
algorithm (now called ComSat) of [18], which can handle
the generalized CF-EVRP. Also, the search for alternative
paths is improved by formulating it as Boolean satisfiability;
(iii) a proof of ComSat’s soundness and completeness under
given restrictions; (iv) an evaluation of ComSat on a set of
generated instances of the CF-EVRP.

The paper is organized as follows. Section II introduces
previous works on the topic and puts this work in context.
Section III provides a formal description of the problem.
In Section IV, ComSat is introduced. Proof of soundness
and completeness is given in Section V. In Section VI, the
results of the analysis over a set of problem instances are
presented. Finally, conclusions are drawn in Section VIL.

II. LITERATURE REVIEW

The VRP [19] is a classical problem, formulated by
Dantzig and Ramser, that searches for optimal routes for a
fleet of robots to visit a set of customers. A large number of
studies have introduced variations on the original problem,
as well as techniques to solve them. The vehicle routing
problem with time-windows (VRPTW) is an extension of
the VRP where customers have to be visited within given
time windows [11]. A related problem is discussed in [20]
where the routes to visit customers are dynamically designed
based on the current state of the other vehicles. Another
variation of the problem involves the possibility of Multiple
Depots (MDVRP). In [21], the MDVRP is decomposed into
assignment of vehicles to customers, and design of routes
for vehicles to visit their assigned customers. In [22], the

MDVREP is solved by means of genetic algorithms. In [23]
the problem of limited capacity of the road segments is
tackled and conflict-free routes for AGVs are computed by
means of column generation. The work in [24] presents one
of the first and most relevant works involving conflict-free
routing in combination with scheduling of jobs for flexible
manufacturing systems. Similarly to [21], the authors break
down the problem into a scheduling problem, solved by
constraint programming, where vehicles are assigned to jobs,
and a routing problem, solved by MILP, where routes for
the vehicles are designed. We took inspiration from this
approach and further broke down the problem into more
sub-problems to be able to handle the different constraints,
in particular the limited operating range of the vehicles.

For electric vehicles, model formulations need to take
into account the vehicle’s limited operating range and non-
negligible charging time as well. In [25] a branch and cut
algorithm to solve a VRP with satellite facilities is presented,
vehicles can stop to replenish their cargo and continue
delivering goods until the end of their shift. Satellite facilities
are also treated by [26], that models these intermediate
points as charging stations and solves the problem by means
of a combination of neighborhood and tabu search.

Autonomous vehicles are increasingly used to deliver
material across manufacturing plants. In [27], AGVs are
scheduled for jobs and routed through a plant by means
of Petri net decomposition. In [28], a hybrid evolutionary
algorithm is implemented to solve a multi-objective AGV
scheduling problem in a flexible manufacturing system. In
this work, the authors consider the vehicles’ battery charge,
but do not take into account road segments’ capacity. In [29],
a multi-objective AGV scheduling problem is solved by
means of adaptive-genetic algorithms. Unlike standard ge-
netic algorithms, these adjust the hyperparameters, improv-
ing convergence accuracy and speed. The authors consider
a plant with a grid-like road network, but road segment
capacities are not considered. In [30] an integrated approach
to deal with line balancing and material handling by means
of AGVs is presented. A stochastic algorithm is used to
assign jobs to the workstations and AGVs are scheduled to
deliver the components to execute the jobs. However, road
segment capacity constraints are not considered. In [31], a
matheuristic (a combination of metaheuristics and mathe-
matical programming) to schedule a heterogeneous fleet of
AGVs is presented, having different travel speed and cost,
charging/discharging rate, and capability to serve different
customers. But again, road capacity constraints are not
treated.

As AGVs are used in manufacturing plants with limited
capacity of the road segments, a growing attention has been
paid to the problem of designing conflict-free routes. In [32],
an ant colony algorithm is applied to the problem of job
shop scheduling and conflict free routing of AGVs. While
road segment capacity constraints are considered the limited
operating range of the vehicles is not considered. In [33], a
collision-free path planning for multi AGV systems based on
the A* algorithm is presented. In this work, the environment
is modeled as a grid, and conflicts can originate from vehi-
cles occupying the same spot on the grid at the same time;
the vehicles’ operating range and ability to recharge is not
considered. In [9], a heuristic approach to solve the conflict-
free routing problem with storage allocation is presented; in



this work limited operating range and battery charge are not
considered. In [34], a MILP formulation to design conflict-
free routes for capacitated vehicles is presented. This is an
exact method, but it can only solve relatively small problem
instances. In [35] a hybrid evolutionary algorithm to deal
with conflict-free AGV scheduling in automated container
terminals is presented. In this work, only a limited portion
of the map is prone to conflicts, with all road segments
allowing to travel in both directions simultaneously; also,
charging of the vehicles’ batteries is not considered. In [36]
the authors present a new model formulation for the VRPTW
that restricts the problem to only difference logic (a fragment
of linear arithmetic) constraints, in order to exploit the
strength of Z3 in dealing with this particular fragment.

From the literature review it emerges that over the last
twenty years there has been a growing number of studies
dedicated to AGV-based material handling systems. There
is usually a large overlap of features tackled in each work,
and approximate methods are likely to be used to solve
large problem instances, due the problem being too complex
to be solved by exact algorithms. We apply a graph-based
concept similar to [33], with nodes and edges of the graph
representing the plant. And similarly to [36] we do exploit
the strength of Z3 in dealing with difference logic by turning
the Assignment Problem and the Capacity Verification Prob-
lem (see Section IV) into JSPs, that can be described using
difference logic. However, to the best of our knowledge,
there is no work that tackles at the same time both the limited
operating range, with the necessity to recharge the vehicles’
batteries, and the limited capacity of the road segments,
requiring to schedule conflict-free routes. Moreover, there
is no work using SMT solvers to compute schedules for
multi-AGV systems comparable to our own.

III. PROBLEM DEFINITION AND NOTATION

In the CF-EVRP the plant layout is represented by a
finite, strongly connected, weighted, directed graph, where
edges represent road segments and nodes represent either
intersections between road segments or locations of cus-
tomers. A customer is defined by a unique (numerical)
identifier, a location, and a time window, i.e., a lower and
an upper bound that represent the earliest and latest arrival
time allowed to serve the customer. The word customer is
typically used to denote a location where a vehicle is to
pick up or drop off goods. The word task will be used
synonymously. Edges have two attributes representing a road
segment’s length and its capacity in terms of number of
vehicles that it can simultaneously accommodate.

The following definitions are provided:

e Node: a location in the plant. A node can only accom-

modate one vehicle at a time unless it is a hub node.
N a finite set of nodes.
Ng C N: the set of hub nodes, nodes that can
accommodate an arbitrary number of vehicles.

e Edge: a road segment that connects two nodes.

E C N x N: the finite set of edges.

€, Ve € &: the reverse edge of an edge e.

dpn € R, ¥{n,n’) € &: the length of the edge
connecting nodes n and n’.

gnn € {1,2}, ¥(n,n’) € &: the capacity of the edge
connecting nodes n and n’

e Time horizon: a fixed point of time in the future when

all jobs are assumed to have ended.
T: the time horizon.

Job: a set of tasks that must be executed within the
same route and without executing any task belonging
to a different job in between. Typically, a job is the
pickup of parts from the warehouse and the delivery
to the due workstation; however, in general a job can
have an arbitrary number of tasks. No task belonging to
another job should be executed in the same route until
all tasks belonging to the current job are completed.

J: the finite set of jobs.

Task: either a pickup or a delivery operation (there is no
need to distinguish between them, as both are modelled
in the same way). A task is always associated with
a node where it is executed, and has a time window
indicating the earliest and latest time at which it can
be executed. Unless explicitly given, the time window
spans the entire time horizon [0, T']. Also, each task is
associated with a precedence list that states what tasks
have to be executed before it. This list may include any
other task in the problem definition. Finally, for each
task a service time is defined.

K the finite set of all tasks.

K; C K, Vj € J : the finite set of tasks of job j.
(note that the tasks set is partitioned into subsets based
on the jobs, ie., K;NK; =0Vi#j, i,j€T)

Ly e N, VjeJ, kek; : the location of task k.
Pr C Kj, Vj € J, k € K;: the set of tasks to
execute before task k.

Iy €R, Vj€J, k€ K;: the time window’s lower
bound for task k.

up € R, Vj € J, k € K;: the time window’s upper
bound for task k.

Sk €R, VjeJ, ke K;: the service time of task k.

Depots: nodes at which one or more vehicles start and
must return to after completing the assigned jobs. A
depot can accommodate an arbitrary number of vehicles
at the same time, thus all depots are hubs.
) € O C Ny: the set of depots.
S = {s,]0 € O}: the set of dummy tasks repre-
senting the start from depot o.
F ={f,lo € O}: the set of dummy tasks repre-
senting the arrival at depot o.
The sets S and F are disjoint with each other and with
all task sets KC;, Vj € J.
Vehicle: a transporter, e.g. a mobile robot, that is able
to move between locations in the plant and perform
pickup and delivery operations.

V: the finite set of all vehicles.

V; €V, Vj e J: set of vehicles eligible for job j.
OR € R*: the vehicles’ maximum operating range
(constant).

C € R*: the charging coefficient (constant).

D € R*: the discharging coefficient (constant).

p € RT: a coefficient to scale remaining charge into
remaining operating range (constant).

v € RT: vehicle speed (constant) while moving.



Fig. 1: Problem instance of the CF-EVRP picturing a hypothetical plant (left) where two depots (D1, D2) accommodate four vehicles (v1, v2, and v3, v4 respectively),
available to execute four jobs (51, 52, 53, j4), each composed by two tasks (1, 2). The plant road segments are abstracted into a strongly connected, directed, weighed graph

(right).

The requirements of the problem are:

e All jobs have to be completed; for a job to be completed
a vehicle has to be assigned to it and visit the locations
of the job’s tasks according to the tasks’ sequence and
within their respective time windows.

e Vehicles are not allowed to arrive at the task’s location
before the time window’s lower bound and wait there
(many other VRP formulations, allow such waiting).

e Vehicles are powered by batteries with limited capacity
but with the ability to recharge at the depots. It is
assumed that state of charge increases proportionally
to the time spent at the depot and decreases propor-
tionally to the travelled distance. Also, vehicles travel
at constant speed v or they are stationary.

e Multiple depots; vehicles have to return to the depot
they were dispatched from and can only recharge their
batteries there (without queuing).

e A non-empty subset of vehicles is eligible for each job.

e All vehicles have the same operating range and start
at full charge; whenever they return to the depot they
charge to full before becoming available again;

e Two additional jobs are added for each depot: start and
end; they are needed in the Routing Problem to make
sure that routes begin and end at the depot. Both start
and end have only one task located at the depot they
represent, service time equal to zero, and the entire time
horizon as time window.

e Road segment capacities constrain the number of vehi-
cles a road segment can simultaneously accommodate.

e Only (non-cyclic) paths, that is, finite sequences of
edges that join sequences of distinct vertices, are con-
sidered.

A. Example of the CF-EVRP

Fig. 1 shows an example of the CF-EVRP, where four
AGVs are available to execute four jobs, each composed
by two tasks (the squares distributed over the plant). Each
task is marked by a numeric code where the first digit refers

to the job and the second digit indicates the task number.
On the right is shown how the plant layout is abstracted
into a strongly connected, directed, weighted graph (more
on this below). The nodes represent the intersections of
road segments in the plant; if a task’s location is close
enough to an intersection, then the task will be assigned
that location, otherwise a new node is added to the graph
(e.g., Node 14 for task j3-2). Also, nodes 4 and 17 represent
both an intersection between road segments and the depots.
The numbers on the edges represent the segments’ length
(regular font), and their capacity (subscript).
The problem, using the above defined notation, is then:

N ={1,...,20}, Ny = {4,17},0 = {4,17}
£ = {(1,2),(2,3),(3,4), (5.6), (6,7), (7,8), (9, 10),

(1,12), (12 13) (17,18), (18, 19), (19, 20), (1,9),
(2,5),(3,8),(6,10),(7,13),(8,16), (9,17), (11,15),
(15,18), (16, 19), (14, 21)}
J =1{j1,;2,53,j4}
K=1{il,i2 |Vie J}
Lji1 =15, Lj12 =10, Ljo1 =11, Ljyy =8,
L 31 =6, LJ32—14 LJ41—2 Lj42—16
P 11 =0,Pji12 =j11,Pjo1 = 0, Pjor = j21

31 =0,Pjz2 = j31,Pju1 = 0,Pjao = j4l
1311 =0, ZJ12 =170, ljgl =0, ljgg = 300,

ljgl = 0, lj32 = 180, lj41 = O7 lj42 = 200
Uj11 = T, Uji2 = 120, Uj21 = T, Uj22 = 330,
U531 = T7 Uj32 = 250, Ujq1 = T, Ujq2 = 300

Sj11 = 10, Sj12 = 30, Sjo1 = 20, Sje2 = 30,
Sjz1 = 10, Sjz2 = 30, Sja1 = 30, Sja2 = 20,
V = {vl,v2,v3,v4}

Vi1 = {v1,v2}, Vjo = {vl1},

ng = {1)2, 1}4}, Vj4 = {U?), 1}4}
OR=1270.C =3 D=1, p=1, v=1

T =500

First, ComSat will compute the distance for each pair of
nodes where either a task or a depot is located. Using the
distances, as well as the speed of the vehicles, and all the
other parameters, a set of routes CR is computed. In this



specific problem, a possible set of routes is:

R1: D1-511-512-D1; Total length: 135; latest start: 42.5;
Eligible vehicles: v1, v2

R2: D1-521-522-D1; Total length: 220; latest start: 200;
Eligible vehicles: v1

R3: D2-531-732-D2; Total length: 257.5; latest start: 102.5;
Eligible vehicles: v2, v4

R4: D2-j41-542-D2; Total length: 195; latest start: 195;
Eligible vehicles: v3, v4

Note that for each route the latest start time is computed
based on the strictest time window. Subsequently vehicles
are assigned to the routes and an actual start time for the
route is given. A possible assignment for the current routes
would be R1: v2; R2: vl; R3: v4; R4: v3. The start time
of all routes is 0.

Finally, the routes are capacity checked, and this also
produces a node-by-node schedule, i.e., the arrival time of
a vehicle at each node that is included in the route:

vl: v1-17:0; v1-18:18.5; v1-15:40.5; v1-11:53; v1-12:85.5;
v1-13:98; v1-7:153; v1-8:300; v1-7:347.5; v1-6:360; vl-
10:372.5; v1-9:402.5; v1-17:440;

v2: v2-17:0; v2-18:19.5; v2-15:29.5; v2-11:52; v2-12:64.5;
v2-10:79.5; v2-9:139.5; v2-17:177;

v3: v3-4:0; v3-3:16; v3-2:58.5; v3-1:76; v3-2:103.5; v3-
5:116; v3-6:128.5; v3-7:141; v3-8:170.5; v3-16:210.5; v3-
8:270.5; v3-3:285.5; v3-4:300.5;

vd: v4-4:0; v4-3:15; v4-8:30; v4-7:142; v4-8:169.5; v4-
3:184.5; v4-4:199.5; v4-14:250; v4-4:330.

If the charging coefficient C' is increased from 3 to 9,
both R1 and R2 could be assigned to vehicle v1, since the
charging time would be short enough to allow the vehicle
to execute the first route, go back to the depot, recharge
and execute the second route without breaking any time
windows. In this case there would still be four routes but
three vehicles would be enough to execute them. Moreover,
if the operating range of the vehicles were increased to 290,
all customers could be served with only three routes:

R1: D1-521-522-D1; Total length: 220; latest start: 200;
Eligible vehicles: v1

R2: D2-511-5j12-531-532-D2; Total length: 280; latest start:
100; Eligible vehicles: v2

R3: D2-j41-542-D2; Total length: 195; latest start: 195;
Eligible vehicles: v3, v4

The solutions presented in this section have been com-
puted using ComSat; a discussion on the algorithm’s solving
procedure is provided in the next section, after the algorithm
itself has been described.

B. State Space Analysis

Although the state space size of CF-EVRP is not directly
proportional to the solving time, analyzing the state space
growth provides an idea of the complexity of the problem
itself. The parameters needed to analyze the state space are
the number of tasks |K|, the number of nodes |A] in the
graph representing the plant, the number of vehicles |V|,
the time horizon 7, and the operating range of the vehicles
OR. To be able to compute the state space size, the domains
of the real valued variables are, in this analysis, restricted
to integers.

Based on the model formulation from [26], if capacity
constraints are relaxed, the size of the state space is upper

bounded by
ORVHKI . IVEIK] . Q\VI-UCIZ7 1)

which can be rewritten as
9IVI[K|-(IK|+log, (OR-T))) )

Based on the monolithic model of CF-EVRP from [16],
if capacity constraints are considered, the size of the state
space is upper bounded by

9IVIIKI  QIVIIKIT | ORIVIT g2 VFINIT, 3)

which can be rewritten as
9IVI-(IKI+T(2: |V | +log, (OR)+IK]) )

Assuming that, for a fixed number of vehicles there exists
a correlation between the number of tasks and the time
horizon, we can define § € [0,1] such that || = - T.
The ratio between (4) and (2) then has a dominant factor of
22 IVIINIT that arises due to the capacity constraints. Even
for small problem instances, this number can be very large.
A compositional approach that iteratively solves smaller sub-
problems potentially avoids such state space explosion.

IV. PROBLEM DECOMPOSITION AND SOLVING
PROCEDURE

This section describes how the CF-EVRP is decomposed
into sub-problems. The first step is a computation of the
shortest paths to connect each pair of tasks. In the Routing
Problem the paths are used to compute routes that start
and end at the depots and serve all tasks within their time
windows. Once the routes are computed, the Assignment
Problem matches them with the vehicles, which determines
their execution times. Finally, the Capacity Verification
Problem checks the routes and their execution times against
the capacity constraints. It may be required to explore
different paths to connect two tasks of a route; this is done by
solving the Paths Changing Problem that, based on the paths
used so far, will find new unexplored paths to connect the
tasks. When new paths are computed, the algorithm verifies
whether the routes still meet the time windows by solving
the Routes Verification Problem. Table I summarizes inputs
and outputs of the algorithms developed to solve each of the
sub-problems presented in the following sections.

A. Computation of Shortest Paths

In the first step, the shortest path between any two tasks
is computed. This is done because the Routing Problem is
a VRPTW plus additional constraints on tasks precedence
and routes length; in a VRP there exist exactly one path
between any two tasks. On the other hand, in the CF-EVRP
there may be several ways to travel from one task to another.
Moreover, computing the shortest paths (instead of any
non-cyclic path) is required for the algorithm to be sound
and complete (see Section V). The shortest paths SP are
computed using Dijkstra’s algorithm [37] and assigned to
the set C'P. Since each task’s location is reachable from any
other task’s location, a path always exists; also, in case more
solutions with the same cost exist, these will be explored in
the Paths Changing Problem, if needed.



TABLE I: Algorithms to solve the sub-problems of Section IV. Given within
parentheses next to the name of the algorithm is the problem that it solves.

Router (Routing Problem)

Input: CP, PR

Output: CR

Define optimization problem using (5)-(19)
Optimize and extract CR from the solution

Assign (Assignment Problem)
Input: CR, PA
Output: CA

Define feasibility problem using (20)-(25)
Solve and extract CA from the solution

CapacityVerifier (Capacity Verification Problem)

Input: CA

Output: CVS

Define feasibility problem using (26)-(32)
Solve and extract C'VS from the solution

PathsChanger (Paths Changing Problem)

Input: PP

Output: NP

Define optimization problem using (33)-(39)
Optimize and extract NP from the solution

RoutesVerifier (Routes Verification Problem)

Input: CR, NP

Qutput: True or False

Define feasibility problem using (40)-(43)

Solve problem and return True if feasible, else False

B. Routing Problem

Solving the Routing Problem means to find a set of routes,
i.e., a sequence of tasks’ locations that begins and ends at
the same depot, such that every task is served within its
time windows and the length of each route does not exceed
the operating range. This way, once vehicles are assigned
to routes in the Assignment Problem, they can execute them
without having to recharge. Additionally, the routes have to
meet the constraints on the tasks’ precedence, as introduced
above and described below. At this stage capacity constraints
are not considered, nor is the actual plant layout. Also, upper
bounds on the number of available vehicles are neglected,
i.e., there can be more routes than vehicles, since one vehicle
can be assigned to more than one route.

With some abuse of notation we can define the distance
between two arbitrary tasks’ locations as dj,, instead of
de Ly Vki € ’le, ko € ]Cj2, J1,J2 € J. Also, let Mj
be the set of mutually exclusive jobs for job j (i.e. vehicles
eligible for job j are not eligible for any of the jobs in M;
due to requirements on the vehicle type); let Perm; be the
set of permutations of tasks belonging to job j, where each
element ord in Perm; is an ordered list of tasks and let Ayext
be the task coming after task k in ord.

The set of decision variables used to build the model for
the Routing Problem are:

Ok, k,: Boolean variable that is true if a vehicle travels

from the location of task k; to the location of task ks,
false otherwise.

~Yk: non-negative real variable that models the arrival
time of a vehicle at the location of task k.

€},: non-negative real variable that models the remaining
charge of a vehicle when it arrives at the location of
task k.

If the solution of the Routing Problem turns out to be
inconsistent with the vehicles’ assignments or the capacity
constraints, a new solution must be computed in order to
find alternative routes for the same combination of paths.
Therefore it is necessary to keep track of the combinations
of routes that have already been generated so these can be
ruled out when solving the Routing Problem again. Let the
optimal solution to the Routing Problem found at iteration
hbe CR = Uy, r,ex 105k, 1> Where 05 . Vki, ke € K,
is the value of 0y, 5, in the current solution; also, let PR
be the set containing the optimal solutions found until the
(h — 1)-th iteration.

The following logical operators are used to express car-
dinality constraints [38] in the sub-problems:

EN(a,n) : exactly n variables in the set a are true;
If(¢, 01,09) : if ¢ is true returns o1, else returns o0s.

To shorten the notation we will write EN,,ecpr(m,n) to
denote EN( |J {m},n). The model formulation for the
M

me
Routing Problem is as follows:

min > 1f(04,1,0) (5)

keK;, jeT, s€S

€x - p < OR, VeeK;, jed (6
—0rk, VEeK;, jed ()
=0, VkEeK;, se€S8,jed ©8)
=0, VifeF, kek;, jed O

Okiks = Vho = Vhy + Skt + diey ko /0,
Vki € ’le, ko € ]Cjz, j1,j2 ceJ
(10)
Okiky = €ky < €k, — D diyk, /v,
Vki € ’le, ko € ]Cjz, J1,02 €T

(11)
ENszKjQ,(elﬂkw 1)7 vkl S ]lea jl € jv jl #]2
J2€J
(12)
ENg exc;, (Okk,sn) = ENiyex,, (Ok,k,m),
€T j2€J
VieJd, ke, n=1,...,|7|
(13)

ENg, exc;, Ok, k1) = ENpyexcy, (Ornys 1),
J2 €T Jj2 €T
VEESUF, n=1,...,|7| (14)

Ve = e Ak < ug, VkeKj;, jed (15)

ﬁeklky Vki € ICju ko € ’CjQ, J1 € J, Jo € Mj1 (16)
\/ ( A m) VieJg (7
ord€Perm; \k€ord
N > Vk € K (18)
k'€Py
AR/ VA e PR (19)
Ok ko €A



The cost function to minimize (5) is the total number of
routes. This is done by minimizing the number of direct
travels from the tasks representing the depots; (6) restricts
the remaining charge to be lower than or equal to the
maximum operating range; (7) forbids to travel from and
to the same location; (8) and (9) express that a vehicle can
never travel to the start, nor travel from the end: start and end
referring to the same depot are physically located at the same
node, but they play different roles in the Routing Problem,
hence two different tasks; (10) constrains the difference in
arrival time based on the distance for a direct travel between
two points; (11) models the decrease of charge based on the
distance travelled. For (10) and (11) distances are computed
using the current paths CP; (12) expresses that each task’s
location must be visited exactly once; (13) guarantees the
flow conservation between start and end; (14) ensures that
all vehicles leaving the depots return after visiting the
tasks’ locations; (15) enforces the time on the routes; (16)
expresses that there cannot be direct travel among mutual
exclusive jobs. This constraint does not always guarantee
that mutually exclusive jobs will never be executed in the
same route. Some corner cases are not covered, but the
inconsistency will be spotted in the Assignment Problem
so there is no need to further complicate the constraint
(there would be need to enumerate a large number of task
sequences and rule out the inconsistent ones by adding one
constraint for each of them), since it would slow down
the whole sub-problem solution; (17) expresses that if a
number of tasks belong to one job, they have to take place in
sequence; (18) guarantees that precedence constraints among
tasks are enforced. Constraint (19) allows to rule out the
previously computed sets of routes as a solution. This is
necessary as this optimization sub-problem may be called
multiple times during the execution of ComSat.

Based on the model described above, the algorithm Router
is defined, that takes the set of current paths CP and the
set PR, and returns a set of routes C'R that have not been
selected yet; if the problem is infeasible, CR is empty.

C. Assignment Problem

The routes CR are generated in the Routing Problem based
only on the time windows and on the vehicles’ operating
range. The Assignment Problem now allocates vehicles to
the routes based on the actual availability of each type
of vehicle. Moreover, even though constraint (16) partially
prevents it, CR may contain routes that involve mutually
exclusive jobs and, while it would be possible to avoid this
by adding additional constraints, it would be inconvenient to
do so in the Routing Problem, since there is no information
about the vehicles assigned to the routes. On the other hand,
once a set of routes is given, it is verified in the Assignment
Problem whether a vehicle is actually eligible for a route.

Therefore for each route » € CR, we can define a list of
jobs J" C J that are executed by the vehicle assigned to r,
and the list of eligible vehicles for r, El, = njejr V;. Also,
based on the time windows and service times of the jobs
forming the routes, it is possible to work out the latest start
of a route late,.. Since a route can include more than one job,
the strictest time window will define the latest start for the
route. Finally, for each route we can define the cumulative
service time S, = |J kej Sk-

jeTg”

The Assignment Problem is formulated as a JSP where
routes are jobs (whose durations depend on their lengths
length,) and vehicles are resources, with some additional
requirements on the jobs’ starting time. The set of decision
variables used to build the model are:

a;r: Boolean variable that is true if vehicle ¢ is assigned
to route r, false otherwise;

s, non-negative real variable that models the start time
of route 7;

e,-: non-negative real variable that models the end time
of route 7.

It may be necessary to have different assignments for
the same set of routes CR, since two vehicles located
at the same depot may have different states of charge
and, therefore, lead to different outcomes when solving
the Capacity Verification Problem. Thus, let the optimal
solution to the Assignment Problem found at iteration & be
cA = iey {af .}, where o, Vi € V,r € CR, is the

R

e
red; . .
value of «;, in the current solution; also, let PA contain the
optimal solutions found until the (7 — 1)-th iteration.
The model formulation for the Assignment Problem is:

EN;ev (i, 1), Vre CR  (20)
er = sy +length, /v + S, vre CR (21
s < late,., Vre CR (22)

\ i, Vre CR (23)
i€El,

(air A ai’f")) —

(sp > e+ C - length, )V (s > e, + C - length,.),

VieV, r,r' € CR, r#71 (24)
VAePA (25

Constraint (20) guarantees that exactly one vehicle is as-
signed to each route; (21) connects the start and end
variables based on the route’s length and their cumulative
service time; (22) constrains the latest start time of a route
to the strictest time window of its jobs; (23) expresses that
one (or more) among the eligible vehicles must be assigned
to a route; (24) expresses that any two routes assigned to the
same vehicle cannot overlap in time; one must end before
the other starts. Finally, constraint (25) guarantees to find an
assignment different from the already found ones.

Based on the model described above, the algorithm Assign
is defined, that takes the set of current routes CR from the
routing problem as input, and returns the current assignment
CA that specifies which vehicle that will use each route
(and execute its jobs) and when it starts; if the Assignment
Problem is infeasible, CA = ().

D. Capacity Verification Problem

In this phase the goal is to find a feasible schedule for
the vehicles, if it exists, meaning that the routes they are
assigned to are evaluated to verify that capacity constraints
are fulfilled. To do this, an ordered list of nodes NL, and
an ordered list of edges EL,, Vr € CR, respectively, are
generated, that each route visits. Let n, be the node visited
before edge e on route r and let e, be the node visited before
node n on route 7. Similarly, let n™ be the node visited after



edge e on route r and let e™ be the node visited after node
n on route r. Also, for each node in NL, it is necessary
to specify whether there exists a time window, since some
of the nodes are only intersections of road segments in
the real plant, while others are actual pickup or delivery
points. Let [,.,, and u,.,, be the earliest and latest arrival time,
respectively, at node n on route r; let S,.,, be the service time
at node n on route r, if such exists, zero otherwise. Let n
be the starting node of route r. Finally, let e(1) and e(2) be
the source and sink node of edge e respectively.

This phase is also treated as a JSP, where routes are jobs,
while nodes and edges are the resources. Also, each route
has a starting time s, defined by solving the Assignment
Problem. The decision variables in the Capacity Verification
Problem are:

Xrn: NON-negative real variables that model when route
r is using node n;
V.. Non-negative real variable that model when route
r is using edge e;
The model for the Capacity Verification Problem is:
Vre CR (26)
Vr € CR, e € EL. (27)
Vr € CR, n € NL,. (28)
Vr € CR, n € NL. (29)
Xrin 2 Ypgerin £ 1V Xpgn 2 Yy oran + 1,
V’I“l,TQ € CR, T1 75 T2,
n e NLrl N NLTQ, n ¢ NH (30)
yrle Z y’l”2€ + 1 vy’l"26 Z yrle + 1’
Vri,m9 € CR, 11 # 19, e € EL, N EL,,, gle) =1 (31)
y'r'lel Z yr252 + dez \/y7"262 2 yrlel + del’
V’I”l,’l’g € R, 71 7& Tro, €1 € ELT17
es € ELTza €1 = 627 Gey = Gey — 1 (32)

Xppx 2 start,,

yre Z 'x’l"ﬂre + S’I"TLTE7
Xrn = y'f"em +d,
'x’I"TL Z lrn /\XT'H S uT’ﬂ)

€rn?

(26) constraints the start time of a route; (27) and (28) define
the precedence among nodes and edges to visit in a route;
(29) enforces time windows on the nodes that correspond to
the tasks; (30) prevents vehicles from using the same node
at the same time (the +1 in the constraints forbids swapping
of positions between a node and the previous or following
edge); (31) and (32) constrain the transit of vehicles over the
same edge. If two vehicles are using the same edge from the
same node, one has to start at least one time-step later than
the other and if two vehicles are using the same edge from
opposite nodes, one has to be done transiting, before the
other one can start.

Based on the model described above, the algorithm
CapacityVerifier is defined, that takes the CA from the
Assignment Problem as input and returns C'VS, a list that
expresses where each vehicle is at each time-step and, as for
the previous phases, is empty if the problem is infeasible.

E. Paths Changing Problem

In this phase, alternative paths are computed to connect
the consecutive tasks of each route. Finding alternative paths
may be necessary when, for a given set of routes CR, it
is not possible to find any feasible schedule CVS. The
infeasibility of the Capacity Verification Problem may be
due to the current set of paths CP that connect the tasks’

locations, therefore a different set may lead to a feasible
solution. We have previously defined a route as a sequence
of tasks’ locations and for any two consecutive tasks there is
a path (a sequence of edges) connecting them. Therefore, for
a route counting 7+ 1 tasks we will have ¢ paths and for each
path we can define a start and an end node, respectively ¢,
and 7;. Finally, we define the sets of outgoing and incoming
edges for a certain node n as U,, and Z,,, respectively.

Variables used to build the model are:

wrin: Boolean variable that represents whether the ¢-th
path of route r is using node n;
Zrie: Boolean variable that represents whether the i-th
path of route r is using edge e;

We could split this problem into r - ¢ problems (assuming
all routes have ¢ + 1 tasks) and find paths for each route
separately; simpler models are faster. Unfortunately it may
be necessary to explore different combinations of paths
and so to retain the information we need we have only
one model. Therefore, let the optimal solution to the Path
Changing Problem found at iteration /1 be

CP = U {Z:ie}v
reCR
i=1,...,|r|
ecé
where 2%, ,Vi=1,...,|r|, r € CR, e € &, is the value of

rie’
Zrie in the current solution; also, let PP be the set containing
the optimal solutions found until the (A —1)-th iteration. The
model, similar to [39], is as follows:

min > 1f(Wyin, 1,0) (33)
Vi=1,...,|r|, r€ CR (34)
Vi=1,...,|r|, r € CR (35)
ENeezgi(zTie,l), Vi=1,...,|r|, r€ CR (36)
Zrie = TZrie, Vi=1,...,|r], r€ CR, e€ & (37)
/\ E(Wein,
neN ,n#E,; n#m;
ENccu,, (zries 1) AENeez,, (Zrie, 1),
ENceu,, (zrie, 0) AENcez,, (2rie, 0)),
Vi=1,...,|r], r € CR (38)
YCP € PP (39)

i=1,..,|r
Wrig, A Wrim;s
ENeEL[gi (Zrie7 1)7

\/ rie,

2rie €CP

The cost function (33) to minimize is the total number
of used edges; (34) guarantees that, for each path of each
route, the start and end nodes are used; (35) and (36) make
sure that exactly one outgoing (incoming) edge is incident
with the start (end) node of a route; (37) makes sure that a
path cannot use both an edge and its reverse; (38) guarantees
that if a node (different from the start or end) is selected,
exactly one of its outgoing and one of its incoming edges
will be used. On the other hand, if a node is not used, none
of its incident edges will be used; finally, (39) rules out all
the previously found solutions.

Based on the model described above the algorithm Paths-
Changer is defined, that takes the previous paths PP as input
and returns a new set of paths NP, such that NP N PP = ().
If the Paths Changing Problem is infeasible NP = ().



F. Routes Verification Problem

The Routes Verification Problem is a simplified version of
the Routing Problem, where a set of routes CR already exists
and it is verified whether these meet the requirements on the
tasks’ time windows and the vehicles’ operating range. As
described in Section I'V-B, routes are designed based (among
other things) on the distance between tasks’ locations; paths
are computed between any two tasks’ locations to have a
uniquely defined distance and the routes designed accord-
ingly in the Routing Problem. However, as soon as the paths
used to connect the tasks’ locations are changed, there is no
guarantee that the routes still meet the requirements, hence
the need to verify the routes.

Let IC; = {k1,..., k) } be the set of task for route r €
CR, the variables used to build the model for the routes
verification problem are:

ori: non-negative real variable that models the time
when task & of route r is served

wyrk: non-negative real variable that models the remain-
ing charge of a vehicle assigned to route r when it
reaches task k

The model is as follows:

W+ P S ORa

O-T‘ki_'_l 2 O—T’ki + dkik’i_'_l + Skia

Vi=1,...,|r|, r € CR (41)
VekeK;,jed (42)

Vk e K., e CR (40)

Ork 2 g N or, < ug,

Wk SWiky — D - digpy g

Vi=1,...,|r|, r € CR (43)

(40) restricts the domain of the remaining charge to be
smaller than or equal to the operating range of the vehicles;
(41) connects the arrival time at the task based on the
distance between them; (42) forces the arrival time at a
task’s location to be within its time window; (43) relates
the remaining charge when reaching a task’s location to the
distance from the previous task’s location.

Based on the model described above the algorithm
RoutesVerifier is defined, that takes the current routes CR
and the current paths CP and returns true if the problem is
feasible, false otherwise.

G. Solving the CF-EVRP using the ComSat algorithm

The ComSat algorithm, Figure 2, connects the above
described sub-problems to find a feasible solution to the
full problem. The Router and PathsChanger algorithms are
in Figure 2 put in rounded corner boxes, to show that they
are optimization problems.

The algorithm begins with the computation of the shortest
paths between each pair of tasks. This step is only executed
once to provide unique paths for the Routing Problem, which
is then solved. In this step neither the vehicles’ availability
nor the segment capacities are considered; the goal is simply
to design routes to serve tasks within the time windows.
Therefore, if the Routing Problem is infeasible, the whole
problem is infeasible, because there is no possible routing
such that tasks are served within their time windows. The
information about the previous routes will be stored so that
each time this algorithm is called, it will provide a new
solution to the Routing Problem.

If the Routing Problem is feasible the next step is to
verify whether the available vehicles can execute the routes.
This matching is based on the routes’ requirements for
specific types of vehicles, on their latest start time, and
on the vehicles’ operating range and charge rate. This is
done by solving the Assignment Problem; also in this case
there can be more feasible solutions, therefore it is important
to store the current one to be able to rule it out the next
time the Assignment Problem is solved. If the Assignment
Problem is infeasible the algorithm backtracks and runs
the Routing Problem again, otherwise, it proceeds to the
Capacity Verification Problem.

At this point, routes have been assigned an actual vehicle
to execute them and start times have been restricted to meet
the vehicles’ need for charging. Hence it is possible to verify
if the execution of the routes is possible without breaking the
capacity constraints. If that is the case, the overall problem is
feasible and the algorithm terminates and returns a feasible
schedule. On the other hand, if this step is infeasible, the
algorithm will try to find alternative paths for the vehicles
to execute the routes.

This step is split in two parts. The PathsChanger algo-
rithm finds new paths and the RoutesVerifier makes sure
the Routing Problem is still solvable (i.e. tasks can still
be served within time windows) using these new paths. If
the Paths Changing Problem is infeasible, all paths from
one task to the following one have been checked for each
route. Therefore the algorithm backtracks and looks for a
assignment. Otherwise if the Paths Changing Problem is fea-
sible, the algorithm moves forward to the Routes Verification
Problem. If this problem is feasible the algorithm backtracks
to verify whether it is feasible against the capacity constraint
by solving the Capacity Verification Problem; if not, the
PathsChanger algorithm is called again.

Whenever the Assignment Problem is infeasible, all pos-
sible assignments for the current set of routes CR have
been explored. Thus, before calling the Router algorithm
again, CR is added to PR. In the same way, whenever
the Paths Changing Problem is infeasible, all possible paths
for the current assignment CA have been explored, hence
CA is added to PA. Also, the set of previous paths PP is
emptied because these paths are only eligible for the current
assignment, and the shortest paths are set as current paths
to compute the next assignment.

TABLE II: Glossary for the sets of the sub-problems.

CP: set of current paths

SP: set of shortest paths

NP: set of new paths

PP: set of previous paths

CR: set of current routes

PR: set of previous routes

CA: set of current assignment of vehicles to routes
PA: set of previous assignment of vehicles to routes
CVS: set of conflict-free routes (pairs of nodes and
arrival times for each route)

RVF': Boolean variable representing the feasibility of
the Routing Problem

On the other hand, when exploring different paths the cur-
rent assignment is not changed, it is only checked whether
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Fig. 2: Flowchart of ComSat algorithm.

it is feasible with the new paths; thus, C'A is not added
to PA. Finally, as ComSat loops through PathsChanger and
RoutesVerifier to find a feasible set of paths, NP is assigned
to C'P, which in turn is added to PP after every unsuccessful
iteration.

The glossary of Table II contains the names of the sets
used to store and exchange information among the sub-
problems presented in Section IV.

H. Solving the Example using ComSat

To illustrate the performance of ComSat the example of
Section IIT is used. Below are reported the function calls
to solve the sub-problems, whether they are feasible or
infeasible, and their running times:

Router: feasible, 0.45's
Assign: feasible, 0.05 s
CapacityVerifier: feasible, 0.08 s

The implementation of ComSat has the ability of manu-
ally setting the solution to a sub-problem to be infeasible.
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| SP = ComputeShortestPaths(N,E) |

(__CR=Router(CP,PR) )

Yes CR=0} PR.add(CR)

No

[ ca=nAssign(cR,{}) |

@ No Ca={3> Yes

Fig. 3: Flowchart of C-ComSat.

We set the solution to the Capacity Verification Problem to
be infeasible to evaluate the performance of the algorithm
when conflicts arise due to capacity constraints. We also set
a limit of 50 on the number of alternative sets of paths to
generate. Of these 50 sets, 29 were declared infeasible by the
RoutesVerifier. The average running time to solve the Path
Changing Problem is 0.7s; as for the Routes Verification
Problem, it took on average 0.01 s to solve it, regardless of
the feasibility of the sub-problem.

For the larger problem instances discussed in Section VI
counting up to 11 vehicles and 15 jobs, the Router and
the PathChanger calls take roughly 10s each, while the
CapacityVerifier takes about 1.5s, Assign takes less than
0.5, and RoutesVerifier takes between 0.01s and 0.1 s.

V. SOUNDNESS AND COMPLETENESS OF COMSAT

This section provides proof of ComSat’s soundness and
completeness. We start by relaxing the capacity constraints
on the segments. We refer to the relaxed version of ComSat
as the Capacity Relaxed-ComSat (C-ComSat). This turns the
problem into a combination of routing and assignment. We
use the conclusions from C-ComSat as a starting point to
prove the soundness and completeness of ComSat.

When we do not have to deal with capacity constraints
we can simplify ComSat, as shown in Fig. 3; we essentially
have to solve the Routing Problem and then verify that
the solution found has a feasible assignment by solving
the Assignment Problem. If that is the case, the algorithm
terminates and returns a feasible solution, else it tries to
design different routes. If no routing solution has a feasible
assignment, the algorithm terminates with No Solution.

Observation 1: All the problems solved in ComSat are
decidable. This is true because they are all combinations
of decidable first-order theories and therefore the Nelson-
Oppen theory combination method [40] applies. In fact
the Routing Problem is a combination of linear arithmetic
and propositional logic, the Assignment Problem, Capacity
Verification Problem, and Routes Verification Problem all
fall into the category of difference logic (a fragment of
linear arithmetic), and the Paths Changing Problem is a
propositional logic problem.



Observation 2: The optimization problems solved in
ComSat, i.e., the Routing Problem and the Paths Changing
Problem, are bounded. The Routing Problem involves a finite
number of decision variables that are either Booleans with
a finite domain, or non-negative integers and the objective
is minimization. The Paths Changing Problem involves only
Boolean variables, so the domain is finite.

Lemma 1: Given a problem instance of the CF-EVRP, if
a feasible solution to the Routing Problem cannot be found
using the shortest paths to connect any two tasks, no feasible
solution can be found using any other set of paths.

Proof: The Routing Problem can be infeasible for two
reasons (or a combination of them): there exist no routes
such that all tasks’ time windows can be met; there exist no
routes shorter than or equal to the vehicles operating range
such that all tasks are served.

When it comes to the time windows, the lower bound does
not affect the feasibility of an instance, because vehicles
are allowed to wait at the task’s location before starting the
service. On the other hand, if there is no way a vehicle
can reach a task’s location before the time window’s upper
bound the instance is infeasible. Since it is assumed that
vehicles travel at constant speed, the distances among tasks’
locations are directly proportional to the time required to
travel between them; therefore, if time windows cannot be
met travelling along the shortest paths, neither can they using
any other set of paths.

As for the routes maximum length, restricted by the
vehicles operating range, the same reasoning applies. If it
is not possible to design routes to serve all tasks that are
shorter than or equal to the vehicles operating range using
the shortest paths, neither will it be using longer paths. H

Lemma 1 is required both for C-ComSat and ComSat.
When relaxing the capacity constraints, before ruling out
a set of routes it needs to be made sure that they are
infeasible. If arbitrarily long paths were used, there would
still be a chance that using other paths could make the
Routing Problem feasible. As for ComSat, if a set of routes
is infeasible using the shortest paths, there is no need to try
to replace paths and check for feasibility.

A. Relaxed Problem: Capacity constraints not included

When relaxing the capacity constraints the problem boils
down to designing the routes, which is taken care of by
the Routing Problem, and the assignment of the available
vehicles, handled by solving the Assignment Problem.

Lemma 2: The Routing Problem has a finite number of
feasible solutions.

Proof: Let  be the conjunction of constraints (7)-(18),
let " be the conjunction of constraints (7)-(14), and let ¢*®
be the conjunction of constraints (15)-(18). ¢" does not take
into account tasks, jobs, operating range, or time windows;
it only guarantees that routes are closed and that each task
is visited exactly once. Let k¥ = |K| and let a route r be
an ordered subset of /C. Then, a solution to the routing
problem R = {ry,...,rn|m < k} is a partition of the set
K. The number of partitions of the set K is Z];:O (’;) < 00,
which corresponds to the number of possible solutions for
©", S(¢"). Since ¢ = " A p®, then S(¢) < S(¢") < oco A

Lemma 3: Repeated calls to Router will enumerate all
feasible solutions before returning infeasible.

11

Proof: Let g be a relaxation of the Routing Problem,
not including constraint (18), and let CRy be a solution
to . Then, if another solution CR; for (g exists, it can
be found by solving w9 A “CRy = ¢1. In general, the n-
th solution can be found by solving @9 A =CRy A ... A
—CR,,—1 = p,. Because of Lemma 2, we know that S(p) <
oo and we enumerate all by solving ¢, ..., ¥gp—1 W

Theorem 1: C-ComSat in Fig. 3 is sound and complete.

Proof: For a problem where || tasks are to be executed
and |V| vehicles are available, a solution is an assignment
CA = {(v,r1)1,...,(v,m);} v €V, i <|K| that satisfies
the Assignment Problem and | J; <|k| Ti 1s a feasible solution
to the Routing Problem. Because of Lemma 2 we know there
is only a finite number of solutions to the Routing Problem,
and because of Lemma 3 we know we can enumerate them
all. In the algorithm, for each solution CR we check whether
it satisfies the Assignment Problem; hence, if the overall
problem has a feasible solution, the algorithm will eventually
find it, otherwise it will declare the problem infeasible. W

B. Full Problem

When including the capacity constraints, the paths chosen
to move from one task’s location to another become crucial.
For ComSat to be sound and complete, we need to prove that
it can explore all possible paths for a given set of routes and
a given assignment. Note that we have restricted the problem
to forbid cycles in the paths; however, in some instances of
the CF-EVRP cycles may be required. We are going to show
that, if we use a different model to change paths such that
also cycles are allowed, the algorithm is sound and complete
for any instance of the CF-EVRP.

Lemma 4: Given a directed, weighted graph with a finite
number of nodes, the number of paths that connect two
arbitrary nodes is finite.

Proof: By definition, a path is a sequence of edges
that joins a sequence of nodes and no node appears more
than once. If the number of nodes in the graph is finite,
there cannot be an infinite number of sequences of nodes to
connect to arbitrary nodes. [ ]

Lemma 5: For a given set of routes CR and a given
assignment of vehicles CA, repeated calls to the Paths-
Changer algorithm will enumerate all feasible solutions
before returning infeasible.

Proof: Let ¢y be the conjunction of constraints (34)-
(38), a relaxation of the Paths Changing Problem, and let
CPy be a solution to (. Then, if another solution C'P; for
o exists, it can be found by solving w9 A ~CPy = 1.
In general, the n-th solution can be found by solving
oA CPoA...N=CP,_1 = ¢,. Because of Lemma 4, we
know that the number of solutions to the Paths Changing
Problem S(p) < oo and we enumerate all by solving
P0, -5 PS(p)—1- u

When considering the capacity constraints, different as-
signments may lead to different solutions; for instance one
vehicle may not be available until a certain time because
it is still recharging after executing a route while another
is available earlier. Both assignments are feasible but they
will execute the routes at different time, hence the road
segments will be occupied by the vehicles at different times,
which in turn may lead to different schedules. Therefore it
is necessary to explore all possible assignments.



Lemma 6: The Assignment Problem has a finite number
of feasible solutions.

Proof: In an instance of the CF-EVRP we assume to
have a finite number of vehicles v = |V|. We know from
Lemma 2 that, given a finite number of tasks, a solution to
the Routing Problem has at most as many routes as tasks.
Let ¢ be the conjunction of constraints (20)-(24), let ¢"
be the conjunction of constraint (20), and let ¢° be the
conjunction of constraints (21)-(24). " is a relaxation of
the Assignment Problem that does not take into account
routes length, charging time or vehicle eligibility, it only
guarantees that exactly one vehicle is assigned to each route.
A solution to the Assignment Problem, represented by ¢", is
therefore a partition of the routes set CR. Let ¢ = | CR), then
the number of partitions of the set CR is >0, (5) < oo,
which corresponds to the number of possible solutions for
©", S(¢"). Since ¢ = " A *, then S(p) < S(¢") <o W

Lemma 7: For a given set of routes CR, repeated calls to
Assign will enumerate all feasible solutions before returning
infeasible.

Proof: Let gy be the conjunction of constraints (21)-
(24), a relaxation of the Assignment Problem, and let CAq be
a solution to g. Then, if another solution CA; for ¢ exists,
it can be found by solving wg A—=CPg = ;. In general, the
n-th solution can be found by solving @ A =CAg A ... A
- CA, _1 = ¢,. Because of Observation 6, we know that the
number of solutions to the Assignment Problem S(p) < oo
and we enumerate all by solving ¢o, ..., ©5()—1- [ |

Theorem 2: ComSat is sound and complete.

Proof: For a problem with || tasks, || vehicles, and
a graph G(N, ), let T be the sequence of nodes visited to
execute route r and 7,.,, the arrival time at node n of route
r; a solution is a schedule for each vehicle v € V,

CVS = {(1}, ((nll,Tll), ceey (77,1;1,7'1;1)»1, ey
(U’ ((nila Til)v AR (nﬁw Tiﬂ)))i}7 Vi < "C|>

that satisfies the Capacity Verification Problem. From
Lemma 3 we know that we can enumerate all possible routes
and from Lemma 7 we know that, for each set of routes we
can enumerate all assignments. For each assignment (v, r)
the arrival time of vehicle v at a node depends on the paths
chosen to travel from one task of route r to the following
one. Since we know from Lemma 5 that for a current set
of routes CR, and an assignment CA of vehicles to it, we
can enumerate all paths from one task of each route to the
following one, if there exists a solution to the problem,
ComSat will eventually find it; otherwise it will correctly
declare the problem infeasible. ]

As mentioned before, the PathsChanger can only return
(non-cyclic) paths. We know that there is a finite number of
paths in a graph to go from one node to another, this is not
true if cycles are allowed. On the other hand, even if cycles
were allowed, if we limited the paths’ maximum length, we
could enumerate them all. Since we have time windows on
the tasks and a limited operating range for the vehicles, we
can compute an upper bound for the length of the pahts.

Therefore, if we were to modify the PathsChanger to
allow for cycles, the algorithm would still be complete
without restricting the problem to non-cyclic paths. This
feature is currently under investigation as future work.
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VI. EVALUATION

In order to evaluate ComSat, a set of benchmark problems
is proposed. The parameters for generating the benchmark
problems are the number of nodes, vehicles, and jobs
(grouped into the parameter N-V-J), as well as the time
horizon, and the edge reduction value, which is inversely
proportional to the connectivity of the graph (the higher the
value, the fewer edges). Vehicles can be of type A, B, or C,
and jobs come with a set of types that are eligible to execute
them. For each combination of these parameters, five differ-
ent problems were randomly generated. Problems belonging
to the same category differ from each other in terms of tasks
locations (including the additional tasks representing the
depots), service time, time window (generated as a function
of the time horizon), and vehicles eligible to execute them;
other parameters that differ within the same category are the
vehicles’ operating range, the charging coefficient, and the
number of vehicles available per type. Both MonoMod (see
below) and the algorithms called by ComSat used Z3 4.8.9
to solve the models. All the experiments' were performed
on an Intel Core i7 6700K, 4.0 GHZ, 32GB RAM running
Ubuntu-18.04 LTS.

As mentioned in Section II, to the best of our knowledge,
the CF-EVRP presented in [16] and further developed in
this work is novel. The experimental evaluation compares
the monolithic model, MonoMod, presented in [16] against
ComSat. Both the running time and quality of solutions are
evaluated with respect to the problem parameters.

The first set of experiments compare the monolithic model
(MonoMod) of the CF-EVRP presented in [16] , to ComSat
on a set of relatively small problems, with up to four
vehicles, seven jobs, and a time horizon of 60 time-steps;
the time limit set for both methods was 1200s. For this
comparison MonoMod has been adapted to account for non-
negligible service times and the the cost function is not
included in the model, so that MonoMod returns the first
feasible solution found. The choice of 1200s is motivated
by the industrial application the algorithm is designed for;
while some schedules may be computed hours before they
actually take place, last minute changes may happen and it is
useful to know what size of problems can be solved within
minutes. For MonoMod the model generation time may not
be negligible; however, the comparison with ComSat is for
the solving time.

Table IV shows the results of the comparison. For smaller
problems and a small time horizon, MonoMod is performing
well, often outperforming ComSat, especially when the
problems are infeasible. As the problems grow larger though,
ComSat performs better both in terms of solving time, and
in terms of number of problems solved within the time
limit. As expected, a larger time horizon has a negative
impact on the solving time of MonoMod, since the model is
based on time discretization, and a larger 7 means more
variables and more constraints. On the other hand, the
time horizon does not seem to affect the performance of
ComSat significantly; instances having the same value of N-
V-J and edge reduction, and increasing time horizon show
similar solving time. There are exceptions, but they may
also be due to the different time windows, since these

IThe implementation of the algorithm presented in Section III and the
problem instances are available at https://github.com/sabinoroselli/VRP.git.



are generated based on the time horizon. The increase of
the parameter edge reduction generally corresponds to an
increase in the solving time for both MonoMod and ComSat,
probably because having fewer edges makes it harder to
find a solution if it exists, or prove infeasibility otherwise,
though there are exceptions. Finally, the increase of the N-
V-] parameter, as expected, corresponds to longer solving
time in most cases. The reason behind the outliers, i.e.
when a problem is immediately declared feasible/infeasible,
is often the triviality of the problem itself. For example,
when deadlines are too strict and there is no solution to the
Routing Problem then ComSat will terminate early.

The second set of experiments evaluate the performance
of ComSat on a set of larger problems, with up to eleven
vehicles, fifteen jobs and a time horizon of 300 time units.
Again the time limit was set to 1200s. As for the previous set
of instances, the increase in the value of N-V-J corresponds
to an increase in the average solving time and a decrease
in the number of solved instances per category. This time,
infeasible instances are generally easier to solve, probably
because of the higher number of jobs compared to the
number of available vehicles (trivial infeasibility).

Overall, the evaluation showed that ComSat’s perfor-
mance highly depends on the problem instance; there have
been rather small instances that took a long time to solve,
while other relatively large instances were solved almost
immediately. In general, infeasibility seems to be harder
to show than feasibility. This behaviour does not come
unexpected, since for ComSat, a problem cannot be declared
infeasible till all solutions have been explored. Moreover,
as the number of PR stored grows, finding a new solution
becomes harder. For some problems, infeasibility may be
trivial to prove, when the operating range is not large enough
or the time windows are too strict, for instance. In other
cases it may take several attempts before declaring a problem
infeasible.

As for feasible problems, a similar reasoning applies.
Sometimes it took many attempts to find a set of routes
that actually led to a feasible schedule and, in general, the
likelihood of finding one decreases as the number of vehicles
and jobs increases. Nevertheless, even for large problems,
a solution can be found rather quickly, given that enough
vehicles are available.

Discussion on Optimality

So far, the focus of the experiments was on the running
time required by MonoMod and ComSat to solve instances
of the CF-EVRP but no on the quality of the solutions. This
section focuses on the quality of the solutions produced by
ComSat for a set of problem instances by comparing them to
a lower bound manually computed by relaxing the capacity
constraints. MonoMod has been set up to find optimal
solutions by including a cost function representing the total
travelled distance. To make the comparison possible, the
parameters of the problem instances have been scaled down
to make the problems simple enough so that the optimal
solution can be found by MonoMod in reasonable time.
Table III shows the running time and cost function value
for a set of CF-EVRP instances. The problems are sorted
by size, in terms of the parameters previously discussed.

Details of the problem instances are available at https://github.com/
sabinoroselli/VRP.git in the file Optimality_test_instances.pdf.
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For the instances 1 to 6, both ComSat and MonoMod have
the same total travelled distance. Hence, for these instances,
ComSat indeed returns the optimal solution. For the in-
stances 7 to 9, MonoMod was not able to return a solution
after 24 hours and was therefore timed out. However, the
cost function value returned by ComSat matches the lower
bound, hence the solutions are optimal. For the instances
1 to 3, both ComSat and MonoMod return a value higher
than the lower bound, implying that the capacity constraints
forced the vehicles to travel through paths longer than the
shortest ones in order to serve the customers.

TABLE III: Comparison of the Cost Function Value (CFV), and running time (in
seconds) required to solve problem instances of the CF-EVRP. For each instance, a
Lower Bound (LB) on the cost function is also provided. The time limit is set to 24

hours and “-” means that this limit was exceeded.
ComSat MonoMod
Instance LB CFV Time CFV Time

10 12 0.13 12 0.40
18 22 1072 22 1.21
26 30 4540 30 2.30
20 20 0.53 20 3.24
48 48 0.30 48 4.00
48 48 0.44 48 431
62 62 0.79 - -

72 72 0.93 - -

76 76 0.95 - -

10 12 0.15 10 0.19

SO0V A WN =

However, ComSat is not guaranteed to find the optimal
solution, as shown by instance 10 above. This is due to
the way the sub-problems are structured. For a given set of
routes ComSat will try to find a feasible set of paths that
satisfies the capacity constraints. If such set of paths exists,
ComSat terminates with a feasible solution. Nevertheless,
there could exist another set of routes for which there exists
a set of paths that are cumulatively shorter and satisfies
the capacity constraints. This is clarified with the following
example, depcited in Fig. 4.

N={1,....7}, Ngu=0,0 ={1,6}

&= {(17 2)7 (2v S)a (27 5)’ (37 4)7 (47 7)7 (5’ 6)5 (67 7)}

T ={jLj2}, K = {il,i2 | Vi€ J}

Lj11 =95, Ljo1 =2, Ljz1 =4

Pji1=0,Pjo1 =0,Pjz1 =0

it =2, ljo1 =2, lj3 =2

Uj11 = 2, Uja1 = 9, Ujzr = 7

Sjit =2, Sjo1 =1,831 =1

V= {”Ul,’UQ}, le = {’Ul}, ij = {1}2}, ng = {U2}
OR=10,C=1, D=1, p=1, v=1 T=13

Fig. 4: Finite, strongly connected, weighted, directed graph representing the plant
layout for a problem instance of the CF-EVRP that cannot be solved to optimality by
ComSat.

Vehicle v1 needs to travel from node 1 to node 5 in order



to execute task j11; vehicle v2 will be assigned to both
task j21 and 331, respectively located at nodes 2 and 4.
Since these tasks are equidistant from v2’s location (node 6),
serving one before the other or the other way around would
result in the same cost for a route, hence ComSat may
choose one as well as the other. Assuming that task j21 is
served before j31, there will be a conflict; in fact, vehicle v1
occupies node 5 to serve task j11, due to its time window
and service time. If ComSat had come to such a situation, it
would call the PathChanger function. There is no different
path for v1 that would be feasible against the time window of
task 511; however, v2 could reach node 2 by passing through
nodes 7, 4, and 3 and still meet the time window of task j21.
It would then go back to node4 and execute task j31. The
total length of such a route will be 8. However, serving
task 531 before j21 would not result in a conflict with v1,
so there would be no need to look for alternative paths; the
route length in this case would only be 6. Thus, as long as
a solution can be found without needing to change paths,
ComSat will return an optimal solution, else optimality is
not guaranteed.

VII. CONCLUSIONS

This paper presents the compositional algorithm ComSat
to solve the CF-EVRP. It is proven that the algorithm is
sound complete if cycles in the paths are not allowed.
ComSat was compared to the performance of a monolithic
model for the CF-EVRP, which showed that as the prob-
lem sizes grow ComSat outperforms the monolithic model.
ComSat’s performance was also evaluated over a set of
larger generated problem instances, which showed that it
can solve problems counting up to 11 vehicles and 15 jobs
in a reasonably short time. From the experimental data, it
can be concluded that ComSat’s solving time is subject to
variability, depending on the problem’s intrinsic complexity.

One advantage of ComSat, is that each sub-problem can
be improved individually without affecting the complexity
of the others. One possibility is to use different solvers for
each sub-problem; For the Routing Problem, for example,
MILP or specific purpose algorithms could replace the
SMT formulation/solver, potentially resulting in increased
performance.

However, for problems whose feasibility is not hard to
determine, i.e., problems where a reasonable amount of
vehicles is available and the road segments have sufficient
capacity, ComSat scales well, providing a schedule for rather
large problems in a short time. This property is fulfilled in
many industrial scenarios.

For the problems whose feasibility/infeasibility is not
trivial to determine, it is an open research question on how
to avoid a large number of iterations but at the same time
do not increase the sub-problem complexity.
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