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Abstract— . S hand, for generative sequence modeling, hidden Markov mod-
_ This paper presents novel methods for generative, discrimia-  e|s (HMMs) still dominate the field; however usually only one
tive, and hybrid sequence classification for segmentationfdurk- level of states is employed. For example, for automatic cipee

ish utterances into sentences. In the literature, this tasks gen- iti ASR). tvpicall d deled f
erally solved using statistical models that take advantagef lexi- recognition ( ), typically word sequences are modeled fo

cal information among others. However, Turkish has a produtive ~ the language model as part of joint modeling [6]. With the ad-
morphology that generates an exponential vocabulary sizéiarm-  vances in graphical models, factored language models (fFLMs

ing language models such as the established hidden eventéarage  handling bundles of features for each sample have been pro-

model (HELM). We extend this model as a factored hidden event .
language model (fHELM) in order to take advantage of morpho- pose_d [7]. FLMs have been succgssfully used for ASR of in
flectional languages such as Arabic [8].

logically informed features in addition to the word sequene. Our . .
results indicate that fHELMs result in a 26% reduction in err or In this paper, we address the problem of exploiting morpho-
rate for Turkish broadcast news. Combining lexical, morphdogi- logical information in statistical classification modets ten-

cal, and prosodic information using these new models and dism-  tence segmentation of Turkish speech. Our contributioas ar

inative gla35|f|ers (boostlng and conditional random fmld)sregults four-fold: First, we extend the hidden event language metiel

in significant performance improvements over any of the clasifiers . : .

alone. factored hidden event language models and combine them with
classification models. Second, we introduce a new set of mor-
phological features, extracted from words and their molgdno

|. INTRODUCTION ical analyses. Third, we extract a set of prosodic featuvkish
Many useful results have been obtained by applying statistire mainly motivated from our previous work for other lan-

cal language modeling techniques to English (and similar laguages, for the task of Turkish sentence segmentationthsour

guages) — in speech recognition, parsing, word sense disame-propose a discretization method for using continuolisech

biguation, part-of-speech (POS) tagging, etc. However; lafeatures in CRF, that benefits from decision stumps as Idarne

guages that display a substantially different behavion tBa- by boosting.

glish, like Turkish, Czech, Hungarian (in that, they havglag In the next section we briefly summarize the related work

tinative or inflective morphology and relatively free cihgnt on sentence segmentation of speech. Then we present our ap-

order) have not been studied extensively using statistipal proach, mainly the generative, discriminative, and hybrah-

proaches. In these languages, due to their richer morpiologling techniques. Then we describe the feature sets for seg-

the vocabulary size for a given corpus size is much larger thenenting Turkish speech into sentences. Finally, we provide

other languages [1], [2]. While this causes a data sparsenesperimental results showing the effectiveness of the gseg

problem for these languages, the statistical models thakt lotechniques for this morphologically rich language befara-c

at only words are also blind to the information encoded in thiuding.

morphology. Usually, the combined effect of these problems

is reduction in language processing performance for these | 1. SENTENCE SEGMENTATION

guages.

Similarly, in spite of all the advances in discriminativas
sification techniques in the machine learning community; di
criminative sequence classification is still a challengee- R

searchers have proposed various techniques such as maxi . .
ion extraction, which generally assume the presence ofpun

entropy Markov models [3] or conditional random fields [4]tuation. One typically leverages the word sequence gescbrat

[5]. However these techniques are typically not very suc- . . .
: : . a speech recognizer and prosodic cues such as pitchyenerg
cessful in handling continuous valued features. On theroth I L

and pause duration in order to segment the audio in sentences
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Sentence segmentation for speech aims at finding sentential
unit boundaries in a stream of words, output by a speech rec-
ognizer. It is a preliminary step for many speech processing
aBPnlications, such as parsing, machine translation adrird-



neighboring the boundary [9], [10], [11], with the exceptio
of [12], who included a reranking phase using sentencd-leve
features. [13] showed that for segmentation of speech ane s
tences, prosodic and lexical cues provide complementéoy-in
mation. [14] evaluated different modeling approaches (HMMig. 1. Conceptual hidden event language model for sentsegmentation.
maximum entropy, and conditional random fields) and various
prosodic and textual features, in both conversationaptelae
speech and broadcast news speech. with fictitious sentence boundary tokens (S for sentencadtou
There is also related work for sentence boundary detectiafy, N for else). So an example would be as follows:
in languages other than English, for example, in Czech [15].. real N lucky S he N was ...
where an HMM approach was used, and in Chinese [16], [17]Note that this is different from using an HMM as is typi-
where a maximum entropy classifier was used with mostly tegally done in similar tagging tasks, such as POS tagging [27]
tual features. [11] used lexical and prosodic features séth  or named entity extraction [28]. For sentence segmentatien
eral classifiers, including maximum entropy and boosting feaonceptual model is depicted in Figure 1. In this model one
English and Mandarin. [18] investigated the use of the sarstate is reserved for each of the boundary tokérend NV, and
set of prosodic features and feature selection for Englisim- the rest of the states are for generating words. It has besvrsh
darin, and Arabic. [19] used syntactic dependency strectuhat HELM outperforms the conventional HMM approach, and
and support vector machines for sentence boundary detectince it allows an explicit point to emit the boundary token,
in Japanese. [20] is the first work that used morphologiaal fehence can incorporate nonlexical information via comignin
tures for sentence segmentation of Turkish; our work, in g wawith other models as presented in the next subsection [13].
extends that work to also include prosodic features and moreThe Bayesian optimization is simply done by the Viterbi de-
sophisticated classification models. coding using only lexical features, i.e., the language rhade
Sentence segmentation has also been studied accordingnt@lel P(X,Y), whereX andY represent all the words and
various other aspects. [21] showed the benefits of speakesundary tokens.
adapted models and [22] focused on domain adaptation. Sen-
tence segmentation can be op_timized to imprqve dowr_lstream argmazy P(Y|X) = argmazy P(X,Y)
tasks, such as speech translation [23], [24] or informagion
traction [25]. 2) Factored Language ModelsFactored language models
aim to model a sequence of feature sets, extending the conven
[1l. APPROACH tional language modeling. In other words, the goal is bogdi

In the literature, typically sentence or dialog act Segmentprobabilistic language models using the subsets of featte
tion is treated as a boundary classification problem wheze #f" factors).

goal is finding the most likely boundary tag sequente = Factored language models have been successfully used for
Yi...Y, given the featuresy = X; ... X,: ASR [8] of inflectional languages, by defining factors or teat
sets consisting of surface forms, stems, morphologicdiana
argmazy P(Y|X) ses, etc. of the words.

More formally, the factored language model aims to estimate

To this end mostly generative, discriminative, or hybriddno the probability of a feature set sequend, ..., X, instead of a
els have been used. Below we summarize these approacheg,%pg sequencél,, ..., W,.. Here we cons’idéﬂft — (W,, M)

explain how we extend them to handle the speech input of MQihere M,

phological languages is a morphological feature for word’;. An exam-

ple factored language model can be seen in Figure 2. The cur-
rent word relies on not only the previous two words but also
A. Factored Hidden Event Language Models the current and previous morphological analyses. Thezefor
We propose using factored language models with hiddemodels:
event language models. Below, first we describe HELM and
FLM and then describe how we combine them. P(Wy|Wy_1, Wy_o, My, My_1)
1) Hidden Event Language Model§:he most popular gen-
erative model for sentence segmentation is the hidden &ent  Even with lower-order.-gram approximations, since it may
guage model (HELM), as introduced by [26]. HELM was origbe possible to have unseergram sequences, one important
inally designed for speech disfluencies, such as deleti@h{D issue with FLMs is how to back off to reliably estimate such
and repetition (REP). The approach was to treat such eventpeobabilities. A new generalized parallel back-off teciud
extra meta-tokens. To ease the computation, an imaginary ‘was proposed to tackle this problem [7]. Basically, theesyst
disfluency” (NODF) token is inserted between two words wheig given a back-off graph, which denotes the paths for back-
there is no disfluency between them. The following example@df. Paths in this graph can be chosen manually. In the lit-
a conceptual representation of a sequence with disfluencies erature, with complex factors, methods based on genetic al-
... she NODF got REP got NODF real NODF lucky ... gorithms have been proposed to choose the optimal back-off
For sentence segmentation, sentence boundaries are singp@ph [29]. The important point is that many back-off paths
treated as hidden events, and the word sequence is augmeocéedbe proposed and the system can process them in parallel.



Fig. 2. An example factored language model seen as a dirgetgghical Fig. 3. An example factored language model created for aghidgvent lan-

model over wordd/ and morphological factors)/. The arrows indicate the guage model seen as a directed graphical model over wordlhdas,Y’, and

factors used for estimating the probabilities. words, W, and morphological factorgy/. The arrows indicate the factors used
for estimating the probabilities.

3) From HELM to fHELM: The factored hidden event lan-
guage models are straightforward extensions of hiddentev&n Discriminative Classification Models

language models and factored language models. They combingne weakness of the hidden event language models is that
the strength of factored language models for multi-feasiere one can incorporate only a single stream of discrete femture
quence modeling with the classification power of hidden evegych as words. To overcome this obstacle, various classifica
language models. Figure 3 presents the factored hidden evgsh methods have been used in the literature. In a piongerin
language model topology employed in this paper. The boungydy, decision trees were used to build segmentation méalel
ary states still exist to potentially build hybrid models @- improve the performance also by using additional proscetie f
plained below) and the boundary decision is made accordingres [13]. With the advances in discriminative classifamasl-
the formula: gorithms, researchers tried using CRFs [32] and boostig} [3
P(Y:|Wy, My, Y1, Wi_1, My_1) and hybric_i approa_ches using boosting and maximum entropy
o o classification algorithms [11].
wherey; indicates the boundary decisidsipr N aftertheword oy system relies on boundary-wise posterior probakslitie
W, with a morphological analysis dff;. _ P(Y;|X;) provided by two classifiers that can be used inde-
The next step for building an fHELM is creating a back-offengently or jointly. The first component is an Adaboost [34]

graph indicating the possible back-off paths in case thissta |ssifier that generates posterior probability estinmatiout of
tics for the desiregi-gram are not reliable. Factored languagﬁ/eighted decision stumps (one-level decision trees):
models are supposed to process them in parallel. In thisrpape

we tried only linear graph back-off (i.e. dropping and fdtipneg m -1
about one factor at a time) and fully connected graph batk-of PYi|x) = [exp <—2mz wisi()(t)ﬂ
(i.e. backing off to all possible subsets) starting from itinest i=1

distant feature. More formally, an example back-off droypi : - .
y P oep wheres; () is a decision stump (presence of a discrete feature

the most distant word is defined as follows for factored hlinldeor osition relative to a threshold of a continuous featovey a
event language models: P

single featureyw; is the weight given to that decision stump, and

PMYIC) = { P (Yi|Cr) NG Y) > 7 m is the number of decision stumps. Adaboostis trained by iter
a(Cy) x Ppo(Y:|Cy) otherwise. ating over the selection of the best decision stump and gwei

whereC; = W;, M,,Y;_1, W,_1, M,_, is the original context, ing qf examples yvhere th_e overall clagsifier r_na_ke§ mistakes.

C, = Wi, My, Y;_1, M,_, is the backed off contextPy, , is The |mplem¢ntat|on used in our experiments is |<_:S|bépbt.

the standard maximum likelihood estimate (with smoothing!l OUr €xperiments, we used boosting with 1,000 iterations

N(-) is the number of occurrences, amds used to ensure thatb The second corr;]pc_)nent of our system usis CRFbS ag;l_prop}osed
the result is still a probability distribution. y [4]. We use chain CRFs to estimate the probability of a

Then the standard Viterbi decoding may be employed to fi§duence of boundary events € Y1 ... ;) given a sequence
the most probable state sequence, i.e. the boundary decisfdf OPservationst = & ... xy).
given the words and their other features, such as morpteabgi
analysis. This results in a neat method for building a genera 1
tive classifier when multiple features are used for each &amp P(Y|X) = 720%) exp (
position. Furthermore, similar to regular HELMs, it is pitds
to combine the posterior probabilities obtained from othas- n_m
sifiers (preferably discriminative) to improve the perfamse Z(X) = Zefﬂp ( Z Aisi(Yi-1, Y4, Xt))
even more. For example fHELM may exploit the lexical and Y t=11i=1
morphological information and then may be combined with a Here, s;
classifier that uses only prosodic features.

sz\isi(iﬁ—h}ﬁ,%))

t=1 i=1

() are decision functions that depend on the exam-

X . . pl dacl f boundari I ; is th ight
In our experiments, the SRILM [30] toolkit is used forvmlerbp es and a clique of boundaries close}p A; s the weig

: - ) .of s; estimated on training data, aff{X’) is a normalization
decoding and for building the_ conver_1t_|0nal and factored h"?ﬁctor. Note that CRFs give the probability of the sequerfce o
den event language models with modified Kneser-Ney smooth-

ing [31]. Lhttp://code.google.com/plicsiboost



boundary decisions. The forward-backward algorithm can berds as the@reviousandnextword respectively, the six lexical
used to get boundary-level posterior probability estimate  features are as follows:

For our experiments, we use the CRF++ toofkithich al- « unigrams:{previous, {current, {next},
lows binary decision functions dependenton the currenbtlou  « bigrams:{current, nex}, {previous, currerjt
ary and the previous boundary. Features extracted faonig- « trigram: {previous, current, nekt

inate from a neighborhood of the boundary and match the fea-

tures used with Adaboost, though CRF++ does not handle C)- p,sodic Features
tinuous features and requires them to be quantized. Afferex
imenting with different types of quantization, we obsertieat
using thresholds from the decision stumps learned by Adgtbo

leads to improved performance, probably due to their gttt . )
embed ther;nteracgon between fpeaturesy(in Adaboos'?{tkrlgjni inter-word boundary. '_I'he features '”C"!de the pause durat
classifiers are chosen in order to correct errors from ptm/iof[he boundary, normalized phone durations of the_word _pFeced
iterations). ing the boundary, and a variety of s_peaker-no_rmallzed péeah
tures and energy features preceding, following, and a¢hess
boundary. These features are an extension of similar festur
C. Hybrid Modeling described in [13]. The extraction region around the boupdar
One important observation is that nonsequential classifidg@cuses on either the single words or brief time windows adou
tion algorithms typically ignore the context, which is @il the boundary. Measures include the maximum, the minimum or
for the segmentation task. While one may add context as %€ average value in this range. Pitch features are noreahliz
additional feature, or simply use CRFs, which inherentlg-coby speaker, using the method to estimate a speaker’s baselin
sider context, these approaches are suboptimal when deaf¥ch values described in [13].
with real valued features, such as pause duration or pitaera
Most of the previous studies simply tackled this problem bg. Morphological Features

binning the feature space either manually or automatically Turkish is also a free-constituent-order language, in whic

An alternative would be using a hybrid classification aps,ngtityents at certain phrase levels can change ordezrrath
proach as suggested by Shribexgal. [13]. The main idea ooy according to the discourse context or text flow. How-
would use the posterior probabilitie®)., obtained from the ever, the typical order of the constituents, especiallythar
other classifiers, such as boosting or CRF, by simply convelt. s genre, is subject-object-verb (SOV).
ing them to state observation likelihoods by dividing toithe Let us consider a simple complete sentengactik yemek

priors following the well-known Bayes rule: yedr in Turkish, which meansthe child ate the me&in En-

The prosodic features are also transferred from the ICSI+
entence segmentation system [11]. We use about 200 pcosodi
eatures, defined for and extracted from the regions aroacid e

P.(Y|X) glish. The correct morphological analyses are as follows:
argmaxyw = argmazry P.(X]Y) cocuk Noun+A3sg+Pnon+Nom (the child)
yemek Noun+A3sg+Pnon+Nom (the meal)
Applying the Viterbi algorithm to the HMM will then re- yedt Verb+Pos(+dH)+Past+A3sg (ate)

turns the most likely segmentation. In order to handle dyinam

ranges of state transition probabilities and observatikelid Turkish has agglutinative morphology with productive infle

hoods, we apply a weighting scheme as is usually done in ttienal and derivational suffixations [36]. The number of dor

literature forms one can derive from a Turkish root form may be in the

millions [37]. For example, [38] shows that one can obtain

argmazy P.(X|Y)® x P(Y)P thousands of new word forms from any noun, a verb, and an

adjective root form by suffixing only three morphemes. As

an example, let us consider the Turkish woydpabilecgim”,

which consists of the morphemes “(yap)+(abil)+(ecek)¥(im

which roughly corresponds to “(do)+(able to)+(will)+(I)i

IV. FEATURES English. It has three potential morphological analyses:

« (yap)yap+Verb+Pos(+yAbi{DB+Verb+Able(+yAcAk)+

Fut(+yHm)+Alsg (I'll be able to do it)

o (yap)yap+Verb+Pos(+yAbi{DB+Verb+Able(+yAcAk)
ADB+Adj+FutPart(+Hm)+P1sg (The (thing that) I'll be

A. Lexical Features able to do)

o (yap)yap+Verb+Pos(+yAbi{DB+Verb+Able(+yAcAk)
ADB+Noun+FutPart+A3sg(+Hm)+P1sg+Nom (The one

whereP(Y') is estimated by the fHELMy andg are optimized
using a held-out set.

Three types of features - lexical, prosodic and morphokidgic
- are used in the classification models.

The lexical features used in this work consist of six weard
gram features for each word boundary that were also usedinou |
previous work for English [35]: three unigrams, two bigrams I II.be able to do). ) .
and a trigram. Naming the word preceding the word boundary'n this representation, the inflectional groups (IGs) denot

of interest as theurrentword, and the preceding and followingt€ derivational boundaries and are marked witb”. In this
example, the root is a verb but the final IGs have three reading

2http://crfpp.sourceforge.net/ that are verb, adjective, and noun, respectively.



Turkish presents an interesting problem for statisticadlet® | Morphological Feature | Avg. Parse/Word | % of Unamb
since the potential POS tag set size (thatis, the numberssipo| Full Morph. Analysis 1.95 37.0
ble morphological parses) is very large because of the mrodl Last IG 1.83 39.5
tive derivational morphology. Following previous work [39 | POS of Last IG 1.30 62.9
[2], our approach handles this by breaking up the morphosyn-
tactic tags into inflectional groups, each of which contdires TABLE |

inflectional features for each (intermediate) derived forfio AMBIGUITY STATISTICS FOR DIFFERENT LEVELS OF MORPHOLOGICAL
simplify our models further, we only extract morphologifssd-  FEATURES AVERAGE NUMBER OF PARSES PER WORD FOR EVERY WORD
tures from the final inflectional group of every word, which THAT WAS PARSED BY THE MORPHOLOGICAL ANALYZER AND
marks its final category in a sentence. PERCENTAGE OF WORDS THAT HAVE A SINGLE PARSE .E.,

The morphological features used in this work are obtained UNAMBIGUOUS WORDS).
using a morphological analyzer for Turkish [36], which auttp
all possible morphological parses for all the words. Weudel

the final inflectional group of every word as well as its POS tag Classifier F NIST

without resolving the ambiguity. For factored HELM, we arbi Boosting | 0.749| 44.0%

trarily chose one parse since fHELMs cannot handle multiple CRF 0.756| 43.3%

parses. With CRF and boosting we used all the possible parses HELM 0.7821 36.7%

as features. Boosting also exploited parse subsequeneés as

ditional features. For the POS tag, we mark the value of the fe TABLE Il

ture as unknown when the word has multiple parses. We alBs®eAsURE AND NIST ERROR RATES WITH BOOSTING CRF,AND HELM
include a single binary feature that checks if any of the jdess USING ONLY LEXICAL FEATURES.

morphological parses of a word is a Verb according to its final

category. We hope, with this, to take advantage of the SOV na-

ture of Turkish. To compare this approach, we also performed

experiments with pseudo-morphological features, usiedast Number of parses per word as well as the percentage of words
three letters of each word. Like the “ed” suffix in English, ifhat have a single parse in the overall data set with theterdif

Turkish certain suffixes may indicate Verb categories. ent conditions.
V. EXPERIMENTS AND RESULTS B. Evaluation Methods
A. Data Sets

For performance evaluation, we report NIST error rate and
In our experiments, we use the VOA (Voice of Americaf-measure on forced alignment output of an automatic speech
Turkish Sectiof part of the Turkish broadcast news (BNyecognizer [40]. The NIST error rate is the number of mis-
speech corpus collected at the Bogazici University BUSIMassified word boundaries divided by the number of refezenc
Laboratory! The VOA part of the corpus contains approxsentence boundaries. F-measure is the harmonic mean of prec

imately 21 hours of single-channel Turkish broadcast newfon and recall. The NIST error rate is explained in detaihwi
speech data recorded at a 16 bit, 32KHz sampling rate. Fedamples in [41].

sentence segmentation experiments 42 Turkish broadoast ne
programs (30 minutes each) are used. These 42 files are split
into a training set (22 files, 97,330 words), a development ge. Experiments with Lexical and Morphological Features

(5 files, 14,897 words), and a test set (5 files, 15,688 words)yye compare our results with a baseline of using only lex-
The developmentset is used to optimize the parametersasuciy.) features for all classification methods. Table Il prese
probability thresholds and combination weight@nd 5. The  oqits using boosting, CRF, and HELM with only lexical fea-

vocabulary size of the training set is 19,328 words, and®3.8,e5  HELM outperforms other methods probably because of

of the words in the development set vocabulary and 35.8% @ |arge number of lexical features they must tackle dukeo t
the test set vocabulary are not observed in the training daia,|utinative nature of Turkish.

(these correspond to 14.8% and 17.3% of the development an hen we add morphological and pseudo-morphological (last

test set words, respectively). three letters of words) to the feature sets, we observefgignt

q Thlere are in totaé %g(&;OOfShwords in the training,btes;, aMfhprovements in the performance with all classifiers. This i
Evle opmlent slets. T olobt ese we:cef not parsed by t Z MRfGitive because of the morphological characteristia 80V
phological analyzer, mainly because of foreign person alyd Csgtonce order of Turkish. One interesting observatiohds t

namez ‘:]md typos in the data. The rerr;lgin(;ng w%rds that W&fth boosting the performance degrades when both morpholog
parsed have on average 1.95 parse. This rops down t0 oM@ ang pseudo-morphological features are employedadste
erage 1.83 analyses per word if only the last inflectionaligro

¢ h di dered dt6 1.30 if onlv the POS of only one of them. CRF consistently performs a little bette
of each word Is considered, and to 1.30 If only the 3@an boosting. The error rate of fHELM is reduced by 26% rel-

category of the last IG is considered. Table | lists the BeMAtive compared to HELM when only lexical features are used.
Shttp: // www. voanews. conl t ur ki sh/ This shows the effectiveness of factored hidden event laggu
4htt p: / / www. busi m ee. boun. edu. tr/ models for generative sequence classification. Furthexntioe



Features L+M L+PM L+M+PM
F NIST F NIST F NIST
Boosting | 0.884 | 24.7% || 0.853| 30.0% | 0.869| 26.5%
CRF 0.887 | 24.0% || 0.864| 26.0% | 0.891| 21.7%
fHELM 0.865| 25.9% || 0.862| 27.1% - -

TABLE Il
F-MEASURE AND NIST ERROR RATES WITH BOOSTINGCRFAND HELM USING LEXICAL (L), MORPHOLOGICAL(M), AND/OR
PSEUDO-MORPHOLOGICAL FEATURES

Classifier F NIST and anchor people explicitly mark sentence boundaries with
Boosting(L+M)+fHELM(L+M) | 0.879| 23.8% prosody.
CRF(L+M)+fHELM(L+M) 0.890| 21.5% As the final set of experiments, we tried combining fHELM
with boosting and CRF using all the features. Table VII
TABLE IV presents these results. With this final combination, theehod
F-MEASURE AND NIST ERROR RATES WHEN COMBINING BOOSTING AND  jncluding boosting did not improve. The CRF model improved,
CRFWITHFHELM WITH LEXICAL (L) AND MORPHOLOGICAL (M) however 0n|y slightly.
FEATURES

VI. DIscussiON ANDCONCLUSIONS

Classifier F NIST

Boosiing(P) 0862/ 27.2%| 1 cation methods using lexica, morphologiatd
Boosting(P)+fHELM(L+M) | 0.910 | 15.8% 155 . >INg lexical, morphologla
prosodic information for Turkish sentence segmentatiore W
TABLE V have shown significant improvements over a lexical baseline
While CRF results in better performance with prosodic and
lexical features only, boosting benefits more from the mofph
logical features. This is probably due to the ability of bisos
ing to handle unknown feature values. For example, one of
the morphological features is set to unknown in case the word
is morphologically ambiguous. This requires further iniges
relative NIST error rate reductions are even more with boosion, but a prior morphological disambiguation step may-pro
ing (44%) and CRF (50%) with morphological features. Thesdde benefits.
results are shown in Table IlI. The prosodic features are mainly transferred from English
Table IV presents results with the combination of discriain and model only word-level phenomena. They can also be im-
tive and generative sequence classification methods whén beroved by modeling at subword level. For example, the mor-
lexical and morphological features are used. The perfoomarphological ambiguity for the sentence final words may be re-
is more or less the same as using only the discriminative claglved using morpheme-level prosodic features.
sifiers, suggesting that they already incorporate theinétion  One significant benefit of using fHELMs is that they can be

F-MEASURE AND NIST ERROR RATES WHEN USING ONLY PROSODI(P)
INFORMATION WITH BOOSTING AND COMBINING WITH FHELM USING
LEXICAL (L) AND MORPHOLOGICAL (M) INFORMATION.

coming with hidden event models. trained using millions of examples, also benefiting fromtthe
tual data that can be found easily (such as from the WWW),
D. Experiments with Prosodic Features whereas the discriminative models are more limited for that

Since we expect the prosody to provide orthogonal infof2Se. In this work, we have used the same data for training
mation for sentence segmentation, we first combined bapsti#ll models, and investigating the use of more data for fHELMs
trained with only prosodic features with factored HELMs - TaiS part of our future work, in addition to experimenting witral
ble V presents these results. Note that, before combinatidtR output.
boosting and fHELMs have comparable performance. ThisfHELMs can be used for other language processing tasks re-
shows the utility of the prosodic features that were orijjna duiring sequence classification such as POS tagging andchame
designed for English. Furthermore, this hybrid model regucentity extraction and can easily be combined with statéhet-
the NIST error rate by 39% relative. This demonstrates ti#ét discriminative models.
power of the model combination with complementary informa-
tion provided by two different sets.

Then we exploited the prosodic features along with lexical
and morphological information with boosting and CRF. Ta- We thank Kemal Oflazer, for providing us with his morpho-
ble VI presents these results. As seen, for both classifiers, logical analyzer, Siddika Parlak and Murat Saraclar fovjato
formance improved significantly. This is in part due to the nang us with the data sets and the forced alignments, and An-
ture of the data, i.e., broadcast news, in which the reporteireas Stolcke and Dimitra Vergyri for many helpful discossi.
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Features L+P L+M+P L+PM+P L+M+PM+P
F NIST F NIST F NIST F NIST
Boosting | 0.894| 20.4% || 0.922| 16.5% | 0.918| 15.8% | 0.927 | 14.7%
CRF 0.895| 20.2%|| 0.921| 14.6% | 0.916| 16.9% | 0.923| 15.3%
TABLE VI

F-MEASURE AND NIST ERROR RATES WITH BOOSTING ANDCRFUSING LEXICAL (L), PROSODIC(P), MORPHOLOGICAL(M), AND/OR
PSEUDOMORPHOLOGICAL(PM) FEATURES

Classifier F NIST [9]
Boosting(L+P+M+PM)+fHELM(L+M) | 0.925| 14.8%
CRF(L+P+M+PM)+fHELM(L+M) 0.926 | 14.9% [10]

TABLE VII
F-MEASURE AND NIST ERROR RATES WHEN COMBINING HELM wiITH
BOOSTING AND CRFUSING LEXICAL (L), MORPHOLOGICAL(M+PM),
AND PROSODIC(P) INFORMATION.

(11]
(12]

This material is based upon work supported by the Defense Ad-
vanced Research Projects Agency (DARPA) CALO (NBCHIj-lg’]
030010) program, the DARPA GALE (HR0011-06-C-0023)
program, the Scientific and Technological Research Cowncil[14]
Turkey (TUBITAK) fundings at SRI and ICSI, (TUBITAK CA-
REER Project No: 107E182, Extracting and Using Prosodic
Information for Turkish Spoken Language), and the Isik Uni15]
versity Research Fund (Project No:05B304). Any opinions,
findings, and conclusions or recommendations expressagin {16]
material are those of the authors and do not necessarilgtrefle

the views of the funding agencies. [17]
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